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Research Article
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The direction-based label propagation clustering (DBC) algorithm needs to set the number of neighbors (k) and the angle value
(degree), which are highly sensitive. Moreover, DBC algorithm is not suitable for datasets with uneven neighbor density
distribution. To overcome above problems, we propose an improved DBC algorithm based on adaptive angle and label
redistribution (ALR-DBC). The ALR-DBC algorithm no longer input parameter degree, but dynamically adjusts the deviation
angle through the concept of high-low density region to determine the receiving range. This flexible receiving range is no
longer affected by the uneven distribution of neighbor density. Finally, those points that do not meet the expectations of the
main direction are redistributed. Experiments show that the ALR-DBC algorithm performs better than DBC algorithm in most
artificial datasets and real datasets. It is also superior to the classical algorithms listed. It also has good experimental results
when applied to wireless sensor data annotation.

1. Introduction

The frontier development of computer science has focused
on data mining and artificial intelligence in recent years.
Cluster analysis is the most classical research in the unsuper-
vised direction of machine learning. It is widely used in
image analysis [1], knowledge discovery [2], medicine [3],
pattern recognition [4], and other fields. In the case of
unknown sample information, the points are divided by
some similarity measurement method so that the similarity
of points within clusters is high while that of points between
clusters is low [5]. Many classical algorithms show good
results on different datasets [6].

The basic idea of hierarchical clustering is bottom-up
and merging layer by layer [7]. The clustering process starts
with each point being a separate class, and then, the two
classes with the highest similarity are merged and iteratively
repeated. The similarity is mainly measured by distance. The
closer the distance is, the higher the similarity is. The advan-
tage of this approach is that it does not input the number of
clusters and hierarchical relationship between classes can be
discovered. The disadvantage is high time complexity and
low efficiency [8]. K-means is an early classic and widely
used algorithm in the field of data mining [9]. Compared

with hierarchical clustering, it has a much lower time
complexity. It has high scalability and compressibility when
dealing with big datasets. It is highly dependent on the selec-
tion of the initial centroid, so it often takes several iterations
to achieve better clustering results. And K-means algorithm
cannot cluster nonspherical datasets [10]. Compared with K
-means clustering method, affinity propagation clustering
algorithm (AP) is more robust and accurate [11]. It starts
with initializing two preset matrices and then iteratively
updates them. The “responsibility” rðp, zÞ represents the
suitability of point z as the clustering center of point p.
The “availability” aðp, zÞ represents the suitability of point
p to select point z as its cluster center in the current round.
These two matrices are interrelated and determine the final
clustering result. When both are large, it means that point
z has strong competitiveness and is more likely to be selected
as the clustering center. AP algorithm has good performance
and efficiency. Different from the clustering centers in other
algorithms, the exemplar (center of clustering) in AP algo-
rithm is an exact data point in the original data. And it is
started by inputting the similarity matrix, so the data are
allowed to be asymmetric and the sum of squares of error
is low. However, the complexity of AP algorithm is high
and the running time is long when the data is large [12].
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In order to solve the clustering problem of irregular shapes,
density-based spatial clustering of applications with noise
algorithm (DBSCAN) was proposed [13]. It uses density
reachability and density connection to cluster by establishing
the definition of a core point, boundary point, and noise
point [14]. DBSCAN algorithm can achieve adaptive cluster-
ing. There is no need to give the parameter of expected
cluster number, and the advantage of insensitivity to noise
points is conducive to clustering. The disadvantage is that
the parameter sensitivity is high, and small parameter
changes may lead to large differences in the results. And
the DBSCAN algorithm must specify a density threshold to
remove noise points below this density threshold. Based on
the above analysis, the clustering by fast search and find of
density peaks (DPC) [15] is put forward on the premise that
the two assumptions are true: the cluster center is
surrounded by points with lower density than it, and the
distance between these points and the cluster center is
closest compared with other cluster centers. And it has a rel-
atively far distance from the point where density is higher
than itself. Only meeting these conditions at the same time
can it be possible to become the clustering center. Its disad-
vantage is that it needs to calculate the distance between all
points. The DPC algorithm also does not cluster well those
sample sets with multidensity peaks [16].

In order to better cluster samples with uneven density
distribution, scholars continue to explore. The reference
[17] uses two parameters. The parameter k is used to deter-
mine the receiving direction, and the parameter degree is
used to define the receiving range that can deviate from
the receiving direction. When the density distribution is
not uniform, the clustering effect of DBC algorithm will
not be greatly affected. After a large number of experiments,
it is known that if the first parameter k is not appropriate,
the second parameter degree will be adjusted many times
to achieve the desired clustering effect. After determining
the k-nearest neighbor value on some datasets, the value of
degree can only change in a small range; otherwise, the
expected value cannot be achieved. Therefore, the DBC algo-
rithm is improved. We reduce the parameter sensitivity by
selecting the method of dynamically adjusting the deviation
angle to determine the receiving range of each point and
using the DBC algorithm to cluster the points. It can be seen
from the evaluation index of the experimental part that the
improved algorithm holds higher NMI and ARI on most
of the tested datasets. In this paper, the new improved algo-
rithm is named ALR-DBC algorithm.

Clustering also has outstanding performance in practical
applications, such as applying it to the Internet of Things.
The Internet of Things came into being with the vigorous
development of the information technology industry. It con-
nects the object with the network through the information
sensing device according to the agreement. As the core of
the Internet of Things, the perception layer can not only
sense signals and identify objects but also has the function
of processing and controlling. The wireless sensor network
is an important part of perception layer. It realizes the data
collection, processing, and transmission and sends the infor-
mation to the network owner. To enhance the communica-

tion between sensor networks, it is essential to establish
semantic connections between sensor ontologies in this field.
Literature [18] proposed a new sensor ontology integration
technology, which utilizes the debate mechanism to extract
sensor ontology alignment, greatly improving the effective-
ness of the whole wireless sensor network. It enhances the
communication ability between wireless sensors and
improves the performance of the whole network. At the
same time, we also read the relevant literature on matching
ontology [19, 20] to better understand the important role
and help of these methods in this field. Inspired by this, this
paper applies ALR-DBC algorithm to wireless sensor net-
works and conducts performance comparison experiments.

2. Related Work

In this chapter, we will explain the label propagation algo-
rithm (LP) [21] and the direction-based label propagation
algorithm (DBC). The basic idea of these two algorithms is
clustering through the similarity between the sample points.
The DBC algorithm is an improvement of LP algorithm by
adding parameters of angle value. Through the description
and comparison of these two algorithms, it is more helpful
to understand the improved DBC algorithm.

2.1. LP Algorithm. It is assumed that each point can find k
neighbors closest to it, which is the basic assumption of LP
algorithm. These neighbors all have unique class tags. Then,
the update of the cluster label is determined by the neigh-
bor’s label. Among the labels to which the neighbor belongs,
the label that occupies the largest number is the new cluster
label of the point. Repeat the process; when the label of all
points do not change, the iteration ends [22]. In the LP
algorithm, the number of iterations needs to be set to avoid
being overcalculated affecting the final result. In the running
process of the algorithm, there is no need to calculate any
clustering index, nor to input the number of clustering.
The disadvantage of LP algorithm is that the randomness
of the sequence in the iterative process will lead to the same
initial label setting, but the clustering results are very differ-
ent. It may also be affected by the k nearest neighbors set, the
maximum values of neighbor labels of some points are the
same, so random selection is adopted to update the cluster
labels. Based on this, scholars also put forward improvement
strategies, such as introducing potential function [23] and
LeaderRank value [24] to increase the weight of nodes or
edges. In this way, the centroid effect can be preliminarily
determined and the classification accuracy can be improved.
The label entropy attribute [25] can also be added so that it
can be sorted according to the label entropy of each point
and avoid the random influence in the iteration process.

2.2. DBC Algorithm. DBC is a direction-based cluster label
propagation clustering algorithm. It need not enter the
number of classes that will eventually be generated and can
cluster any shape of clusters with stable results. Distance
and direction are the two basic physical metrics, which are
helpful for clustering. The major difference between LP
and DBC algorithm is that the DBC algorithm considers
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the orientation relationship between sample points, while
the LP algorithm considers the relationship between the
numbers of labels to which neighboring points belong. The
DBC introduces the second parameter degree and finds the
direction and receiving range with the greatest density in
each point’s neighborhood. There is no feedback or update
during tag propagation, so the selection of receiving range
is very important. The general process of the algorithm is
to find the receiver of each point according to the parame-
ters set and select the point with the largest number of
receivers as the starting point of this round. After it is
assigned an initial label, the clustering starts and the points
in the receiver list are classified into one category. These
points continue to pass their labels to their respective
receivers as new senders until a round of clustering ends
without new senders. Next, the remaining unlabeled points
continue the next round of clustering until all points have
class labels, and the clustering is over. We assume that point
P is an arbitrary sample point in the dataset. The mathemat-
ical concept shows that point multiplication reflects the
“similarity” of two vectors. The more similar the two vectors
are, the greater the point multiplication is. Therefore, the
formula of receiving direction of point P is shown in

v! = arg max
v!i∈V

〠
v! j∈V :v!i ·v

!
j≥0:5

v!i · v
!

j: ð1Þ

The set V stores all the neighbor vectors of point P. v! is
the most densely distributed direction of the neighbors of
point P.

After determining the receiving direction, the DBC algo-
rithm also sets the maximum deviation angle to determine
the receiving range of cluster labels. It refers to the maxi-
mum angle that a neighbor vector can deviate from the
receiving direction, and points within this angle range can
pass the cluster label to point P. The DBC algorithm also
defines the concepts of sender and receiver. After the param-
eters are determined, each point can obtain its sender and
receiver according to its receiving direction and maximum
deviation angle. Then, the label propagation of DBC algo-
rithm begins. Algorithm 1 describes the DBC algorithm.

We default that each time the tag number is updated and
a new pass is started. The SenderList keeps storing the sam-
ple that currently has no tags and has the most receivers. ID
represents the number of samples. NewSenderList is a list of
new senders. Line 21 of Algorithm 1 is to find the number of
samples that are not currently labeled.

3. ALR-DBC Algorithm

3.1. Basic Idea. In describing the DBC algorithm, we
mention that it introduces the concept of direction and angle
as a reference condition based on the basic method of cluster
label transfer. After determining the range of label transmis-
sion, the clustering process will begin. We consider that the
number of neighbors and the angle value are global param-
eters. In fact, the neighbor density around each point is
unevenly distributed. If the receiving range of each point

can be dynamically changed according to its neighbor
density, the accuracy of clustering results can be improved.
We use Figure 1 to understand this hypothesis.

In Figure 1(a), the receiving range is all samples within
the angle formed by P1a and P1b. In Figure 1(b), the receiv-
ing range is all samples within the angle formed by P2c and
P2d. These points within the receiving range of point P can
pass their labels to point P. It is concluded that when the
distribution of neighbor points on both sides of the main
direction is dense, the receiving range should be reduced,
and when the distribution of neighbor points on both sides
is sparse, the receiving range should be enlarged.

3.2. Adaptive Angle. In the previous section, we mentioned
that DBC algorithm sets the angle as a global parameter.
For different datasets, it can also achieve the ideal clustering
effect after adjusting the parameter many times. However,
there are also problems in the experimental process. The
two parameters k and degree will affect each other. If k at
the beginning is too large or too small for the current test
dataset, it may require multiple attempts to achieve the
expectation when setting the second parameter degree. So
it will increase the uncertainty of clustering time. For this
shortcoming, we introduce the concepts of high-density
and low-density regions to explain the ALR-DBC algorithm.

In the sample set with class labels, we can find the
obvious rule that the cluster distribution divided into one
category is relatively dense, which can be represented by
high-density regions. There will be sparsely distributed sam-
ple points between the two clusters, that is, the low-density
region we want to refer to. In this way, we define the

1: Num =Dataset:size
2: ID = 0
3: //Traverse SenderList to get its recipients. Assign
//labels to unlabelled recipients and store them
//in NewSenderList. Until all points have class
//labels

4: while Num > 0 do
5: ID = ID + 1
6: while SenderList:size > 0 do
7: NewSenderList = ½�
8: for i = 0; i < SenderList:size; i + + do
9: Receivers = getReceiversðSenderList½i�Þ
10: for j = 0; j < Receivers:size; j + + do
11: Receiver = receivers½j�
12: if Receiver:label == 0 then
13: Receiver:label = ID
14: NewSenderList.append(receiver)
15: end if
16: end for
17: end for
18: SenderList.clear()
19: SenderList = NewSenderList:copyðÞ
20: end while
21: Num =NumberOfUnassignedPointsðdatasetÞ
22: end while

Algorithm 1: Label transfer process of DBC.

3Wireless Communications and Mobile Computing



distribution states of high-low-high and divide clusters. As
shown in Figure 2, our goal is to find a continuous high-
density area as a receiving area for point P.

The next question we need to think about is how to find
the criteria for distinguishing high- and low-density regions.
From the above, it can be seen that the main receiving direc-
tion is easily determined by formula (1). Then, based on this
direction, it is feasible to use the ratio definition method to
divide regions. When the condition of A/B ≥M is satisfied,
it is included in the receiving range of this point.

A = 〠
v!i ·v

!
j≥0:5

v!i · v
!

j: ð2Þ

All neighbor vectors of point P are stored in list V . As
shown in formula (2), we traverse each vector Vi in list V ,
taking the dot product of each vector with the rest of its
neighbors and summing them up. So each neighbor vector
will get the corresponding A value. The value 0.5 in the
constraint condition is consistent with the DBC algorithm.
B is the value A of vector PV1 in Figure 2. Because each
point is receiving in a unique direction, the value B is
fixed after locking a point P. M is a receiving threshold
we set artificially.

We analyzed the scanning process according to the dis-
criminant conditions. The idea of ALR-DBC algorithm is
to scan the neighbor vectors from the main direction vector
of point P to both sides and judge them in turn. The points
that meet the receiving threshold on both sides of the main
direction are put into the receiving range list of point P.
Because the density distribution of each dataset is different,
the advantage is that we will judge whether the direction
currently scanned meets the receiving condition, rather than
using fixed angle to define the range. Here is the dynamic
adjustment process of the algorithm. The final receiving
range includes all high-density direction vectors without
crossing the low-density region. The specific scan is shown
in Figures 3 and 4, showing the neighbor distribution of
point P and the dynamic change process of one side of the
main direction.

To help understand how the ALR-DBC algorithm
dynamically selects the receiving angle of each point, a par-
tial scanning process is drawn. As shown in Figure 4, point
P finally finds a receiving boundary on the clockwise side
that is a vector from p to c. Judge from vector a with the

minimum angle away from the main direction. Since the
vector meets the conditions that A/B ≥M, it is added to
the receiving list of point P. Then continue scanning to point
i in Figure 4(b) with the second smaller angle from the main
direction. Repeat the above discrimination steps. Until the
unqualified vector is found as shown in Figure 4(d), the
vector is saved and recorded as the boundary vector of one
side (assumed as the X side) of point P.

The focus of the next algorithm is to find the boundary
vector on the other side of point P. We continue to scan
the neighbor vector outward and judge it by inequality. If
the condition is met and the vector is not on the side of X,
it is included in the receiving range of point P; otherwise,
it is not included and continues to scan. That is because if

a

V1

b

P1

(a) Dense main direction
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d

(b) Sparse main direction

Figure 1: The receiving range for the dynamic selection of P1 and P2.
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Figure 3: The main receiving direction and neighbor distribution
of point P.
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this vector is on X side, it is already outside the reception
boundary. Although it meets the density required by the
receiving condition, it does not meet the continuous high-
density area mentioned above. Then, when the scanned
neighbor vector does not meet the density required by the
receiving condition, if it is not on the side of X, we find
the boundary vector on the other side of point P (assumed
as the Y side), that is, the low-density region after the con-
tinuous high-density region. So far, we have set the receiving
range of point P.

3.3. Label Redistribution. In describing the idea of the DBC
algorithm, we mention that it can determine an edge of the
receiving range by finding the receiving direction at point
P. The other side is determined by the angle value, which
allows neighbor vectors within a certain deviation angle to
pass their class labels to point P. When the program runs,
the ideal clustering results can be achieved by adjusting the
two parameters. However, we need to make it clear that
point P should best be grouped with its principal direction
vector. In the original DBC algorithm, when a point
becomes a new cluster label sender, it will immediately pass
its class label to all its receivers. Assuming that the receiver’s
receiving direction label is different from the tag, the final
clustering effect will be worse than expected. We illustrate
this by using a spiral dataset.

As shown in Figure 5, it is the clustering diagram of the
spiral dataset when only the receiving angle is dynamically
adjusted. We observed that the points were divided into
three categories and were spirally distributed. At the top of
the figure, there is a blue sample point F next to the green
sample point. Obviously, the sample point is wrongly classi-
fied at this time, and it should actually be classified as a green
class. The reason for this result is that the receiving range of
a blue point in the dataset includes F. At the beginning of
each new round of clustering, the transfer of clustering labels
starts from the unlabeled samples with the largest number of
receivers. It can be found from Figure 5 that the closer to the
center, the closer the spiral is, that is, the higher the density
of points is. Therefore, the sample points classified as the
blue class have labels earlier than the green class. Then, F
is given the wrong class label in this round. When F has a

label, the subsequent clustering process is no longer
assigned, considering only the data points that are not
currently labeled. We consider whether we can change the
clustering order so that the points of the green class get the
class label first. Although this ensures the correct classifica-
tion of F, there are few receivers of this part of the points,
which will force the points that should be classified into
one category to be classified into multiple categories because
they cannot be reached in a round of label transmission.
Therefore, we adopt another improvement idea to solve this
problem. After all points have class labels, all points are tra-
versed to determine whether the current label is consistent
with the label in the receiving direction. If not, the cluster
label on the receiving direction is redistributed to that point.
This is a search lookup and redistribution process. The class
label of sample points is most likely to be consistent with its
receiving direction, because the receiving direction repre-
sents the most densely distributed region of neighbors.
These regions are also most likely to be clustered eventually.

3.4. Algorithm Description. Through the determination of
the above adaptive angle, the receiving range of each point
is obtained, and then, the DBC algorithm is used for cluster-
ing. After the first clustering, judge whether there are
samples that have not been assigned labels. If so, start the
second round of clustering. From the remaining samples
without labels, continue to select the most current recipients
as a new starting point to start a new round of label delivery.
Continue the iteration until all points have class tags. To
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Figure 4: The process diagram of point P finding the receiving boundary on one side of the main direction.

F

Figure 5: Clustering graph with only improved receiving angle
(k = 8).
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have a clearer explanation, we provide the flowchart of the
whole process as shown in Figure 6.

Algorithm 2 describes the process of determining the
receiving angle of data point i. VecList stores all neighbor
vectors of data point i. sList is the value computed by the
neighbor vector of data point i according to formula (2).
The dictionary a is arranged in descending order to repre-
sent the points that are scanned outward from the principal
direction vector according to the increment of the angle
value. MaxV takes the maximum value in sList. The Vector
list stores the receiving direction vector of each point. M is
the acceptance threshold mentioned in Section 3.2. The
range list stores the sender within the current deviation
range of point i.

In the fifth line, we determine the receiving direction of
data point i. Lines 6 to 9 compute the dot product of the
received direction vector of data point i and all its neighbor
vectors and store it in dictionary a. Lines 12 to 19 determine
the receiving range of one side. Lines 20 to 28 determine the
receiving range on the other side.

Then, we use the DBC algorithm for clustering. The
obtained clustering results are stored in the Result list. At
this point, we begin to redistribute cluster labels. The exist-
ing label of each point is compared with the label of its
receiving direction. If the labels do not match, the existing
label for that point is modified.

3.5. Parameter Selection. The first parameter to be set in the
algorithm is k. It is the number of k neighbors of the sample
point that are closest to it. In general, k is between 5 and 30,
and some datasets need larger k. At this time, k is between 30
and 60. M is a low-sensitivity parameter. When M takes an
increasing value, it makes the receiving angle smaller, and
then, the final number of clusters becomes larger. In this
paper, a large number of experiments show that the cluster-

ing effect for most datasets is ideal when M is between 0.6
and 0.7. It is easier to determine than the angle parameter
of DBC algorithm.

4. Experimental Result

This chapter evaluates the clustering effect of ALR-DBC
algorithm. Comparison algorithms are DBC algorithm,
FCM algorithm, and DBSCAN algorithm. Since FCM algo-
rithm is a popular fuzzy clustering algorithm, DBSCAN
algorithm is a classical density-based clustering algorithm.
Therefore, as a comparison, it can prove the superiority of
ALR-DBC algorithm. Test datasets include artificial datasets
and real datasets. Artificial datasets are Flame, Threecircles,
Twomoons, Aggregation, Lsun, and Hard [17]. Real datasets
include Iris [26], Dermatology [27], Balance, Vote, and
Vowel. The introduction to these artificial datasets is listed
in Table 1.

The experimental environment is AMD Ryzen 5 4600 H
@ 3.00GHz. The memory is 16GB. The programming envi-
ronment is Python 3.8 and the compiler is PyCharm.

Normalized interactive information (NMI) [28],
adjusted Rand index (ARI) [29], and Homogeneity are
selected as the evaluation indexes of clustering.

4.1. Artificial Dataset. In Table 1, Flame is a dataset with
overlapping regions, which can test whether the improved
algorithm can have good clustering results for such datasets.
Threecircles is a typical representative of the nonconvex
dataset, and our algorithm can cluster well. The Hard dataset
is characterized by large density differences between clusters.
Aggregation and Twomoons datasets are composed of irreg-
ular clusters. The Lsun dataset is composed of clusters with
uneven density distribution. In the original DBC algorithm,
through the continuous adjustment of two parameters, we

Input data

Define initial parameters

Determine the receiving range

Label propagation of DBC

Execute label redistribution

Output clustering
results

No

Yes

Is the current label
consistent with the main

direction label of the sample?

Figure 6: Flowchart of ALR-DBC.
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can obtain better clustering results of these six datasets.
Figure 7 shows the clustering effect of the ALR-DBC algo-
rithm when only one parameter is adjusted.

When the DBC algorithm executes the parameter set in
Table 2, the optimal NMI values can be achieved. On these
artificial datasets, the ALR-DBC algorithm achieves the best
NMI of DBC algorithm under the condition that M is 0.6.
For some datasets, even a small range of fluctuations in the
angular parameters of the DBC algorithm can affect the final
clustering results. We can analyze it in Table 3.

In Table 3, we use the Compound dataset as the experi-
mental subject. The NMI changes are observed by adjusting
the parameters. In the DBC algorithm, when k is 9 and
degree is 90, NMI can reach 0.8812. However, when the
angle value is 86 degrees, it can be seen that the NMI value

is reduced to 0.8170. The number of points classified wrong
increases, and their density distribution is uniform. At the
same angle value, the decrease of k from 9 to 8 also leads
to a decrease in NMI. Since the dataset is two-dimensional,
the distance to observe these points is also very close. It is
precisely because the change of angle value leads to the
deviation of experimental results.

To better illustrate the influence of parameters in the
ALR-DBC algorithm, we performed a parameter sensitiv-
ity test on the Compound dataset. NMI was taken as the
evaluation index, as shown in Table 4. We can find that
when M gradually increases from 0.60, NMI does not
fluctuate significantly.

4.2. Real Dataset. The ALR-DBC algorithm shows good clus-
tering effect on the artificial dataset in the previous section.
In this section, we use real high-dimensional datasets to
further test its clustering effect and compare with other algo-
rithms. In the experiment, NMI, ARI, and Homogeneity are
used to evaluate the performance. Their ranges are all ½0, 1�.
The larger the value in this interval is, the closer the cluster-
ing result is to the real label, and the better the effect is. The
UCI dataset used in the experiment is shown in Table 5.

For different algorithms, it is necessary to set its iterative
method according to the characteristics of parameters to
find the best evaluation index. For FCM algorithm, input
the number of clusters and run the program many times.

Table 1: Artificial datasets for testing.

Name Instances Clusters

Flame 240 2

Threecircles 299 3

Twomoons 1502 2

Aggregation 788 7

Lsun 400 3

Hard 1501 3

1: //All points in the sample set are traversed to
//dynamically determine their receiving range

2: for i from 1 to the maximum number of dataset do
3: Compute sList
4: MaxV =MaxðsListÞ
5: l = MaxðsListÞ:label
6: Vector½i� = VecList½l�
7: for j = 0; j < VecList:size; j + + do
8: a1.append(Vector[i] · VecList[j])
9: a = a1:sortedðreverse = trueÞ
10: end for
11: for each u ∈ a do
12: if sList½u�/MaxV >M then
13: Range[i].append(u)
14: else
15: Boundary = VecList½u�
16: R = u and exit this cycle
17: end if
18: end for
19: for n from R to the remaining points do
20: D = sList½n�/MaxV
21: if D/MaxV >M and n not in the side of boundary then
22: Range[i].append(n)
23: else if D/MaxV <M and n not in the side of boundary then
24: Break
25: else
26: Continue
27: end if
28: end for
29: end for

Algorithm 2: Receiving angle.
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When the clustering results do not reach better within at
least 20 times, it proves that we have obtained the desired
experimental results. For DBSCAN, we set a reasonable iter-
ation range for two parameters e and MinPts, respectively.

In our experiment, e is traversed from 0.01 to 1, and
MinPts traverses from 1 to 30. For the improved algorithm
ALR-DBC, the adjustment range of parameter k is 3 to 50.
Then, we get three groups of evaluation index of each
algorithm as shown in Table 6.

In general, the clustering effect of the DBC algorithm
and ALR-DBC algorithm in these eight sets of data is better.
The ALR-DBC algorithm uses the advantage of adaptive
angle to divide the receiving range of sample points under
different distributions. It works best in Iris, Dermatology,
and Balance datasets. The two evaluation indexes of ALR-
DBC algorithm and DBC algorithm are consistent and
optimal on Vote dataset and close to the optimal clustering
effect on Landsat dataset. Compared with the DBC algo-
rithm, the ALR-DBC algorithm performs better in all indica-
tors on five datasets. The FCM algorithm performs better on
WDBC dataset because it has better adaptability for datasets
with large density difference and overlapping between clus-
ters. This is the advantage that other comparison algorithms
do not have.

(a) Flame (K = 18) (b) Threecircles (K = 16)

(c) Twomoons (K = 34) (d) Aggregation (K = 25)

(e) Lsun (K = 24) (f) Hard (K = 28)

Figure 7: Clustering results obtained by ALR-DBC on six datasets (the experimental parameter k values for each dataset are given, andM is
0.6 for all).

Table 2: The best experimental results of DBC algorithm.

Name k Degree NMI

Flame 18 35 0.9269

Threecircles 16 60 1.0

Twomoons 34 80 1.0

Aggregation 20 60 0.9956

Table 3: Experimental results of DBC on Compound.

k Degree NMI

9 90 0.8812

9 86 0.8170

8 90 0.8285

10 90 0.8768

10 80 0.8051

Table 4: Experimental results of ALR-DBC on Compound.

k M NMI

9 0.60 0.8977

9 0.62 0.8977

9 0.64 0.8977

9 0.66 0.8475

9 0.68 0.8475

Table 5: UCI datasets for testing.

Name Instances Attributes Clusters

Iris 150 4 3

Dermatology 358 34 6

Balance 625 4 3

Vote 435 16 2

Vowel 990 13 11

Landsat 2000 36 6

Ecoli 336 7 8

WDBC 569 30 2
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4.3. Application. Our improved algorithm can also be
applied to wireless sensor data annotation in IoT. In this sec-
tion, a set of high-risk behavior monitoring data of elderly
volunteers in clinical activities is used to verify the effective-
ness of ALR-DBC algorithm in practical application. The
perception layer of the IoT is covered by various sensors
and sensor gateways. Their function is to identify objects
and collect information. The test data we used were provided
by the research in literature [30] and classified by clinical
activity status. Through ALR-DBC algorithm, we obtain
the class labels of activity data in all monitoring time periods
and compare the evaluation indicators with other algorithms
mentioned above, as shown in Figure 8. Experiments show
that our method has a good application effect in wireless
sensor data annotation of the IoT.

5. Conclusions

In this paper, we reduce the number of parameters of the
DBC algorithm through the strategy of adaptive angle, and
the problem of misclassification caused by the order of scan-
ning points in the clustering process is solved by the method
of redistribution of cluster labels. In the experimental
process, we found that it can also well separate clusters with
large density difference and nonuniformity. It shows good

Table 6: Comparison of clustering effects on the UCI datasets.

Dataset Criteria DBSCAN FCM DBC ALR-DBC

Iris

NMI 0.7336 0.7433 0.8705 0.8980

ARI 0.5681 0.7287 0.8857 0.9221

Homogeneity 0.5793 0.7404 0.8696 0.8980

Dermatology

NMI 0.6205 0.7644 0.8102 0.8486

ARI 0.4151 0.6866 0.7307 0.7871

Homogeneity 0.6484 0.6878 0.7859 0.7879

Balance

NMI 0.0178 0.0093 0.2082 0.2104

ARI 0.0200 0.0075 0.0424 0.0440

Homogeneity 0.0101 0.0083 0.5125 0.5181

Vote

NMI 0.3977 0.4547 0.4942 0.4942

ARI 0.4480 0.5232 0.5709 0.5709

Homogeneity 0.5034 0.4633 0.5030 0.5030

Vowel

NMI 0.5317 0.5420 0.5576 0.5693

ARI 0.4170 0.4004 0.4221 0.4579

Homogeneity 0.4902 0.5503 0.5242 0.5199

Landsat

NMI 0.5768 0.6054 0.6415 0.6365

ARI 0.4153 0.5216 0.5966 0.6306

Homogeneity 0.5026 0.6091 0.6667 0.6395

Ecoli

NMI 0.6161 0.5448 0.6550 0.6571

ARI 0.1459 0.3620 0.7009 0.7165

Homogeneity 0.6285 0.6431 0.5558 0.5580

WDBC

NMI 0.3790 0.6151 0.5203 0.5258

ARI 0.4661 0.7304 0.5189 0.5883

Homogeneity 0.3868 0.6080 0.6528 0.6656
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Figure 8: Performance comparison of different algorithms.
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clustering effect on artificial datasets. In some UCI datasets,
it can surpass the clustering effect of the original algorithm.
We apply the improved algorithm to wireless sensor data
annotation. Good application effect can be obtained through
experiments. For those datasets with more overlapping
regions between different clusters, although the evaluation
metrics have been improved, they still cannot achieve the
desired results. In future research, we intend to improve
the ALR-DBC algorithm by combining the knowledge of
depth measurement learning. We will also discuss its pros-
pects in the field of IoT to make it more effective.
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Natural language understanding (NLU) technologies for human-computer conversation is becoming a hot topic in the Internet of
Things (IoT). Intent detection and slot filling are two fundamental NLU subtasks. Current approaches to these two subtasks
include joint training methods and pipeline methods. Whether treating intent detection and slot filling as two separate tasks or
training the two tasks as a joint model utilizing neural networks, most methods fail to build a complete correlation between
the intent and slots. Some studies indicate that the intent and slots have a strong relationship because slots often highly
depend on intent and also give clues to intent. Thus, recent joint models connect the two subtasks by sharing an intermediate
network representation, but we argue that precise label information from one task is more helpful in improving the
performance of another task. It is difficult to achieve complete information interaction between intent and slots because the
extracted features in existing methods do not contain sufficient label information. Therefore, a novel bidirectional information
transfer model is proposed in order to create a sufficient interaction between intent detection and slot filling with type-aware
information enhancement. Such a framework collects more explicit label information from the network’s top layer and learns
discriminative features from labels. According to the experimental results, our model greatly outperforms previous models and
achieves the state-of-the-art performance on the two datasets: ATIS and SNIPS.

1. Introduction

The definition of Internet of Things (IoT) is the network
where devices or sensors deploy in physical environments
using intelligent interfaces to connect and communicate
within different user scenarios [1, 2]. Recent studies show
that the natural language will become the primary interac-
tive mode between people and devices in IoT. Human-
computer conversation technologies can be used to connect
people and a variety of objects in the network, which include
natural language understanding, knowledge graph, and
semantic web. To combine semantic web technologies with
IoT adaptively, Xue et al. [3–5] propose some algorithms
to match sensor ontologies for the purpose of implementing
the semantic interoperability among intelligent sensor appli-
cations. Natural language understanding technologies are
also widely utilized in IoT.

Natural language understanding (NLU) is an essential
component computer conversation system of IoT, which
generally includes intent detection and slot filling. Both tasks
focus on determining the user’s intention and collect critical
constituents via annotating the utterance. There is an exam-
ple from the ATIS dataset shown in Figure 1. The utterance
“I need a flight from los angeles to charlotte today” is anno-
tated by slot labels on a word-level, while intent detection
gives at least one intent label to the whole sentence.

Intent detection and slot filling are naturally defined as two
separate tasks [6]. Intent detection refers to the classification
problem with the method of machine learning such as support
vector machines (SVMs) [7] and deep learning frameworks
[8–11]. In addition, intent detection utilized in IoT is normally
based on keyword extraction. Slot filling can be treated as a
sequence labeling task. Conditional random fields (CRF) [12,
13], maximum entropy Markov models (MEMMs) [14], and
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recurrent neural networks (RNNs) [15–19] are widely adopted
to forecast the labels of slot. Furthermore, ontology-based
methods are also leveraged for slot filling in IoT. The pipeline
methods can be used to separately perform the two tasks, but
such frameworks may cause error propagation.

To solve the problems caused by pipeline manners,
extracting the slot information and determining the utter-
ance’s intent are performed with joint learning methods. Pre-
viously, neural networks are used to share the sentence-level
features between the two subtasks [20–23]. In addition, an
attention-based RNN method is proposed to provide addi-
tional information to slot filling and intent detection [24].
Although such approaches avoid the problem of error propa-
gation, the interaction of the two tasks is not considered. In
fact, the identified intent informationmay provide clues to slot
filling and vice versa. For example, if the utterance is recog-
nized as intent “atis_flight,” it is more likely for the word
“charlotte” to have a slot of “toloc” than other labels such as
“personal_name.” On the contrary, with the word “charlotte”
is identified as “toloc” and “today” is identified as “depart_
date,” the utterance is more likely to be annotated by an intent
label “atis_fight” rather than “atis_distance.” Thus, it can be
seen that slots and intent are interactive.

Some existing works learn to establish interaction between
slots and intent. Goo et al. [25] apply the intent context vector
to the LSTM layer via a slot-gated mechanism. However, the
intent detection task does not utilize the slot information,
and the information interaction is unidirectional. The Capsule
Neural Network [26, 27] is used to maintain hierarchical rela-
tionships in slots, intentions, and words [28]. Besides, the
association between slots and intent is improved by a SF-ID
network [29]. Wang et al. [30] also design a Bi-model struc-
ture to perform slot filling and intent detection jointly. These
methods utilize network’s intermediate information to build
correlation between slots and intent. However, we argue that
the information extracted from above approaches represents
the sentence features and it is insufficient to express the label
information. And the joint model performance can be
improved by the specific label probability distribution.
Extracting sufficient features is difficult between the two tasks.
Therefore, it has become a challenge in recent research to
extract the explicit label information and establish a complete
correlation between the intent and slots. Unlike the previous
approaches, our model extracts information from network’s
top layer, which preserves more explicit label information.

In this paper, we propose a bidirectional information
transfer model for joint intent detection and slot filling with

type-aware information enhancement. This model seeks to
respond to the problem that most approaches do not build
complete correlation between the intent and slots. Firstly,
to learn the discriminative features from the slots and intent
labels, we provide a type-aware mechanism. Secondly, to
improve the connection between intent and slots, a unique
bidirectional information transfer method is devised that
takes advantage of label probability distribution from the
network’s top layer. As a result, more precise information
of labels is collected for propagation. Furthermore, a tagging
scheme is introduced to diminish the number of slot types
for slot filling. The training process is faster and more effi-
cient compared to the “BIO” format annotation.

We compare our method with some published state-of-
the-art models on ATIS [31] dataset and SNIPS dataset.
Experimental results show the effectiveness of our framework,
which outperforms most of current state-of-the-art models.
Especially in slot filling and sentence accuracy, our model
achieves 1.3% improvement on SNIPS dataset and 1.2% abso-
lute gain on ATIS dataset. In addition, we believe that we are
the first to use label probability distribution collected from
network’s top layer for predicting slot and intent jointly.

The remainder of this paper is arranged as follows.
Firstly, this paper begins by defining the problem statement
for our framework in Section 2. Afterwards, our proposed
framework is presented in Section 3. Then we introduce
the experimental design, present the findings, and analyze
our framework in Section 4. The related work is stated in
Section 5. Finally, we conclude our work in Section 6 and
discuss the direction of future work in Section 7.

2. Problem Statement

We consider the intent detection as an utterance-level classi-
fication task, while slot filling refers to the token-level classi-
fication task. We forecast the intent label yintent and a
sequence of slot labels ðystarti , yendi Þ as outputs from the input
sentence fx1, x2,⋯, xT g with T tokens. Especially for slot
filling,we design a simple tagging scheme to reduce the num-
ber of slot categories, which will be introduced in detail in
the next section. The objective is to reduce the discrepancy
between the ground-truth data and estimated outputs.

3. Approach

In this section, our bidirectional information transfer frame-
work will be presented in detail. Figure 2 gives an overview

Sentence

Intent

I need a flight from los angeles to charlotte today

Slot O O O O O B-fromloc I-fromloc O B-toloc B-depart_time

Atis_flight

Figure 1: The illustration of an utterance annotated with slot labels and intent label. Three rows represent the input sequence, the
corresponding slot labels, and the intent label of the input sequence, respectively.
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of our approach. We can see that the intent detection is
transformed into a classification problem, while the slot fill-
ing is transformed into two sequence labeling problems. Fol-
lowing that, the tagging scheme is introduced firstly. Then
we discuss the input representation for the out-of-
vocabulary (OOV) problem and how to enhance the input
semantics representation. In addition, a graph recurrent unit
(GRU) network is simply introduced, which is utilized as the
main layer in our framework. A type-aware information
enhancement is used to improve slot filling and intent detec-
tion in detail. Lastly, the bidirectional information transfer
scheme is presented, and a joint training method is used to
optimize both tasks simultaneously.

3.1. Tagging Scheme. Let us consider the slot filling task’s
tagging scheme first. The slot filling is transformed into
two sequence labeling [32] tasks, where the inspiration
comes from the Pointer Network [33]. We simplify the tasks
as Figure 3 shown.

Finding the start position of the entity in an utterance is
the primary objective of first task. If a token is the first word
in an entity span, it will be annotated with associated slot type.
If the token is not the first word, assigning the token with the
label “O”(Outside) means it has no significance for the “start
sequence labeling.” On the contrary, the second task seeks to
determine the end position of the entity in an utterance. The
labeling process of “end sequence labeling” is similar to the
“start sequence labeling,” where the difference is to find the
end position of an entity span in an utterance.

Figure 3 gives a sample of the tagging method. The
words “los,” “angeles,” “charlotte,” and “today” are tagged
with the corresponding slot type label using our tagging
scheme. Our tagging method is obviously distinct from the

“BIO” tagging format. Because we only estimate an entity
span’s beginning and end position, there are fewer number
of slot types. This indicates that our framework is more
effective and time-saving. The training process using our
tagging method will be discussed in detail in the subsection
Slot Filling with Type-aware Information Enhancement.

3.2. Input Representation Layer. A common way to incorpo-
rate context information of words is to use input representa-
tions learned from unannotated corpora. For most previous
studies, word embedding is utilized as a direct input for most
language tasks, but it is unable to address the out-of-
vocabulary (OOV) problem. As characters are shared across
words, the input representation layer maps input sentences
into vectors via concatenating word-level embedding and
character-level embedding. In this way, unknown words can
be generated using their component characters. In addition,
we utilize a layer of CNN and a MaxPooling layer to incorpo-
rate word character sequence embedding into a dense vector.

The input sequence fx1, x2,⋯, xT g represents the ith
word of a sentence with T words. The character-level
embedding is represented by eci , and the word-level embed-
ding is represented by ewi . Thus, the expression of input rep-
resentation is ei = ½ewi , eci �, ei ∈ Rdc+dw, where dc is the
character-level embedding dimension and dw is the word-
level embedding dimension.

3.3. Bidirectional Graph Recurrent Unit (GRU). The graph
recurrent unit (GRU) network is leveraged in the encoder
and decoder to extract contextual information and semantic
features of an utterance. The GRU network is first proposed
by [34] to consider sequence labeling tasks, which has a sim-
pler framework than long-short temporary memory (LSTM)
network. The formulation is written as follows [34]:

... fight from los angeles to charlotte today

Max pooling
Softmax

O O FLOC O O TLOC DTIME

O O O  FLOC O TLOC DTIME

Intent attention

Slot attention

Bi-GRU

Slot attention
h
yintent

Bi-GRU

Intent attention

h
yi
start

yi
end

yi
start

yi
end

yintent: flight

Figure 2: Framework of our bidirectional information transfer method. The framework is comprised of three main parts: the shared
encoder, the decoder slot filling, and the intent detection. The type-aware method works on the bottom layer of the two decoders,
respectively. The bidirectional information transmission module is utilized between the two decoders, which propagates tag information
from top layers of the two decoders. For example, the probability distribution of intent label yintent is transmitted to the bottom layer of
slot filling decoder. And the probability distribution of slot labels ½ystarti , yendi � is transmitted to the bottom layer of intent detection
decoder simultaneously.
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zi = σ Wz∙ hi−1, xi½ �ð Þ, ð1Þ

ri = σ Wr∙ hi−1, xi½ �ð Þ, ð2Þ
ehi = tanh W∙ ri ∗ hi−1, xi½ �ð Þ, ð3Þ

hi = 1 − zið Þ ∗ hi−1 + zi ∗ ehi , ð4Þ
where σ denotes the sigmoid function, ri is the reset gate,
and zi represents the update gate. The reset gate decides
how to integrate incoming input with the prior memory,
while the update date is used to specify how much past
memory is preserved to the current time step. Such two gates
allow information in long-term sequences to be preserved
and not to be cleared over time.

3.4. Intent Detection with Type-Aware Information
Enhancement. Normally the detection of intent is viewed as a
classification task. Recent methods begin to use deep learning
frameworks to accomplish this task [8–11]. Some of them uti-
lize the attention mechanism [35] to focus on partial features.
Type information, according to our research, is useful inmodel-
ing the learning of discriminative features. So in this paper, to
effectively utilize the type information, a straightforward but
efficient method named type-aware attention mechanism is
suggested. Afterwards, we will detail this mechanism in the
intent detection task. As shown in Equation (2),W intent denotes
the intent type, and αi represents the weight of intent attention.
For each token, we obtain the hidden state hi of type-aware
intent, which is shown as below:

αi = softmax eiUWT
intent

� �
, ð5Þ

hcontexti = αiW intent, ð6Þ

hi = hcontexti , ei
� �

, ð7Þ

whereWT ∈ RN×d denotes the trainable weight matrix, di repre-
sents the information vector dimension of intent category, and
N denotes the quantity of intent categories. U represents the
trainable matrix parameter.

A bidirectional GRU layer is applied to hi to integrate the
utterance representation and intent category information. The
input is mapped to each intent category using a liner layer, as
shown in Equations (8)–(10). By sharing the W intent matrix,
we create a link between the stage of intent detection and the

initial layer in Equations (5) and (10).

hintenti = BiGRU hið Þ, ð8Þ

hintent = MaxPooling hintent0 ,⋯, hintentn

h i� �
, ð9Þ

where hintent represents intent hidden state.
The intent detection is considered as a single-label clas-

sification task; thus, the softmax function is used to compute
the probability distribution yintent of the intent label:

yintent = softmax hintentW intent + bintent
� �

, ð10Þ

whereW intent and bintent are the trainable matrix parameters.

3.5. Slot Filling with Type-Aware Information Enhancement.
Slot filling, like intent detection, also utilizes our type-aware
method to extract distinguishing features from slot category.
In the process of slot filling, the parameter of start slot cate-
gory is represented byWstart

slot , while the parameter of end slot
category is denoted by Wend

slot . Because of our unique tagging
scheme, the outputs of slot filling is actually divided into two
classifiers. Equivalent to Equations (5)–(7), we use a slot
type-aware component to calculate si. Formally, the tag of
ith word wi when labeling the start position is formulated
as Equation (13).

ssloti = BiGRU Sið Þ, ð11Þ

ystarti = softmax ssloti Wstart
slot + bstartslot

� �
, ð12Þ

start tag wið Þ = argmaxk ystarti = k
� �

, ð13Þ
where ystarti denotes the slot results of ith word when labeling
the start position and Wstart

slot and bstartslot present the trainable
matrix parameters.

Analogously, Equation (15) is formulated to compute
the entity span’s end tag.

yendi = softmax ssloti Wend
slot + bendslot

� �
, ð14Þ

end tag wið Þ = argmaxk yendi = k
� �

, ð15Þ

Sentence: I need a flight from los angeles to charlotte today

Start label: O O O O O O O

End label: O O O O O O

Los angeles Charlotte Today

O

fromloc

fromloc

toloc depart_time

toloc depart_time

Figure 3: A case of tagging method utilized in our framework. Three rows are the input sequence, the star label of an entity span, and the
end label of an entity span. In addition, if a word is neither the start word of an entity span nor the end word of an entity span, it will be
annotated with the label “O”(Outside).
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where yendi denotes the slot results of ith word when labeling
the end position and Wend

slot and bendslot are the trainable matrix
parameters.

3.6. Bidirectional Information Transfer Scheme. Studies have
shown that slots and intent are related and can reinforce each
other [25, 28, 29]. Recently, intermediate information of the
network is used to establish the relationship between slot fill-
ing and intent detection. However, the extracted information
is insufficient to express the label information. We argue that
precise label information from one subtask is more useful to
another one. As a result, a two-way information transfer
framework is introduced for integrating the two tasks.

During the slot filling process, the probability distribution
of intent label yintent is combined with the slot representation si
. The formulation below is used to replace Equation (11) and
showed in Equation (16). Note that the extracted features uti-
lized in our model contain more precise label information,
which is collected from network’s top layer. After replacement,
the slot representation ssloti will include both intent category
information and semantic information of slot.

ssloti = BiGRU si, yintent½ �ð Þ: ð16Þ

Analogously, For the intent detection task, we build a slot
to intent iteration component shown as Equations (17)–(19).

hintenti = BiGRU hi, ystarti , yendi

h i� �
, ð17Þ

hintent = MaxPooling hintent0 ,⋯, hintentn

h i� �
, ð18Þ

yintent = sotfmax hintent W intent + bintent
� �

, ð19Þ

where hintent is the intent hidden state at each step that con-
tains slot type information ystarti and yendi . A MaxPooling layer
is adopted to reduce the hidden state dimension. Then the
probability distribution of intent yintent is calculated using
the softmax function.

3.7. Joint Training. A joint training method is adopted to
simultaneously update the parameters and learn intent
detection and slot filling. The cross-entropy loss for intent
detection and slot filling is computed as

Lintent = − 〠
M

m=1
log yintent = y dintent
� 	� 	

, ð20Þ

Lslot = −
1
T
〠
T

i=1
〠
C

c=1
log ystarti = y

dstart
i

� 	
+ log yendi = y

dend
i

 ! !
,

ð21Þ
where C is the number of slot tags,M represents the number
of intent tags, T is the number of words in a sentence. ydintent ,
ycstarti , and ycendi are utilized to denote the ground-truth label
of intent and slots.

The training objective is to calculate the minimization of
the loss function. Finally, the formulation of the loss func-
tion is defined as follows:

L = γLintent + 1 − γð ÞLslot, ð22Þ

where γ is applied to adjust the importance of the two tasks.

4. Experiments and Analysis

In this part, we will first describe the experimental datasets,
which is shown in Table 1. Then we list several baselines
which are compared with our model and describe the train-
ing details. Lastly, results and analysis of the proposed bidi-
rectional information transfer model will be stated. In
addition, the ablation study is also provided to support the
effectiveness of our scheme.

4.1. Dataset. Experiments are conducted using the SNIPS
dataset and the ATIS dataset [31]. Both datasets have the
annotation of intent and slot labels. The statistics of ATIS
and SNIPS datasets are shown in Table 1.

The ATIS dataset, which includes the recordings of peo-
ple booking flights, is commonly utilized in NLU. There are
500 validation set, 893 test set, and 4478 training set in the
dataset. We also make use of SNIPS dataset, which is taken
from SNIPS’s digital voice assistant, to assess the effective-
ness of our algorithms. The SNIPS dataset contains more
evenly distributed samples for intent categorization. This
dataset is composed of 700 validation set, 700 test set, and
13,084 training set. We divide the dataset in the same way
of [28] did in their experiments.

It should be noted that the “BIO” format annotates the
original datasets with the header tags “B” and “I,” which is
removed in our tagging method. Thus, the slot type of SNIPS
dataset is modified from 72 to 40, and the slot type of ATIS
dataset is modified from 120 to 84 in the actual experiments.

4.2. Baselines. The validity of our framework is verified by
comparing it with the latest published models. The following
is the list of models:

(i) Joint Seq. [22]: this is a method based on a RNN-
LSTM framework to learn intent and slots
simultaneously

(ii) Attention-based RNN [24]: the model utilizes an
attention-based RNN network to obtain utterance
context features for forecasting the intent and slots
jointly

(iii) Slot-gated Full Atten [25]: the intent information is
applied into the slot filling task by leveraging a slot-
gated mechanism

(iv) Capsule-NLU [28]: the Capsule Neural Network
[27] is leveraged to connect intent, words, and slots

(v) SF-ID, SF-First [29]: this framework develops a SF-
ID network to build correlation between the slots
and intent

5Wireless Communications and Mobile Computing



(vi) Bi-Model [30]: to implement the interaction between
slots and intent, Wang et al. [30] introduce a RNN-
based model via semantic parsing framework

(vii) Stack-Propagation [36]: this model develops a joint
framework to integrate the intent information with
slot filling

Recent works indicate that BERT-based [37] models
have also been used successfully to complete the joint tasks
[38]. Our method focuses on how to establish interaction
between the two tasks instead of the usage of pretrained lan-
guage model. Thus, our model is not compared with BERT-
based models for the sake of fairness.

4.3. Training Details. Word embedding is used as a direct
input for most language tasks in earlier studies; however, it
is unable to solve the out-of-vocabulary (OOV) issue. To
address above problem, the embedding layer in our experi-
ments combines the character-level representation and
word-level representation. FastText [39] is used to train the
word-level embeddings, while the character-level embed-
dings are generated by random initialization. In the process
of training, we fine-tune the above embeddings. To match
the dimension of character-level vectors and word-level vec-
tors, we set up the GRU units as 450. The Adam [40] algo-
rithm is leveraged to optimize the loss function: cross
entropy, with a batch size of 64. To decrease overfitting, a
dropout of 0.15 is applied to the Bi-GRU. If the accuracy
of sentence stops growing after 6 consecutive iterations, we
will terminate the training process.

4.4. Results and Analysis

4.4.1. EvaluationMethod.We use the F1 score and accuracy in
comparison to some published models to assess the effective-
ness of our model. Following previous works, the Recall and
Precision are utilized to calculate the F1 score. We score a slot
as correct if both the entity type and the entity span are cor-
rect. An utterance is considered as correct if both the slots
and intent are correct. Table 2 shows the main results of our
experiments. The first column lists the name of some pub-
lished models, while the first line shows the datasets utilized
in the experiments. Slot (F1) means the slot filling F1 score,
the Intent (Acc) means the accuracy of intent detection, and
the Overall (Acc) means the accuracy of an utterance.

4.4.2. Main Results. In Table 2, our method is optimal in
intent detection and slot filling, achieving an excellent per-
formance on the two datasets: SNIPS and ATIS. On ATIS
dataset, our model significantly improves in all 3 aspects
comparing with the best model SF-ID, SF-First [29]. The
model achieves an absolute gain of 1.2% in terms of sentence
accuracy. The experimental results on the SNIPS dataset are
also competitive. Our model improves 0.3% in intent detec-
tion and 1.3% in slot filling, with better performance than
Stack-Propagation [36].

It should be noted that the improved performance of our
framework in slot filling and intent detection is mostly due
to the efficiency of the proposed bidirectional information
transfer method. The findings support the premise that precise
label information from one subtask is more helpful to another.
As mentioned above, current joint models build the correla-
tion between intent and slots through propagating the infor-
mation from the intermediate network. However, we argue
that more specific label information is contained in the net-
work’s top layer. According to the results, we can also find that
both datasets have excellent performance in terms of sentence
accuracy. This might be because the relationship of slots and
intent improves the sentence-level semantic comprehension
and enhance the joint model integrality.

Experiments using the pretrained model BERT [37]
achieves competitive results compared with current BERT-
based models [38]. Our primary research objective in the
future will focus on the fusion of BERT and our framework.

4.5. Ablation Study. We perform an ablation experiment to
investigate the effects of each module in our framework. The
focuses are the two modules: information transfer scheme
and type-aware attention mechanism. As Tables 3 and 4
shows, the findings of our entire framework are listed in the
second line, while 3 more tests are conducted from line 3 to
line 5. The first experiment removes the information transfer
scheme and ignores the relationship between intent and slots.
The second experiment removes the type-aware method and
maintains the information transfer scheme. The third experi-
ment removes both of the two modules mentioned above.
Thus, only the pointer-based annotation method is applied.

According to the ablation test of the SNIPS dataset, the
slot filling achieves 0.75% improvement in F1 score with
the information transfer module (refer to the third row of
Table 3. As shown in the third column of Table 3, the intent
detection accuracy also increases from 97.85% to 98.29%.
The aforementioned results validate the effectiveness of our
information transfer module. In addition, the intent detec-
tion accuracy achieves a gain of 0.29% and the slot filling
F1 score achieves a gain of 0.89% with our type-aware
method. Therefore, the type-aware module performs well
on both intent detection and slot filling.

In the ablation test of the ATIS dataset, the slot filling F1
score achieves a 1.89% improvement, and the intent detec-
tion accuracy increases from 94.84% to 96.97% when utiliz-
ing the information transfer module (refer to the forth row
of Table 4). In addition, the F1 score also achieves a 2.05%
improvement in slot filling, while the intent detection accu-
racy achieves a 1.57% improvement when utilizing our type-

Table 1: Dataset statistics.

ATIS SNIPS

Vocabulary size 722 11241

Slots 120 72

Intents 21 7

Training set size 4478 13084

Development set size 500 700

Testing set size 893 700
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aware module (refer to the third row of Table 4). The afore-
mentioned experimental results validate the efficiency of the
information transfer module and type-aware module. Lastly,
we find that the improvements within the ATIS dataset are
more absolute than in the SNIPS dataset. This may be
because our method is more beneficial to the dataset having
a large variety of categories.

Furthermore, we find that the test only utilizing the type-
aware module has better performance than the test only utiliz-
ing the information transfer module in slot filling. On the con-
trary, the test only using the information transfer module
performs better than the test only using the type-aware mod-
ule in intent detection. To sum up, our proposed type-aware
module works better for slot filling task, which may credit to
that this module is beneficial to learning type information.

4.6. Error Analysis. We further analyze some error cases of
the experimental results. It is observed that most misclassifi-
cation cases from the SNIPS dataset include multiple intents,
while our framework is designed to connect the slots with
single-label intent. In our proposed bidirectional transfer
scheme, each token in slot filling is provided with the same
multiple intents information, which may import irrelevant

noise for some slots. This may influence the global integral-
ity of the joint model, which leads to worse results than the
current published models in the sentence accuracy of the
SNIPS dataset. In practice, the intent detection module is
supposed to provide fine-grained intent information to the
token-level slots so that the slot can be guided by its associ-
ated intent information. We will concentrate on how to
leverage multiple intents to guide corresponding slot predic-
tions in the future.

5. Related Work

The Internet of Things uses devices and sensors to connect
various objects to a network, which establishes the correlation
between people and the world [1, 2]. Some studies suggest that
natural language will become the primary interactive mode
between people and terminals in IoT. Human-computer con-
versation technologies such as natural language understand-
ing, knowledge graph, and semantic web can be used to link
people and the physical environments. Xue et al. [3–5] intro-
duce some algorithms to match sensor ontologies for the pur-
pose of applying semantic interoperability among intelligent
sensor applications. In addition, natural language understand-
ing technologies are also widely utilized in IoT.

In previous methods, slot filling and intent detection are
treated as independent operations in pipeline manners. The
task of intent detection is generally regarded as a classifica-
tion problem, which relies on the methods of support vector
machines (SVMs) [7] and deep learning frameworks [8–11].
Recently, a transformer model and universal sentence
encoder-based deep averaging network are utilized in intent
detection task [9]. Different from intent detection, slot filling
is formulated as a task of sequence labeling. Previous work
on slot filling is relied on CRF [12] and MEMMs [14]. Cur-
rently, neural network models are combined with CRF to
address the slot filling issues. Gong et al. [19] perform slot
filling task by a deep cascade multitask learning scheme
based on BiLSTM-CRF. It is simple to conduct these two
tasks separately, but it is difficult to establish the relationship
between the slots and intent. Besides, pipeline approaches
may result in error propagation issue.

The error propagation issue of pipeline approaches is
solved by training the intent detection task and slot filling task
jointly [25]. Previous methods share the input embeddings

Table 2: Comparison with published results of joint models on the ATIS and SNIPS datasets.

Model
Overall (Acc) Intent (Acc) Slot (F1) Overall (Acc) Intent (Acc) Slot (F1)

Joint Seq. [22] 73.2 96.9 87.3 80.7 92.6 94.3

Attention-based RNN [24] 74.1 96.7 87.8 78.9 91.1 94.2

Slot-gated [25] 75.5 97.0 88.8 82.2 93.6 94.8

Capsule-NLU [28] 80.9 97.3 91.8 83.4 95.0 95.2

SF-ID, SF-First [29] 80.6 97.4 91.4 86.8 97.8 95.8

Bi-Model [30] 83.8 97.2 93.5 85.7 96.4 95.5

Stack-Propagation [36] 86.9 98.0 94.2 86.5 96.9 95.9

Bi-transfer (our model) 85.9 98.3 95.5 88.0 98.7 96.0

Table 3: The ablation test on SNIPS dataset.

Overall
(ACC)

Intent
(Acc)

Slot
(F1)

Bi-transfer(our model) 85.86 98.29 95.50

Bi-transfer (no information transfer) 83.86 97.85 94.75

Bi-transfer (no type-aware attention) 82.85 98.00 94.61

Bi-transfer (no both component) 81.71 97.57 94.25

Table 4: The ablation test on ATIS dataset.

Overall
(Acc)

Intent
(Acc)

Slot
(F1)

Bi-transfer(our model) 88.02 98.66 96.00

Bi-transfer (no information transfer) 87.63 96.41 95.88

Bi-transfer (no type-aware attention) 87.12 96.97 95.72

Bi-transfer (no both component) 84.99 94.84 93.83
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and use a common loss function for joint models [21, 23]. Xu
and Sarikaya [20] introduce a CNN-based framework to col-
lect features from slot filling task, which is utilized to enhance
the intent detection. A RNN-LSTM architecture [22] is intro-
duced to enable the prediction of intent and slots optimized in
a joint model based on bidirectional RNN with LSTM cells. In
addition, Liu and Lane [24] develop a RNN-based framework
using an attention mechanism to predict the intent and slots
jointly. But the approaches mentioned above continue to
ignore the correlation of intent and slots.

To address the aforementioned limitation, Goo et al. [25]
suggest to use a slot-gated algorithm to connect intent and
slots. This method creates an attention scheme to leverage
intent information in slot filling. In addition, a stack-
propagation model [36] is proposed to merge intent informa-
tionwith the prediction of slots. However, the flow of informa-
tion in both methods is unidirectional. The Capsule Neural
Network [27] is utilized to create correlation between intent,
words, and slots [28]. The model adopts a routing-by-
agreement mechanism to achieve information transmission.
A SF-ID network [29] is suggested to establish bidirectional
interaction between intent and slots. Hui et al. [41] also pro-
pose a continuous learning model for considering semantic
information with various features. Although the methods
mentioned above build bidirectional relationship between
intent and slots, the features in the process of propagation is
still collected from the input representation.

We believe that precise type information can promote
both subtasks in joint models. Thus, we develop a two-way
information transfer framework with type-aware informa-
tion enhancement and pointer-based tagging method. We
first propose a unique type-aware module to reinforce the
discriminative information. Then, we introduce a bidirec-
tional information transmission module to establish com-
plete correlation between slots and intent, which collects
precise type information from network’s top layer. To accel-
erate the process of training, a point-based tagging method is
leveraged in our model.

6. Conclusion

We introduce a joint model for the prediction of intent and
slots with type-aware attention scheme. A bidirectional infor-
mation transmission module and a type-aware attention mod-
ule are proposed to create complete correlation between intent
and slots, which utilizes the information extracted from net-
work’s top layer. Then a point-based tagging scheme is intro-
duced to make the model be more time-saving and efficient.
The results of experiments confirm the suggestion that build-
ing complete relationship between intent and slots is helpful to
promote the performance of the subtasks. In summary, the
proposed model outperforms other published models on the
SNIPS dataset and ATIS dataset.

7. Future Work

Future research will focus on the fusion method of our
framework with language model BERT. It is observed that
our method shows poor performance on a dataset that con-

tains multiple intents; thus, we will try to establish a more
fine-grained correlation between multiple intents and slot
filling. Furthermore, future research should investigate how
to combine natural language understanding technologies
with devices and sensors.
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Network function virtualization (NFV) can provide the resource according to the request and can improve the flexibility of the
network. It has become the key technology of the next-generation communication. Resource scheduling for virtual network
function service chain (VNF-SC) mapping is the key issue of the NFV. Aiming at previous research primarily focused on
constructing service paths with a single objective, for example, latency minimization, cost minimization, or load balance, which
ignored the overall performance of constructed service paths, a multiobjective model, which minimizes benefit, expense, time
delay, and load balance, to solve the service path constructing problem, is established. In this model, VNF-SCs are divided into
two classes, i.e., part of the required VNFs in each VNF-SC is dependent, and others are independent. To solve this
multiobjective model, an algorithm based on discrete difference brain storm (MO2DBS) in the framework of MOEA/D was
proposed. In the new algorithm, a two dimensional integer coding is designed. In addition, a difference mutation was used to
replace the original Gaussian mutation to adjust the mutation step adaptively. Simulation experiments show that the proposed
algorithms can obtain higher benefit, load balance, lower expenses, and time delay than the compared algorithms.

1. Introduction

Network function virtualization (NFV) [1–3] proposes the
concept of “softwarization,” which decouples network
functions from customized hardware devices and uses vir-
tualization technology to build software units. Through the
deployment and combination of VNF, diversified service
customization can be realized. Compared with the tradi-
tional middlebox approach, NFV enables flexible develop-
ment, deployment, and migration of network functions,
thus effectively reducing the cost of equipment investment.
Combined with SDN (software defined network) [4, 5] tech-
nology, the management program on the upper layer of the
controller is adopted to control the network, which further
improves the manageability and reduces the operation and
maintenance cost [6, 7].

In NFV architecture, in order to meet diversified applica-
tion requirements and realize on-demand service customiza-
tion, the controller needs to implement the service routing

algorithm to map each service in the demand to the node that
can carry the service in order to build an end-to-end data path,
so that the network flow is processed by the required service in
turn [8]. This kind of directly connected sequence composed of
nodes and links is called service path, which traverses the whole
network to meet specific function and performance require-
ments. This problem is called service path construction
problem, and the ordered service sequence contained in
application request is called service chain. In the process of
constructing the service path, the following problems need to
be solved [9]: (1) the execution of the service requires comput-
ing and storage resources, and the transmission of data requires
bandwidth resources. Under the condition of limited resource
capacity, how to allocate resources efficiently to map more ser-
vice chains. (2) Service providers need to pay for rented
resources to build service paths according to the users’ demands
and provide customized services to users through the service
paths to obtain benefits. Therefore, costs and benefits need to
be included in the evaluation system, and how to effectively rent
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resources should be considered to reduce costs and improve
benefits. (3) A service instance can be deployed on any network
node. The location of the service bearer node affects the trans-
mission delay and link resource usage of the service path, the
performance affects the processing delay of the service instance,
and the available resources affect the capacity of carrying the
service. Therefore, it is necessary to solve the problem of how
to choose among many candidate service instances and con-
struct the optimal service path [10, 11].

Since service path construction is an NP-hard problem
[12–14], the research work has been mainly focused on
designing heuristic algorithms to obtain approximate opti-
mal solutions. Literature [15] proposed a layered graph to
solve the problem of service execution sequence. The
method of constructing service step search graph, which
ensured the service execution sequence and also took into
account the problem of excessive use of resources, is pro-
posed [16]. Literature [17] used the reciprocal of the avail-
able resource capacity to reset the weights of hierarchical
graph edges and proposed a load balancing algorithm.
Literature [18] proposed a heuristic algorithm based on
dynamic programming to achieve the balance between cost
and performance through the dynamic orchestration of
VNF. Literature [19] proposed a mapping algorithm based
on service chain decomposition, so that VNF based on the
same implementation technology can be preferentially
interconnected and mapped to the same server, thus effec-
tively reducing the overall cost. Literature [20] maps topol-
ogy fragments to candidate servers in data centers by
requesting topology segmentation and uses virtual gate-
ways to construct service chain diagrams to realize traffic
aggregation, so as to solve cross-domain service chain
mapping problems. Literature [21] studied the mechanism
of network function division, description, and combination
under SDN architecture and proposed a node-first algo-
rithm. This literature builds the security service path
through the flexible combination of VNF, so as to provide
customized security services.

These studies have been explored from different perspec-
tives, but they may be aimed at minimizing overhead, mini-
mizing end-to-end delay, or load balancing. Few studies
have been able to comprehensively consider the construction
of a service path that not only optimizes delay and cost but
also balances load. Aiming at previous research primarily
focused on constructing service paths with a single objective,
for example, latency minimization, cost minimization, or
load balance, which ignored the overall performance of con-
structed service paths, a multiobjective model, which mini-
mizes benefit, expense, time delay, and load balance, to
solve the service path constructing problem, is established.
In this model, VNF-SCs are divided into two classes, i.e.,
part of the required VNFs in each VNF-SC is dependent,
and others are independent. To solve this multiobjective
model, an algorithm based on discrete difference brain storm
(MO2DBS) in the framework of MOEA/D was proposed. In
the new algorithm, a two dimensional integer coding is
designed. In addition, a difference mutation was used to
replace the original Gaussian mutation to adjust the
mutation step adaptively. Simulation experiments show

that the proposed algorithms can obtain higher benefit,
load balance, lower expenses, and time delay than the
compared algorithms.

2. Multiobjective Service Path Building Model

2.1. Network Model

2.1.1. Physical Network. The topology of the physical network
can be described as a weighted undirected graph, denoted as
GS = ðNS, LS, AS

N , AS
LÞ, where NS and LS denote the set of

nodes and links in the network, respectively. AS
N denotes the

resource property of node nS in NS, including the available
CPU capacity CðnSÞ of the node and the service set SðnSÞ =
Sk that can be provided by the node nS. The processing time
of the service sk in Ns denoted as dskðnsÞ, per time unit CPU

capacity, is cS. AS
N denotes the resource property of the link,

including the link available bandwidth BðlSÞ, transmission
delay DðlSÞ, and unit bandwidth resource cost bS. The set of
all acyclic paths in the physical network is represented as ΠS.
The set of acyclic paths between any two nodes nSi and
nSj ∈N

S is marked as ΠSðnSi , nSj Þ. pS represents a acyclic path
in the physical network, and HðpSÞ denotes the length of path
pS, i.e., hop number. As shown in Figure 1, S1~S4 in physical
network nodes represent the services that nodes can instanti-
ate, the numbers inside nodes represent the current available
computing capacity of nodes, and the numbers on links repre-
sent available bandwidth and transmission delay.

2.1.2. Service Request. A service request represents a user’s
specific functional and resource requirements in the form of
a logical service path, whose topology can be described as a
weighted directed graph labeled as GR = ðNR, LR, RR

N , RR
LÞ.

The directivity of an edge represents a constraint on the execu-
tion order of a service instance.NR = fnR0 , nR1 ,⋯,nRc , nRc+1g rep-
resents a collection of logical path nodes. nR0 and nRc+1 denote
the source node and the destination node, respectively. c repre-
sents the number of services required. LR = f<nR0 , nR1>,<nR0 ,
nR1>,⋯,<nRc , nRc+1 > g denotes a set of logical links. RR

N denotes
the collection of requirement attributes of node nRi , service
needs SðnRi Þ, computing capacity requirements μðSðnRi ÞÞ, the
rental unit computing capacity required to pay fees cR, etc. Sim-
ilarly, RR

L denotes the collection of requirement attributes of
link lR; it consists of the bandwidth requirement ðlRÞ and the
charge for renting unit bandwidth bR. Each service request
can be represented by the triplet SRðGR, ta, tdÞ, where ta
indicates the arrival time of the request and td indicates the
duration of the request. As shown in Figure 1, for service
request SR1, A and G represent the source node and destina-
tion node, respectively, S1~S3 within logical nodes, A, B, and
C represent the required service, the numbers inside the nodes
represent the computing power demand, A~G represent the
underlying network nodes, and the numbers on the logical link
represent the bandwidth required for data transmission. In
addition, the dotted arrows in Figure 1 represent the mapping
of services. Dashed lines between A and G indicate that there is
no mapping between nodes.
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2.2. Formula Description. SC = SðnR1 Þ, SðnR2 Þ,⋯, SðnRc Þ denotes
the service chain required in the service request; each remain-
ing logical node represents a required service except the source
node and the destination node. Service path to complete the
build process can be described as after receiving the user’s ser-
vice request, the service is mapped to the controller; in turn,
SC can provide the service and computing ability to meet the
demand of the underlying nodes. At the same time, in the ser-
vice load between the nodes to establish and meet the corre-
sponding optimal underlying path bandwidth demand, it
ensures that the data flows on the path pass through the
service instances agreed on the SC and finally build an end-
to-end service path that meets the requirements of specific
functions, performance, and latency. If the path does not exist,
the request is rejected.

2.2.1. Objective Function. A single service path built for a
service request needs to achieve the following goals:

(1) Profit. Similar to literature [5, 13], the revenue obtained
by the service provider for successfully constructing a service
path for a service request is equal to the sum of the fees paid
by the users for renting computing resources and bandwidth
resources, as defined below:

R SPð Þ = 〠
nr∈NR

μ S nR
� �� �

cR + 〠
lr∈LR

μ lR
� �

bR: ð1Þ

The cost paid by a service provider to successfully con-
struct a service path for a user is equal to the sum of the

computing resources of the underlying node and the band-
width resources of the underlying link, as defined below:

C SPð Þ = 〠
nr∈NR

μ S nR
� �� �

cR + 〠
lr∈LR

〠
PS∈ML lRð Þ,ls∈PS

μ lR
� �

bR: ð2Þ

The profit of the service request is the revenue minus to
the cost; thus, the profit can be defined as

P SPð Þ = 〠
lr∈LR

μ lR
� �

bR − 〠
lr∈LR

〠
PS∈ML lRð Þ,ls∈PS

μ lR
� �

bR: ð3Þ

Since PðSPÞ < RðSPÞ, thus, we can normalise the objec-
tive as follows:

min f1 = min P SPð Þ
R SPð Þ

� �
: ð4Þ

According to the definition, we can see that 0 ≤ f1 ≤ 1.

(2) Transmission Delay. The end-to-end delay of the service
path represents the time taken by the data flow from the
source node to the destination node and is composed of
the execution delay of the service instance on the service
path and the transmission delay of the communication link,
as defined below:
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Figure 1: Examples of physical network and service paths.
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D SPð Þ = 〠
nR∈NR

〠
nS∈MS S nRð Þð Þ

dS nRð Þ − 〠
lr∈LR

〠
PS∈ML lRð Þ,ls∈PS

d lS
� �

:

ð5Þ

Another variable is defined:

D′ SPð Þ = 〠
nR∈NR

〠
nS
dS nRð Þ − 〠

lr∈LR
〠
ls∈PS

d lS
� �

: ð6Þ

Obviously, we have DðSPÞ <D′ðSPÞ; thus, 0 ≤ f2 =DðSPÞ
/D′ðSPÞ ≤ 1. The second objective is defined as

min f2 = min D SPð Þ
D′ SPð Þ

( )
: ð7Þ

(3) Load Degree. When constructing the service path, besides
the functional requirements of the service, the load of the ser-
vice bearing node and its adjacent links should be considered
to map the service and logical links to the resource-rich under-
lying nodes and links as far as possible. Load degree (LD) mea-
sures the resource usage and load of a service path. The
definition of the load intensity of the bottom node nRik in the
service path is as follows:

LDnRik
= 〠

S nRð ÞanRik∈Mik

μ S nR
� �� �

C nRik

� � ,∀nRik ∈N
SP: ð8Þ

The load intensity of a node takes into account the available
computing capacity of the node and the computing capacity
demand of the service. According to Formula (3), its value
ranges from 0 to 1. The smaller the value is, the more likely it
is to map services to this node, and the more beneficial it is
to load balancing of the underlying node. Based on the idea
of node load intensity, the load intensity of link Sl in the service
path is defined as follows:

LDlRik
= 〠

PS∈ML lRð Þ,lRik∈PS ,

μ lR
� �

B lRik

� � ,∀lRik ∈ L
SP: ð9Þ

The load intensity of the service path SP is defined as

LD SPð Þ =wN 〠
nSik

∈NSP

LDnSik
+wL 〠

lSik∈L
SP

LDlSik
, ð10Þ

wherewN andwN are the two weight parameters used to adjust
the load intensity of nodes and links, and 0 ≤wN ,wN ≤ 1 and
wN +wN = 1. Similarly, another variable is defined:

LD′ SPð Þ = 〠
nSik

∈NSP

LDnSik
+ 〠

lSik∈L
SP

LDlSik
: ð11Þ

Obviously, we have LDðSPÞ < LD′ðSPÞ; thus, 0 ≤ f3 = LD
ðSPÞ/LD′ðSPÞ ≤ 1. The third objective is defined as

min f3 = min LD SPð Þ
LD′ SPð Þ

( )
: ð12Þ

2.2.2. Constraints

(1) For computing resource constraints, ensure that the
resources available on the underlying nodes can
meet the needs of executing the service instance:

〠
u∈NR

xS uð Þ
i μ S uð Þð Þ ≤ C ið Þ,∀i ∈NSP: ð13Þ

The xSðuÞi value is 1 if the service SðuÞ required by the log-
ical node u is mapped to the underlying node i, and other-
wise is 0

(2) Bandwidth resource constraints ensure that the
bandwidth available on the underlying link is suffi-
cient to bear the logical link mapped to

〠
lv,u∈LR

yuvij μ lu,vð Þ ≤ B li,j
� �

,∀li,j ∈ LSP: ð14Þ

If the underlying link Li,j carries the logical link Lu,v, the
yuvij value is 1. Otherwise, the value is 0

(3) The service-to-underlying node mapping constraint
ensures that services in the same service request
can be mapped to only one underlying node.

〠
i∈NS

xS uð Þ
i = 1,∀u ∈NR ð15Þ

(4) The underlying node hosts constraints on services,
and one underlying node can host multiple services
for the same service request.

〠
u∈NR

xS uð Þ
i ≤ λ,∀u ∈NSP ð16Þ

(5) Connectivity constraints on logical links to mapped
underlying network paths:
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〠
Li, j∈LSP

yuvij − 〠
Lj,i∈LSP

yuvji = xS uð Þ
i − xS vð Þ

i ,∀i ∈NSP ð17Þ

(6) End-to-end latency constraint ensures that the end-
to-end latency of service paths meets the service level
agreement (SLA) requirements.

〠
u∈NR

〠
i∈NSPxS uð Þ

i dS uð Þ ið Þ
+ 〠

lu,v∈LR
〠

Li, j∈LSPyijdli, j
≤Dmax ð18Þ

(7) Variable’s constraints:

∀i ∈NS,
u ∈NR,
xSi uð Þ ∈ 0, 1f g
∀Li,j ∈ L

S,

Lu,v ∈ L
R,

yuvij ∈ 0, 1f g

ð19Þ

3. Multiobjective Discrete Difference Brain
Storm (MO2DBS)

In recent years, BSO, as a new swarm intelligence optimiza-
tion algorithm, has attracted extensive attention of many
scholars. BSO and its improved version have been success-
fully applied in some fields, for example, satellite formation
optimization [22], BRUShless DC motor optimization [23],
image processing [24], and route planning [25]. On the basis
of BSO, scholars at home and abroad derived different brain-
storming optimization algorithms based on its clustering,
selection, mutation, and other methods, which improved
the performance of the algorithm [26]. BSO has the follow-
ing four methods to select individuals to be mutated: (1)
select a class according to roulette probability, and select
the class center of the class as individuals to be mutated.
(2) A class was selected according to the roulette probability,
and a random individual in the class was selected as the indi-
vidual to be mutated. (3) Two classes were randomly
selected, and the class centers of the two classes were fused
to become individuals to be mutated. (4) Two classes were
randomly selected, and one individual was randomly
selected from each of the two classes and fused into the indi-
vidual to be mutated. Select the fusion process in the opera-
tion by pressing the following formula:

y = r · x1 + 1 − rð Þ · x2, ð20Þ

where y is the individual to be mutated after the fusion of
two individuals, x1 and x2 are the two individuals receiving

fusion, and r is a random number from 0 to 1 that adjusts
the weight of two individuals.

The mutation operation will add disturbance quantity to
the individual to be mutated, which is called the mutation
step size in this paper. Gaussian mutation is carried out
as follows:

yd = xd + ξ ·N μ, σð Þ, ð21Þ

where yd is the d-dimension of the new individual, xd is
the d-dimension of the individual to be mutated, and
Nðμ, σÞ is a Gaussian random number whose mean value
is ¦ I and variance is ¦O. The calculation formula of coefficient
of variation is as follows:

ξ = log sig 0:5emax − e
k

� 	
× rand ð Þ, ð22Þ

where emax is the maximum number of iterations, e is the
current iteration number, k is the coefficient regulating the
slope of the S-type transfer function log sigðÞ, and rand ðÞ
is a random number between 0 and 1.

At the beginning of human brainstorming, everyone’s
ideas are very different. When creating new ideas, take into
account the differences between the existing ideas. There-
fore, difference variation is used to determine the variation
step. The mutation operation based on differential variation
is as follows:

y =
R × Hd − Ldð Þ + Ld , rand ðÞ < pr ,
x + R: × xa − xbð Þ, else,

(
ð23Þ

where Ld and Hd are the boundary values of the search
space, pr means that there is a certain probability to get a
random new individual, and xa and xb are any two different
individuals in the population.

Differential variation has two advantages over Gaussian
variation. On the one hand, the operation of Gaussian vari-
ation includes logsigðÞ function, Gaussian distribution func-
tion, random function, and four mixed operations, while
difference variation only has random function and four
mixed operations, which greatly reduces the amount of
computation. On the other hand, the step size of differential
variation is based on the contemporary population and
adaptively adjusts according to the dispersion degree of indi-
viduals in the population: there is a larger step size when the
population is dispersed, and a smaller step size when the
population is concentrated. The mutation step size is con-
firmed in real time according to the population feedback,
and the algorithm can capture the search feature better.

4. Experiment and Analysis

4.1. Experimental Setting. The underlying network topology
is randomly generated by GT-ITM tool, which contains 50
nodes and about 130 links. The computing capacity of the
bottom node and the bandwidth of the bottom link are
evenly distributed [50,100], and the cost of unit computing
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resource cS and bandwidth resource bS are 1. The number of
service types supported by the underlying network is set to
10. Each underlying node provides one to five service types
randomly. According to literature [5, 24], the processing
time of a service instance depends on the type of the service
and the processing capacity of the network node. The trans-
mission delay of the underlying link is proportional to the
Euclidean distance between the two endpoints of the link,
which is set according to the above principle and ranges
from 1 to 10 time units.

The arrival process of service requests obeys the Poisson
distribution, with an average of four requests arriving within
100 time units, and the duration of each service request
obeys an exponential distribution with an average of 1000
time units. The service chain is composed of four services,
the service type is random and nonrepetitive, the computing
power required by each service is evenly distributed in
[1, 50], and the bandwidth required by logical link is evenly
distributed in [1, 50], and the charges cR and bR for unit
computing power and unit bandwidth are both 1. The
maximum allowable end-to-end delay Dmax is set to 100
time units. The time of each simulation experiment was
about 50000 time units, and the data were recorded every
4000 time units from the 2000 time unit. Each group was
set up for 10 simulation experiments, and the experimental
results were averaged.

The population size was set as 100, the upper limit of
iterations was set as 10000, and the weight parameters
wN and wL of load intensity in Equation (10) are set as
0.5 and 0.5.

4.2. Experimental Results. To demonstrate the performance
of the proposed algorithm, three compared algorithms are
introduced. The first literature [27] proposes a novel algo-
rithm to map NSCs to the network infrastructure while
allowing possible decompositions of network functions.
The algorithm is based on integer linear programming
(ILP) which minimizes the cost of the mapping. To solve
the scalability issue of the ILP formulation, it targets to min-
imize the mapping cost by making a reasonable selection of

the network function decompositions, represented as DSBM.
Similarly, literature [28] proposes a novel backtracking heu-
ristic algorithm for virtual network composition. Based on
this algorithm, two approaches with two different objectives
are presented. The first approach (Backtracking-CR) was
aimed at composing a virtual network using the least
amount of network resources, while the second (Backtrack-
ing-LB) applies load balancing for virtual network composi-
tion. Furthermore, a linear programming approach that
optimizes the virtual network composition with an objective
of using the least amount of network resources is presented
and used to bench mark the heuristic algorithm.

The number of data center nodes is fixed as ND =NV /5,
ND = 2NV /5, ND = 3NV /5, and ND = 4NV /5. In each experi-
ment, number of VNF-SCs is set as NR = ρNVðNV − 1Þ, and
ρ = 0:25, 0.5, 1, 2, and 4, respectively. Figures 2–5 show the
profit obtained in NSFNET and CHNNET when ND =NV /5,
ND = 2NV /5, ND = 3NV /5, and ND = 4NV /5.

The transmission delay obtained in NSFNST and
CHNNET when ND =NV /5, ND = 2NV /5, ND = 3NV /5,
and ND = 4NV /5 is shown in Figures 6–9, respectively.

Similarly, Figures 10–13 show the load degree in
NSFNET and CHNNET when ND =NV /5, ND = 2NV /5,
ND = 3NV /5, and ND = 4NV /5.

4.3. Experimental Analysis. In simulation experiments, the
underlying network builds a service path of long-term aver-
age income, and the success rate of average build, average
cost, revenue cost ratio, average load intensity, and the
end-to-end delay of the main evaluation index were mea-
sured and recorded, showing that they change over time,
so as to compare different construction strategy of long-
term running effect.

Main reason is that when only target path delay, ignor-
ing the underlying network resources and effective use of
load balancing, hard to avoid service path through long
and resources fragments, leads to excessive consumption of
resources, uneven load, and easy generation resource bottle-
neck, the path of service building success rate and long-term
benefits is greatly reduced. And only to load strength
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compared to optimize the target scene, with the aim to opti-
mize the path overhead scene only consider only logical link
by mapping the underlying network path length, because the
algorithm allows multiple services mapping to the same
underlying node, therefore, the probability of a single under-
lying node load multiple services to improve, make the path
length shorter, link resource consumption is reduced. The
resources saved make it possible to build more service paths,
so the success rate of service path building is slightly higher.
However, since the former does not consider the load of
nodes and links, the possibility of generating resource frag-
ments increases and the probability of receiving service
requests with large resource demands decreases. Therefore,
the long-term average income of the two is relatively close.

When only a single optimization objective is considered,
the algorithm achieves the best performance in the corre-
sponding evaluation indexes, and when only the path cost
and load intensity are considered, the two algorithms
achieve close performance. Figure 5 shows the average
income and the ratio of average cost. The index can reflect
the resources used for the efficiency of the algorithm, only

target path overhead. The algorithm achieved the lowest cost
and highest earnings; therefore, revenue/cost ratio is highest,
which can be the most efficient use of the resources, but only
to delay as the goal, the highest cost, income minimum,
resource utilization are the worst. According to the above
comparison and analysis, if only a single optimization objec-
tive is considered when constructing the service path, it is
difficult to achieve the mapping effect of low overhead, low
latency, high income, and high reception rate. Therefore,
the three factors need to be considered comprehensively.
(1) Both of them are optimized to minimize end-to-end
delay and only consider to avoid overuse of resources, with-
out considering efficient resource allocation and load balan-
cing. (2) Although the candidate graphs constructed by both
of them are different (hierarchical graph and step search
graph), Dijkstra shortest path algorithm is applied to con-
struct the service path on the candidate graph, and the
resources are reserved during the construction of the short-
est path spanning tree. Due to the NP complexity of service
path construction and the insufficiency of Dijkstra algorithm
in dealing with resource reservation, effective service paths
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have not been discovered and constructed in both of them,
resulting in low success rate and low profit of construction.
As in hierarchical graph, in order to minimize the time
delay, Dijkstra algorithm in the map service does not take
into account the service load node at this time, resource uti-
lization, minimum value is always the option of vertical side,
in the corresponding node at the same time to make the
same request multiple services, resource consumption too
fast, the formation of resource bottleneck, affect the subse-
quent service path to build. From the perspective of the algo-
rithm, the reasons are as follows: (1) the algorithm utilizes
the population evolution effect of the particles to expand
the search scope and can effectively find the existing service
path. (2) The algorithm comprehensively considers the two
factors of service path cost and load intensity, reduces link
resource consumption, balances network load, and can effec-
tively improve revenue and build more service paths.

As the number of service requests increases and the
amount of available resources decreases, the end-to-end
delay increases gradually. As the resource bottleneck
appears, the number of failed service path construction
increases. When the curve flattens until convergence, it indi-
cates that no new service path is constructed. Its long-term
average revenue and cost-of-income ratio were significantly
lower than those of algorithm, and its average cost and load
intensity were significantly higher than those of the
algorithm. The main reason is that the algorithm does
not consider the path length and load of the underlying
network when initializing and updating particle positions,
resulting in high link resource consumption and many
resource fragments.

4.4. Complexity of Proposed Algorithm. In the proposed
algorithm, K shortest paths should be calculated for
each connection request in advance, and its complexity
is oðKðNsÞ2Þ. There are NR connection requests, so the
complexity for all connection requests for calculating K
shortest paths is oðKðNsÞ2NRÞ. The fitness function calcula-
tion in the proposed algorithm remains the most compli-
cated, and its complexity is oð2GmPsðNsÞ2NFÞ, where Gm,
Ps, and NF denote iteration times, population size, and
maximum of frequency slots. Therefore, the complexity of
proposed algorithm is OðKðNsÞ2NR + 2GmPsðNsÞ2NFÞ.

5. Conclusion

Network virtualization functions to the network layer and
transport layer network function in the form of a software
unit in the core network routers or server; using the control-
ler to the function of network to carry on the arrangement
and combination, to build an end-to-end service path, and
to support a variety of custom service solves the present
middle box deployment flexibility and scalability of the
defect. Aiming at the key problem of service path construc-
tion in the above service delivery mechanism, this paper,
from the perspective of reducing delay, reducing overhead,
and balancing load, transforms multiple indexes into a single
service path quality evaluation index by weighted sum

method and establishes an integer linear programming
model of service path construction problem. Then, a discrete
particle swarm optimization model for service path con-
struction was established according to the characteristics of
particle swarm parallel search, and the proposed algorithm
was designed for service path construction. In order to fur-
ther reduce resource consumption, reduce the probability
of resource fragmentation, and improve the convergence
speed of particle swarm optimization, an optimization strat-
egy was proposed to guide the initialization and updating of
particle positions. Combined with the proposed algorithm,
the proposed algorithm was obtained. Simulation results
show that compared with the existing service path construc-
tion algorithms, the proposed algorithm can effectively opti-
mize the comprehensive quality of service path and improve
the success rate of service path construction and long-term
average return. Compared with the rand-proposed algo-
rithm, which uses random method to initialize and update
particle positions, the proposed algorithm formulates evalu-
ation criteria for candidate nodes and paths, which provides
effective guidance for particle flight and further optimizes
the performance of the algorithm.
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Aiming at the problems that need to be solved urgently in the current operation of a multireservoir in Kuitun River Basin, such as
the uneven distribution of water resources in time and space, the large workload of manual operation calculation, and low
coordination level, the paper takes the optimal operation of water resources in the basin as the main goal and carries out the
research on the optimal operation model of the multireservoir in combination with the complex characteristics of local water
resources system. Firstly, based on the generalization of hydraulic engineering in Kuitun River Basin, a water resources optimal
operation model of the multireservoir is established and is solved by the graph theory. Then, the actual data of typical years
were selected to test the model. The test results show that, compared with the actual water distribution, the water shortage rate
of 2015 and 2016 in high flow years decreased by 98.57% and 100%, respectively; the water shortage rate of 2013 and 2014 in
normal flow years decreased by 92.65% and 96.38%, respectively; and the water shortage rate of 2009 in a low flow year
decreased by 87.78%. The model can provide the optimal operation scheme for the optimal operation of the multireservoir in
the basin. And it can solve the problems such as the uneven distribution of water resources and the large workload of manual
operation calculation and can provide technical support for the optimal operation of water resources of the multireservoir in
Kuitun River Basin in the future.

1. Introduction

The function of reservoir operation is more and more prom-
inent in the management of the multireservoir. How to max-
imize the function of reservoir has become one of the hot
topics [1]. Formulating the optimal operation scheme of
the multireservoir will become an effective method in oper-
ation and management of the multireservoir [2, 3]. At pres-
ent, twelve reservoirs have been built in the Kuitun River
Basin to solve various problems caused by the uneven distri-
bution of water resources in time and space. However, the
operation scheme of each reservoir was formulated only
from the perspective of its own benefit, instead of the benefit
of the whole multireservoir. The water resources of the mul-

tireservoir is always distributed according to the real-time
situation and the experience, which is difficult to achieve
optimal operation and resulted in unbalanced water supply
and waste of water resources in the later stage. Therefore,
in view of the present situation of the Kuitun River Basin,
it is of great practical significance to study the optimal oper-
ation model of the multireservoir in this basin.

In recent years, scholars make a series of research and
practices to study the optimal operation of the multireser-
voir. In general, connecting the scattered reservoirs into a
whole: multireservoir, and comprehensively optimizing the
multireservoir with different methods can improve the utili-
zation rate of water resources and improve the overall
regional benefit. Kumar et al. [4] used the simulation
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optimization method to optimize the operation of reservoirs
in several basins of the Indian Peninsula. The study showed
that the utilization efficiency of water resources was signifi-
cantly improved when the reservoirs were united as one.
Ye and He [5] put forward an optimal operation model of
the multireservoir water supply based on particle swarm
optimization. The results showed that the PSO algorithm
and the new model could obtain reliable and efficient opti-
mization results. Goor et al. [6] used the stochastic program-
ming method to optimize the operation of the reservoir
system in the east Nile River Basin. The optimized scheme
increased the area of irrigation district by 5.5%. Yin et al.
[7] put forward a general plan for the operation of large res-
ervoirs in the Yangtze River Basin, which included the objec-
tives, principles, and operation scheme of reservoir
operation, and provided a comprehensive reference for the
operation of large reservoirs in the future. Bai et al. [8] used
the successive approximation method of dynamic program-
ming to propose a synergistic benefit scheme for two key res-
ervoirs in the Yellow River Basin during their operation in
different situations. Li and Ouyang [9] proposed a general-
ized multiobjective flood control model (MOFCM) for joint
optimal operation of cascade reservoirs in the lower reaches
of the Jinsha River and the Three Gorges of Yangtze River,
which realized the optimal operation of main and tributary
reservoirs. Thechamani et al. [10] used nontime modeling
methods to model and optimize the operation of the multi-
reservoir in Chaoshan River Basin. Yekit [11] had formu-
lated reservoir optimal operation strategies related to the
Subak irrigation scheme water supply to support agricultural
productivity at upstream, midstream, and downstream.
Wang et al. [12] had carried out two sets of joint operation
rules (JOR-I and JOR-II) for the multireservoir in Liaoning
Province. The results showed that JOR-I was suitable for
the operation of large reservoirs with large runoff and
JOR-II was suitable for the operation of small reservoirs with
small runoff, which provided guidance for the management
of reservoir systems. At present, genetic algorithm, cuckoo
algorithm, frog jump algorithm, and improved heuristic
algorithm are the most popular optimization algorithms
for the multireservoir, but the heuristic algorithm has many
shortcomings such as low accuracy and instability. Zhou
et al. [13] proposed a graph theory to solve the integration
problem of the multireservoir and relationship; they applied
it to the integration of the multireservoir flood forecasting
and operation system, and it obtained good results. Based
on the graph theory, the node graph is established, and the
topological relationship among adjacency table, adjacency
matrix, and correlation matrix can be used to effectively
solve the water distribution problem between the multireser-
voir and irrigation districts.

2. Materials and Methods

2.1. Overview of the Study Area. The Kuitun River Basin is
located in the southwestern margin of Junggar Basin on
the northern slope of Tianshan Mountains, Xinjiang. It is
bordered by Turgou and Bayingou River Basin in the east,
Toto River Basin in the west, Kashi River Basin of Yili in

the south, and the watershed of Mayierli Mountain and
Zaire Mountain in the north [14]. Geographical coordinates
are 83°22′00″-85°47′00″ in the east longitude and 43°30′
00″-45°04′00″ in the north latitude. The main stream of
Kuitun river is 360 km long, and the total area of the basin
is 2:83 × 104 km2. The average temperature in this district
is 7°C, the average temperature in January is -16°C, the aver-
age temperature in July is 26°C, the annual precipitation is
150~170mm, and the annual evaporation is 1710~1930mm.

The main stream of Kuitun River are composed of the
Guertu river, Sikeshu river, and Kuitun river. The runoff of
each river is greatly affected by seasons, and the interannual
variation is small. The total annual runoff of the three rivers
is about 1:256 × 109m3, accounting for 80.9% of the total
water in the Kuitun River Basin. At present, there are twelve
both large and small reservoirs in the Kuitun River Basin,
one large (2) type reservoir, six medium-sized reservoirs,
and five small (2) type reservoirs (Figure 1).

2.2. Data Sources

2.2.1. Sources of Hydrological Data. All hydrological data
used in this paper are from the Irrigation Management
Department of Water Conservancy Project in Kuitun River
Basin, Xinjiang.

2.2.2. Engineering Data Sources. All hydraulic engineering
data used in this paper are from the Irrigation Management
Department of Water Conservancy Project in Kuitun River
Basin, Xinjiang, as shown in Table 1.

2.3. Model Construction. According to the actual situation of
Kuitun River Basin, the multireservoir of Kuitun River Basin
is generalized. On the premise of ensuring the ecological
water use in the downstream of Kuitun River Basin, the opti-
mal operation model of the multireservoir in Kuitun River
Basin is established with the goal of minimizing the water
shortage rate in the irrigation district by using the coordina-
tion decomposition theory of a large-scale system, and the
physical model is transformed into mathematical model by
graph theory and solved by computer.

2.3.1. General Thought of Model Construction. The hydraulic
engineering in the study area is complex, and there are both
series and parallel relationships between reservoirs. Accord-
ing to the relationship between supply and demand, it is
divided into three subsystems, namely, subsystem 1, subsys-
tem 2, and subsystem 3.

(i) Subsystem 1: the main water user is Liugou irriga-
tion district. Its water supply sources are the Guertu
river and Sikeshu river, and the upstream reservoir
is Liugou reservoir.

(ii) Subsystem 2: the main water user is Chepaizi irriga-
tion district. Its water supply sources are the Guertu
river, Sikeshu river, and Kuitun river, and the
upstream reservoirs are Liugou reservoir and
Huanggou reservoir.
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(iii) Subsystem 3: the main water user is Huanggou irri-
gation district. its water supply source is the Kuitun
river, and the upstream reservoirs are Huanggou 1
reservoir and Huanggou 2 reservoir.

The subsystems are related to each other, and there is a
feedback regulation relationship between the large-scale sys-
tem and subsystems. So, the operation model of the whole
system is established (Figure 2).

2.3.2. Multireservoir Combined Water Supply System. The
series and parallel relationships between rivers and reser-
voirs in Kuitun River Basin are complex, by analyzing the
hydraulic relationship between rivers and reservoirs, the
characteristics of the water resources system in the basin
are studied. The project is generalized by means of nodes
and connections, and the relationship between various vari-
ables and parameters in the system is expressed by mathe-
matical language and computer language to reflect the
actual characteristics of the basin and the hydraulic relation-
ship in the system. Finally, the reservoir is abstracted as a
“point” element, and the water diversion and supply route
are abstracted as a “line” element to form the joint commis-

sioning node map of the multireservoir in Kuitun River
Basin. The network simulation model of water distribution
system is built, as shown in Figure 3.

According to water supply and demand, it is divided into
three subsystems as shown in Figure 4.

In subsystem 1, the upstream Liugou reservoir and the
downstream Dazimiao reservoir are connected in series to
provide water distribution for Liugou irrigation district,
and the Dazimiao reservoir only regulates the water distribu-
tion in Liugou irrigation district, so Liugou reservoir is cho-
sen as the key reservoir. In subsystem 2, the water of
Quangou reservoir can only meet 40%~60% of the water
demand of other water users in Huanggou irrigation district,
and Quangou reservoir basically does not supply water to
Huanggou irrigation district. Huanggou 1 reservoir and
Huanggou 2 reservoir supply water to Huanggou irrigation
district in series. Huanggou 1 reservoir and Huanggou 2 res-
ervoir are generalized as Huanggou reservoir, which is
regarded as a key reservoir; Quangou reservoir and other
water users are not considered. In subsystem 3, the mid-
stream Kuitun reservoir and the downstream Chepaizi reser-
voir are connected in series to supply water to Chepaizi
irrigation district, and Chepaizi reservoir only regulates the

N

Kuitun reservoir

Huanggou 1 reservoir

Huanggou 2 reservoir

Quangou reservoir

Kuitun river

Liugou reservoir

Guertu river Sikeshu river
River

Reservoir

Figure 1: Schematic diagram of the multireservoir in Kuitun River Basin.

Table 1: The characteristic parameter of reservoirs.

Name of reservoir L reservoir K reservoir C reservoir H 1 reservoir H 2 reservoir Q reservoir

River
S river
G river

K river K river K river K river K river

Normal water level (m) 373.10 318.00 308.68 344.50 362.00 417.50

Dead water level (m) 359.50 311.10 303.00 — 350.00 406.00

Total storage capacity (104m3) 10200 5000 4000 3220 2481 4000

Flood regulation storage capacity (104m3) 4900 1119 1000 200 500 721

Benefit storage capacity (104m3) 10200 5000 4000 1668 2481 4000

Dead storage capacity (104m3) 0 28 35 100 100 26
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water distribution in Chepaizi irrigation district, so Kuitun
reservoir is chosen as the key reservoir. The generalized node
diagram of the multireservoir is shown in Figure 5.

2.3.3. Construction of Optimal Operation Model. Liugou res-
ervoir and Kuitun reservoir in the multireservoir of Kuitun
River Basin are river-blocking reservoirs, while the other
reservoirs are plain reservoirs. There are special drainage
channels for ecological water use near Liugou reservoir,
so only Kuitun reservoir needs to consider the ecological
base flow.

Dingwen Tian used the Tennant method to optimize the
operation of a power station in Kuerle District of Xinjiang.
The ecological base flow downstream of the dam was 10%
of the average annual flow at the dam site [15]; Shuzhen Li
put forward the rationality of discharging ecological base
flow in different time periods under the condition that the
total amount of ecological base flow remains unchanged
and took Baiyanggou reservoir in Toudao as an example to
illustrate its rationality [16]. According to the value of eco-
logical base flow of many local reservoirs in Xinjiang and
the situation of ecological water use in the downstream of
Kuitun river, the ecological base flow is 10% of the average
annual flow of the Kuitun reservoir.

(1) Water Supply Target of Irrigation District. Optimal oper-
ation of the multireservoir in Kuitun River Basin needs to
meet the minimum requirements of agricultural water short-
age in irrigation district, namely,

min Kij = min
WDij −WSij

WDij

( )
, ð1Þ

where Kij represents the water distribution rate in the j
month of the ith system, WSij represents the water supply
in the j month of the ith system, and WDij represents the
water demand in the j month of the ith system.

(2) Objective Function. Taking the minimum water shortage
rate in the irrigation district of Kuitun River Basin as the
objective function, it is divided into total objective function
and subsystem objective function.

Total objective function:

min f m =min max f ið Þf g: ð2Þ

Among them, f m represents the objective function and f i
represents the water shortage rate of the ith system.

In order to ensure that the water shortage rate of each
irrigation district in the basin is the lowest and the whole
water distribution is uniform, the total objective function is
set as follows: In the same period, the largest water shortage
rate of each irrigation district is the smallest, that is, the
water shortage rate of each irrigation district is the smallest.

Subsystem objective function:

min f i WSij, WDij

� �
=min

WDij −WSij
WDij

( )
: ð3Þ

Among them, i = 1, 2, 3 are Liugou irrigation district,
Huanggou irrigation district, and Chepaizi irrigation district,
respectively.

(3) Constraint Conditions.

(1) Water balance constraint

V t + 1ð Þ =V tð Þ + Q m, tð Þ − q m, tð Þð Þ × Δt − S m, tð Þ: ð4Þ

Among them, Sðm, tÞ is the loss of m reservoir in t
period, Qðm, tÞ is the reservoir inflow, qðm, tÞ is the reser-
voir discharge flow, Qðm, tÞ = Iðm, tÞ + Yðm, tÞ, Iðm, tÞ is
the amount of water transferred from the upstream reservoir
to m reservoir in t period, Yðm, tÞ is the water intake of
the river in t period, qðm, tÞ =Qðm + 1, tÞ + Xðm, tÞ, where
Xðm, tÞ is the amount of water supply to m reservoir in t
period.

(2) Storage constraint

Vmin m, tð Þ <V m, tð Þ <Vmax m, tð Þ: ð5Þ

Input basic data

Subsystem 1

Subsystem 2

Subsystem 3

Judge whether
the water shortage rate is

the smallest

Judge whether
the objective function is

the smallest

Output optimal solution

Yes

Yes

No

No

Figure 2: Flow chart for solving the model of optimal operation of
reservoirs in Kuitun River Basin.
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Among them, Vðm, tÞ, Vmaxðm, tÞ, and Vminðm, tÞ are
the storage capacity, the maximum allowable storage capac-
ity, and the minimum allowable storage capacity of m reser-
voir in t period.

(3) Water level constraint

Zmin m, tð Þ < Z m, tð Þ < Zmax m, tð Þ: ð6Þ

Among them, Zðm, tÞ, Zmaxðm, tÞ, and Zminðm, tÞ are the
water level ofm reservoir in t period, normal water level, and
dead water level.

(4) Channel diversion flow constraint

Q m, tð Þ < q: ð7Þ

Among them, Qðm, tÞ represents inflow; q is the ability
of the channel to divert water into the warehouse.

(5) Ecological base flow constraint

q tð Þ >Qmin tð Þ: ð8Þ

Among them, qðtÞ is the discharge flow at the end of t
period of Kuitun reservoir; QminðtÞ is the minimum
discharge flow of Kuitun reservoir, which is the ecological
base flow.

(6) Nonnegative constraint: all variables are not negative

2.4. Solution for Model

2.4.1. Solution Method. The basic idea of graph theory is that
the whole multireservoir operation system is regarded as an
organic whole connected by nodes with different attributes.
The attributes of nodes are determined by the node type.
There are two types of nodes: inflow and outflow.

(1) Node Graph Model. The inflow types of nodes including
(1) runoff prediction, (2) diversion from upstream rivers, (3)
depending on outflow of upstream nodes, (4) the superposi-
tion of multi-inflow (set this type to reduce data redun-
dancy), and (5) other types (used to expand the attributes
of nodes).

The outflow types of nodes including (1) reckoning from
reservoir, (2) reckoning from reservoir operation, (3) reck-
oning from downstream water demand, and (4) other types
(used to expand the attributes of nodes).

Chepaizi
irrigation district

Chepaizi
reservoir

Kuitun
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Huanggou
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Liugou
reservoir

Liugou irrigation
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Figure 5: Summary diagram of joint operation nodes of the multireservoir.
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The inflow types and outflow types of a node not only
determines the attributes of the node itself but also the rela-
tionships between nodes, which forms the basis of system
integration.

In the optimal operation model of the multireservoir of
Kuitun River Basin based on graph theory (Figure 6): a1 rep-
resents the total amount of water from the Guertu river and
the Sikeshu river, and a2 represents the total amount of
water from the Kuitun river. b1, b2, and b3 represent Liugou
reservoir, Kuitun reservoir, and Huanggou reservoir, respec-
tively. c1, c2, and c3 represent Liugou irrigation district, Che-
paizi irrigation district, and Huanggou irrigation district,
respectively. In Figure 6(c), the number above the square is
the inflow type, and the number below the square is the out-
flow type. The model of the subsystem 1~ 3 based on the
graph theory are shown in Figures 7–9.

Subsystem 1: Liugou irrigation district.
Subsystem 2: Huanggou irrigation district.
Subsystem 3: Chepaizi irrigation district.

(2) Digital Connotation of Node Graph. The 2-tuple con-
sisted of the point set P = fp1, p2,⋯, png and the unordered
edge set F = f f1, f2,⋯, f mg are denoted as G = ðP, FÞ. The pi
element in P is called the vertex and the f j element in F is
called the edge. If pi to pj is directed, it is called the directed
graph, and the directed edge is denoted as <pi, pj > ; other-
wise, it is an undirected graph and an undirected edge is
denoted as ðpi, pjÞ.

It is particularly important for computer to describe geo-
metric figures with graph G = ðP, FÞ. There are three main
ways of representing the graph: adjacency table, adjacency
matrix, and correlation matrix. The adjacency table is more
convenient and faster for the database to save operation
data.

(1) Adjacency table

The results of Figures 6(b)–9(b) denoted by the adja-
cency table are shown in Table 2.

(2) Adjacency matrix

Figure 7(b) is denoted by adjacency matrix A. Figure 8(b)
is denoted by adjacencymatrix B. Figure 9(b) is denoted by the
adjacency matrix C. The adjacency matrices A, B, and C are as
follows:

b3
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c3

d4

c3

f5
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b3

a2
1
1

2
3

3
1

(a) (b) (c)

Figure 8: Model of subsystem 2 based on graph theory.
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Figure 9: Model of subsystem 3 based on the graph theory.
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Figure 7: Model of subsystem 1 based on graph theory.
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Figure 6: Optimal operation model of reservoirs in Kuitun River Basin based on graph theory.
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A =
a1

b1

c1

a1 b1 c1

0 1 0
0 0 1
0 0 0

2
664

3
775 , B =

a2

b3

c3

a2 b3 c3

0 1 0
0 0 1
0 0 0

2
664

3
775 , C =

d2

b2

c2

d2 b2 c2

0 1 0
0 0 1
0 0 0

2
664

3
775 :

ð9Þ

(3) Correlation matrix

Figure 7(b) is denoted by the correlation matrix D.
Figure 8(b) is denoted by correlation matrix E. Figure 9(b)
is denoted by the correlation matrix F. The correlation
matrices D, E, and F are as follows:

D =
a1

b1

c1

f 1 f 2

1 0
−1 1
0 −1

2
664

3
775 , E =

a2

b3

c3

f 5 f 6

1 0
−1 1
0 −1

2
664

3
775 , F =

d2

b2

c2

f 3 f 4

1 0
−1 1
0 −1

2
664

3
775 :

ð10Þ

2.4.2. Typical Year Selection and Optimal Operation Criteria

(1) Determination of the Typical Year. It has to consider that
the optimal operation model of the multireservoir in Kuitun
River Basin should be in line with the current situation of
water conservancy projects in the basin as far as possible.
Therefore, the typical year is selected only in recent years.
The selected results are as follows: three high flow years,
2015, 2016, and 2017; two normal flow years, 2013 and
2014; and one low flow year, 2009.

(2) Optimal Operation Criteria. The reservoir water supply
in Kuitun River Basin is mainly used for irrigation in every
irrigation district, the irrigation period is from April to
November every year; April, May, and June are spring
irrigation; July and August are summer irrigation; Sep-
tember, October, and November are autumn and winter
irrigation.

(1) Crop water requirement: based on the annual tem-
perature, precipitation, and crop water requirement
characteristics, in order to improve crop yield, the
water supply of the basin in June, July, and August
should be guaranteed to the greatest extent.

(2) Reservoirs regulation and storage period: the water
supply period of reservoirs is from April to Novem-
ber, and the water storage period of reservoirs is
from December to March of the next year.

(3) Starting and regulating capacity of reservoir opera-
tion: according to the starting and regulating capac-
ity of reservoirs over the years, in combination with
the water inflow from December to March of the
next year to comprehensively consider, the Liugou
reservoir starting and regulating capacity is 9:324 ×
104 m3, the Kuitun river reservoir starting and regu-
lating capacity is 5:417 × 104m3, and the Huanggou
reservoir starting and regulating capacity is 3:549 ×
104m3.

2.4.3. Model Test. The optimal operation calculation of the
multireservoir in Kuitun River Basin can be carried out by
using the adjacency table representation with the nonfor-
ward vertex-first topological ordering method. The main
idea of this method is as follows: define a stack T to hold
the sequence of nodes and select the most upstream node
from the node adjacency table, as shown in Figure 7(a) with
nodes b1 and a1. The node pi is put into the stack T , and all
edges of pi and pi are deleted from Gz0. The above selection
and deletion are repeated until there are no nodes. Finally,
stack T saves the topological sequence of subgraph Gz0.
When c1 is selected as the working node in Figure 7(b), the
calculation sequence of nodes is a1, b1, and c1. When c3 is
selected as the working node in Figure 8(b), the calculation
sequence of nodes is a2, b3, and c3. When c2 is selected as
the working node in Figure 9(b), the calculation sequence
of nodes is d2, d3, b2, and c2.

According to the inflow type and outflow type of each
node and the parameter settings of each node set in advance,
the system chooses the corresponding calculation model for
calculation. The subsystems feedback to each other, and the
node sequence that meets the objective function is deter-
mined; finally, it is recorded in the water resources optimal
operation database of the multireservoir in Kuitun River
Basin in turn and output the optimal operation scheme.
We take 2017 as an example, see Table 3.

3. Results

According to the principles of water diversion and irrigation
district water supply, the annual water demand of each irri-
gation district can be maximized, and the water supply in
June, July, and August can be guaranteed.

Table 2: Adjacency table of the system node graph.

Object
Subsystem

1
Subsystem

2
Subsystem

3
Whole system

Line f1 f2 f5 f6 f3 f4 f1 f2 f3 f4 f5 f6 f7
Upstream node a1 b1 a2 b3 d2 b2 a1 b1 b1 b2 a2 b3 b3

Downstream node b1 c1 b3 c3 b2 c2 b1 c1 b2 c2 b3 c3 b2
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3.1. Optimal Results of High Flow Year

3.1.1. Water Shortage Rate of Each Irrigation District after
Optimization. After the optimal operation calculation of

the optimal model, the water shortage rate of each irriga-
tion district decreases significantly in high flow years of
2015, 2016, and 2017. The specific results are shown in
Table 4.

Table 5: Minimum discharge of reservoirs in high flow years (unit: 104m3).

Month 4 5 6 7 8 9 10 11

2015

L reservoir 866.42 827.88 9045.62 13393.90 9683.25 2382.52 5199.94 3285.30

H reservoir 1448.32 1028.62 3706.40 5438.57 7324.12 331.61 2413.88 2108.88

K reservoir 2244.90 1586.35 7066.42 9809.10 9077.79 1463.95 3926.88 3030.39

2016

L reservoir 1011.75 322.64 4926.43 6718.60 4646.96 1657.31 1360.37 1896.18

H reservoir 1306.25 138.24 3721.20 3293.95 2590.14 537.23 1143.15 1731.93

K reservoir 2290.47 313.28 3751.53 7132.96 5840.14 1807.62 1667.94 1512.79

2017

L reservoir 684.00 682.00 3590.65 12488.96 8903.94 999.00 48.00 35.00

H reservoir 1246.00 659.00 3125.00 4928.00 4398.00 2600.00 509.00 420.00

K reservoir 2073.32 1192.88 4798.33 9417.66 6915.94 746.05 580.72 61.94

Table 4: Results of annual water shortage in each irrigation district in high flow years.

Month
L irrigation district C irrigation district H irrigation district

2015 2016 2017 2015 2016 2017 2015 2016 2017

Sp irrigation

4 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

6 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Su irrigation
7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

8 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

A and W irrigation

9 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

10 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

11 0.01% 0.00% 0.00% 0.01% 0.00% 0.00% 0.01% 0.00% 0.00%

Table 3: Results of optimal operation of the multireservoir in Kuitun River Basin in 2017.

Node 4 5 6 7 8 9 10 11

a1 1472.00 2513.00 5121.00 4684.00 6526.00 6024.00 1477.00 877.00

b1 684.00 682.00 3590.65 12488.96 8903.94 999.00 48.00 35.00

c1 684.00 842.00 2507.00 4336.00 3266.00 999.00 48.00 35.00

a2 379.00 2126.00 3125.00 4928.00 4398.00 2600.00 509.00 420.00

b3 1246.00 659.00 3125.00 4928.00 4398.00 2600.00 509.00 420.00

c3 1246.00 499.00 2589.00 4110.00 3120.00 93.00 290.00 187.00

b2 2073.32 1192.88 4798.33 9417.66 6915.94 746.05 580.72 61.94

c2 2022.00 1140.00 4768.00 9385.00 6886.00 725.00 550.00 9.00

Table 6: Minimum inflow of Kuitun reservoir in high flow years (unit: 104m3).

Month 4 5 6 7 8 9 10 11

2015 0.00 0.00 6304.47 9809.10 9077.79 1463.95 3926.88 2994.95

2016 0.00 61.74 2367.93 3499.98 2534.30 558.28 1173.87 1784.87

2017 0.00 1903.00 2066.35 8970.96 6915.94 2507.00 219.00 233.00

9Wireless Communications and Mobile Computing



3.1.2. Regulation and Storage Process under the Upstream
Reservoir Discharges according to the Minimum Discharge
Flow (Taking Huanggou Reservoir as an Example)

(1) Minimum discharge is shown in Table 5

(2) The minimum inflow of Kuitun reservoir is shown in
Table 6

It can be seen from the change of minimum inflow and
supply distribution diagram of Kuitun reservoir in Figure 10,
when Huanggou reservoir discharges according to the mini-
mum discharge flow: The minimum inflow of Kuitun reser-
voir in high flow years of 2015, 2016, and 2017 is the largest
in July, followed by August and the smallest in April. In July,
August, and November 2015, Huanggou reservoir and Liugou
reservoir jointly provide water supply for Kuitun reservoir. In
August 2016, Huanggou reservoir independently provide
water supply for Kuitun reservoir. From May to November
2017, Kuitun reservoir needed Huanggou reservoir and Liu-
gou reservoir to jointly provide water supply.

(3) Storage capacity change curve of the multireservoir
operation

It can be seen from the storage capacity change curve of
the multireservoir operation in Figure 11, when Huanggou
reservoir supply water with minimum discharge: From July
to August in high flow years of 2015, 2016, and 2017, the
irrigation district has the largest water demand, and the reg-
ulation capacity of Liugou reservoir and Kuitun reservoir is
basically close to the dead storage capacity; after September,
the water supply decreases and the upstream reservoir
begins to store water; Huanggou irrigation district only
needs Huanggou reservoir for water supply, and the reser-
voir capacity is the lowest in August and November.

3.2. Optimal Results of Normal Flow Year

3.2.1. Water Shortage Rate of Each Irrigation District after
Optimization. After the optimal operation calculation of
the optimal model, the water shortage rate of each irrigation
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Figure 10: Minimum inflow and supply distribution diagram of Kuitun reservoir: (a) 2015, (b) 2016, and (c) 2017.
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district decreases significantly in the normal flow years in
2013 and 2014. The specific results are shown in Table 7.

3.2.2. Regulation and Storage Process under the Upstream
Reservoir Discharges according to the Minimum Discharge
Flow (Taking Huanggou Reservoir as an Example)

(1) Minimum discharge is shown in Table 8

(2) The minimum inflow of Kuitun reservoir is shown in
Table 9

It can be seen from the change of minimum inflow and
supply distribution diagram of Kuitun reservoir in
Figure 12, when Huanggou reservoir discharges according
to the minimum discharge flow: In the normal flow year
2013, the minimum inflow of Kuitun reservoir is the largest
in July, followed by September, slightly lower in August than
in September, and the minimum is 0 in April and May. In

the normal flow year 2014, the minimum inflow of Kuitun
reservoir is the largest in July, followed by August, and the
minimum in April and May was 0. In the normal flow year
2013, Liugou reservoir independently provide water supply
for Kuitun reservoir. In the normal flow year 2014, Huang-
gou reservoir and Liugou reservoir jointly provide water
supply for Kuitun reservoir in August, September, and
October.

(3) Storage capacity change curve of the multireservoir
operation

It can be seen from the storage capacity change curve of
the multireservoir operation in Figure 13, when Huanggou
reservoir supply water with minimum discharge: In July in
the normal flow year 2013, Liugou reservoir, Kuitun reser-
voir, and Huanggou reservoir have the smallest reservoir
capacity. In August in the normal flow year 2014, Liugou
reservoir, Kuitun reservoir, and Huanggou reservoir have
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the smallest reservoir capacity; Liugou reservoir is close to
dead storage capacity from July to November; and Kuitun
reservoir is dead water level from June to November; The

storage capacity of Liugou reservoir, Kuitun reservoir, and
Huanggou reservoir in November in normal flow years
2013 and 2014 are the maximum.

Table 8: Minimum discharge of reservoirs in normal flow years (unit: 104m3).

Month 4 5 6 7 8 9 10 11

2013

L reservoir 848.17 572.47 2138.13 7941.54 6770.27 3871.19 3011.00 1985.00

H reservoir 1415.18 375.77 2950.91 4296.61 3447.70 11.55 1042.19 675.22

K reservoir 1393.24 437.06 3267.19 7861.53 6857.91 3653.17 3204.22 2911.99

2014

L reservoir 606.36 1018.41 2297.28 8569.55 4300.87 1515.62 759.08 1828.69

H reservoir 1199.93 839.42 2660.37 4095.62 5637.73 1789.19 1711.28 796.28

K reservoir 1402.95 957.37 2913.69 4607.40 3452.97 1204.62 1740.77 1237.68

Table 7: Results of annual water shortage in each irrigation district in normal flow years.

Month
L irrigation district C irrigation district H irrigation district

2013 2014 2013 2014 2013 2014

Sp irrigation

4 0.00% 2.50% 0.00% 2.50% 0.00% 2.50%

5 0.00% 4.00% 0.00% 4.00% 0.00% 4.00%

6 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Su irrigation
7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

8 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

A and W irrigation

9 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

10 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

11 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%

Table 9: Minimum inflow of Kuitun reservoir in normal flow years (unit: 104m3).

Month 4 5 6 7 8 9 10 11

2013 0.00 0.00 434.06 3748.85 3428.95 3591.70 2169.40 1249.91

2014 0.00 0.00 680.81 4607.40 3452.97 1204.62 1740.77 1237.68
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Figure 12: Minimum inflow and supply distribution diagram of the Kuitun reservoir: (a) 2013 and (b) 2014.
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3.3. Optimal Results of Low Flow Year

3.3.1. Water Shortage Rate of Each Irrigation District after
Optimization. After the optimal operation calculation of
the optimal model, the water shortage rate of each irrigation
district decreases significantly in the low flow year in 2009.
The specific results are shown in Table 10.

3.3.2. Regulation and Storage Process under the Upstream
Reservoir Discharges according to the Minimum Discharge
Flow (Taking Huanggou Reservoir as an Example)

(1) Minimum discharge is shown in Table 11

(2) The minimum inflow of Kuitun reservoir is shown in
Table 12

(3) Storage capacity change curve of the multireservoir
operation

It can be seen from the storage capacity change curve of
the multireservoir operation in Figure 14, when Huanggou

reservoir supply water with minimum discharge: Liugou res-
ervoir has the lowest storage capacity in June and July, and
the storage capacity rises at the end of August; Kuitun reser-
voir is close to the dead storage capacity at the end of May;

3 4 5 6 7 8 9 10 11

0

2000

4000

6000

8000

10000

12000

3 4 5 6 7 8 9 10 11

0

1000

2000

3000

4000

5000

6000

3 4 5 6 7 8 9 10 11

0

1000

2000

3000

4000

5000

Month Month

(a) (b)

St
or

ag
e c

ap
ac

ity
 (1

04 m
3 )

Benefit storage capacity
Dead storage capacity2014

2013

Month

(c)

Figure 13: Storage capacity change curve of the multireservoir: (a) L reservoir, (b) K reservoir, and (c) H reservoir.

Table 10: Results of annual water shortage in each irrigation
district in the low flow year.

Month
L irrigation
district

C irrigation
district

H irrigation
district

Sp irrigation

4 0.00% 0.00% 58.50%

5 0.00% 0.00% 58.50%

6 0.00% 0.00% 40.00%

Su irrigation
7 0.00% 0.00% 15.42%

8 0.00% 0.00% 0.00%

A and W
irrigation

9 0.00% 0.00% 1.00%

10 0.00% 0.00% 12.00%

11 0.00% 0.00% 1.50%
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Huanggou reservoir is close to dead storage capacity at the
end of June.

4. Countermeasures and Suggestions

4.1. Optimal Operation Scheme. When Liugou reservoir and
Huanggou reservoir supply water within the allowable water
supply range of storage capacity in each period, the goal of
minimum water shortage rate and minimum discharge of
upstream reservoirs in Kuitun River Basin can be achieved
(Figures 14–16). Therefore, the above optimization results
can be obtained when the reservoir supply water within the
allowable water supply range of storage capacity; otherwise,

the water shortage rate will be higher than the current
results.

(1) Reservoirs operation diagram in upstream in high
flow year.

(2) Reservoir operation diagram in upstream in normal
flow year.

(3) Reservoir operation diagram in upstream in low flow
year.

Reservoirs operation diagram in upstream in the low
flow year is seen in Figure 14 in Section 3.3.2.

Table 11: Minimum discharge of reservoirs in the low flow year (unit: 104m3).

Month 4 5 6 7 8 9 10 11

L reservoir 2376.50 3211.38 3582.78 3637.99 3635.27 1927.38 1937.05 1959.27

H reservoir 2027.69 2027.69 2113.40 2979.19 3522.33 1667.49 1482.21 1659.07

K reservoir 2686.82 3523.25 3992.44 4049.99 4044.54 2154.09 2173.43 2217.88

Table 12: Minimum inflow of Kuitun reservoir in the low flow year (unit: 104m3).

Month 4 5 6 7 8 9 10 11

Minimum storage capacity 0.00 834.88 1969.78 2024.99 2022.27 1077.05 1086.72 1108.94
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Figure 14: Storage capacity change curve of the multireservoir: (a) L reservoir, (b) K reservoir, and (c) H reservoir.
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4.2. Suggestions on Optimal Operation of the Multireservoir

4.2.1. Suggestions on Optimal Operation of Kuitun River
Multireservoir. At present, the multireservoir operation in
Kuitun River Basin is mainly based on artificial experience.
The time and space of water demand in each crop are not
uniform. In most cases, for the crop that firstly applies for
the water distribution, the actual water supply can not only
meet the water demand plan but also even exceed the quota
of water supply, which leads to the high water shortage rate
of the crop that later applies for water distribution.

In view of the phenomenon of uneven distribution of
water resources in time and space in operation of the multi-
reservoir, the water distribution plan for the multireservoir
operation in that year should be formulated in advance.
The optimal operation of the multireservoir is simulated
according to the predicted inflow of the year and the water
use plan of each irrigation district, to alleviate the contradic-
tion between water supply and demand in the basin caused

by the uneven distribution of water resources in time and
space in operation of the multireservoir to the greatest
extent.

4.2.2. Suggestions for the Independent Water Distribution
District of Quangou Reservoir. For many years, the water dis-
tribution of Quangou reservoir in Kuitun River Basin can
only meet 40%~60% of its independent water allocation
area. According to the reservoir optimal operation results
in high flow years and normal flow years mentioned above,
there are more water in the reservoir at the end of Novem-
ber. The following suggestions are made for less available
water:

(1) Improving the prediction accuracy of upstream
inflow and increasing the water diversion from
Quangou reservoir to the river channel according
to the water use plan of each unit.
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Figure 15: Reservoirs operation diagram in upstream in high flow years: (a) L reservoir in 2015, (b) H reservoir in 2015, (c) L reservoir in
2016, (d) H reservoir in 2016, (e) L reservoir in 2017, and (f) H reservoir in 2017.
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(2) Users in other upstream districts should consider
establishing links with Huanggou reservoir, such as
diverting water to Quangou reservoir and construct-
ing channels and other measures.

(3) Users in other downstream districts should consider
establishing links with the Kuitun reservoir and Che-
paizi reservoir, such as constructing channels to
increase the available water supply from the Guertu
river and the Sikeshu river to users in other down-
stream districts through the Liugou reservoir and
the Kuitun reservoir.

5. Conclusion

Aiming at the problems that need to be solved urgently in
the current operation of the multireservoir in Kuitun River
Basin, such as the uneven distribution of water resources
in time and space, the time cost of massive manual calcula-
tion, and low coordination level, a water resources optimal
operation model of the multireservoir is established, and
the actual data of typical years are selected to test the model.

The test results show that the water shortage rate of 2015
and 2016 in high flow years decreased by 98.57% and
100%, respectively, compared with the actual water distribu-
tion; the water shortage rate of 2013 and 2014 in normal
flow years decreased by 92.65% and 96.38%, respectively,
compared with the actual water distribution; and the water
shortage rate of 2009 in the low flow year decreased by
87.78% compared with the actual water distribution.

Abbreviations

L reservoir: Liugou reservoir
K reservoir: Kuitun reservoir
C reservoir: Chepaizi reservoir
H reservoir: Huanggou reservoir
Q reservoir: Quangou reservoir
S river: Sikeshu river
G river: Guertu river
K river: Kuitun river
Sp irrigation: Spring irrigation
Su irrigation: Summer irrigation
A and W irrigation: Autumn and winter irrigation
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L irrigation district: Liugou irrigation district
C irrigation district: Chepaizi irrigation district
H irrigation district: Huanggou irrigation district.
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Data transmission scheme is an effective mode to improve the energy-efficiency in packet delivery. In this paper, we investigate the
energy-efficient data transmission over reliable links and unreliable links in mobility-aware wireless networks. The network
topologies in mobility-aware wireless networks are changed from one time slot to another, and they could be described by a
sequence of static graphs. We first model these network topologies in a time period as a virtual space-time graph. On the
virtual space-time graph, energy-efficient data transmission problems over reliable links and unreliable links are defined. The
aim of the two data transmission problems is to find a spatial-temporal path with the minimum energy cost. Next, we propose
an Energy-Efficient Data Transmission algorithm over Reliable Links (EEDT-RL) to find the optimal space-time path. Based
on EEDT-RL, we also develop a heuristic data transmission protocol over unreliable links (named EEDT-UL), in which the
path reliability is taken into consideration. Simulation results show that our proposed algorithms perform well in terms of
energy cost and transmission count compared with some existing algorithms.

1. Introduction

Data transmission scheme is an effective manner to reduce
the energy consumption of packet delivery in wireless net-
works. However, many intractable problems have been
imposed in data transmission because of nodes’ mobility,
i.e., the network topologies are changed from one time slot
to another, which is an inherent characteristic of wireless
networks. Specially, the topology connectivity of the mobile
network in each time-slot and even the existence of a routing
path between two remote nodes could not be guaranteed.
Opportunistic or epidemic transmission schemes are effec-
tive forwarding manners for packet transmissions between
two remote nodes [1–4], in which data packets are for-
warded by utilizing the sporadic contacts between two
mobile nodes. However, packet transmissions using oppor-
tunistic or epidemic transmission schemes may result in
plenty of copy transmissions. Actually, opportunistic or epi-
demic transmission schemes do not exploit the full potential

of the mobility. Although the problem of the absence of
routing path could be alleviated through opportunistic or
epidemic transmission schemes, how to select the relay
nodes, i.e., making forwarding decision over time-varying
network topologies is still an intractable problem in
mobility-aware wireless networks. Therefore, it is imperative
to investigate the data transmission problem in mobility-
aware networks.

In the past decades, energy-efficient data transmission
protocols over reliable and/or unreliable links in static net-
works have been widely investigated, as shown in [5–8].
However, these network protocols are not suitable for the
applications in mobile wireless networks due to the frequent
link breakage and rebuilding. In mobile wireless networks,
most of the researches for routing design have concentrated
on the stable and reliable path selection which may have a
long duration [9–12]. In these research works, node mobility
is assumed in terms of some classical random mobility
models, such as random direction model and random way-
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point model. Due to the high randomness, these researches
have overmuch emphasis on the path duration in the packet
delivery but neglect the importance of another factor—e-
nergy consumption.

In the human-centric mobile networks, the temporal
characteristics of network topology in many network scenar-
ios could be known a priori. Actually, in [13], the authors
show that the potential predictability for human mobility
can reach up to 93%. The literature [14] found that about
78%-99% of the vehicle location is predicable. Thanks to
the development of cloud computing technique, the authors
in [15, 16] investigated the mobility prediction in bike-
sharing systems and in public bus systems, respectively.
For perpetual trajectory tracking, the authors in [17] pro-
pose an energy and mobility-aware scheduling framework
to improve the long-term tracking performance. All of these
researches validate that the strong regularities are existed in
the daily human and vehicle mobility. In these mobility-
aware wireless networks, the literatures [18–20] proposed
some mobility-aware energy-efficient data transmission
schemes. However, these proposed algorithms are based on
the connect network topology, and the temporal informa-
tion of topology change from one time slot to another is
not involved explicitly. By exploiting vehicle mobility trajec-
tories, the authors in [21] developed an efficient multicast
algorithm in wireless vehicular networks. Using machine
learning for mobility prediction, the literature [22] proposed
a centralized routing scheme to minimize the overall vehic-
ular service delay. Some other mobility-aware-based net-
work protocols could be found in [23, 24] for low-cost
topology control, in [25] for location management, in [26]
for clustering, and in [27] for resource allocation.

In this paper, we investigate the energy-efficient data
transmission problems in mobility-aware wireless networks
over reliable links and unreliable links. A series of network
topologies, each of which is disconnected with high proba-
bility, is modeled as a virtual space-time graph. In this
space-time topology graph, a spatial link refers as to a wire-
less link between two nodes at one time slot; while a tempo-
ral link means that a node carries its data packet from one
time slot to the next time slot. Data transmission problems
over reliable links and unreliable links on the virtual space-
time graph are defined, in which the space-time path with
minimum energy cost needs to be found. An Energy-
Efficient Data Transmission algorithm over Reliable Links
(EEDT-RL) is proposed to solve the data transmission prob-
lem over reliable links. By extending the EEDT-RL, we also
develop a heuristic transmission algorithm over unreliable
links, i.e., EEDT-UL. Some simulations are performed to
study the performances of our proposed algorithms. Com-
pared with our conference paper in [28], many new research
results are added, such as the optimal data transmission
algorithm over reliable links, more elegant optimal objective
over unreliable links, and more simulation results.

The remainder of this paper is organized as follows. We
review some of the related works in Section 2. Section 3 pre-
sents the network model, link model, and energy model.
Energy-efficient data transmission over reliable links and
unreliable links are investigated in Sections 4 and 5, respec-

tively. We provide some simulations to illustrate our algo-
rithm in Section 6 and conclude the paper in Section 7.

2. Related Works

In this section, we summarize some up to date research
works related with routing protocol or data transmission in
mobility wireless networks.

In delay-tolerant mobile networks, the authors in [1]
provided a detailed survey of opportunistic transmission
algorithms to study the nature of mobility. Specially, it
revealed that human mobility is not random at all but have
a definite and repetitive pattern. Actually, using opportunis-
tic transmission, a single packet transmission may result in
plenty of copies of the packet message. The authors in [29,
30] focused on the controlling two-hop forwarding polices,
where the problem concerned the decision on whether or
not forwarding a given packet to a specific mobile node. By
restricting the number of transmission hops, the proposed
algorithms in [29, 30] could markedly reduce the copies in
packet dissemination. In UAV-assisted vehicular delay-
tolerant networks, the literature [31] developed a routing
protocol to improve the reliability of packet transmission
by considering both the encounter probability and the per-
sistent connection time. In [32], theoretical upper and lower
bounds for the information propagation speed were derived,
in which store-carry-forward routing model was used. Con-
sidering wireless transmissions and sojourns on node
buffers, the authors in [33] computed the packet speed and
cost according to utility-based routing rules. However, most
of the research results obtained in delay-tolerant mobile net-
works are based on the assumption of random mobility and
do not exploit the full potential of the mobility traces.

In mobility-aware networks, a novel graph metric named
mobile conductance was conceived to evaluate the informa-
tion spreading time in [34]. The mobility-connectivity trade-
off was also quantitatively analyzed in [34] to determine how
much mobility may be exploited to compensate for network
connectivity deficiency. Bedogni et al. in [35] developed a
methodology to infer complete trajectories of individual
vehicles and then proposed some temporal connectivity
algorithms for packet transmissions. In [36], the authors
introduced a concept of energy-aware temporal reachability
graph (ETRG) and proposed an algorithm to calculate
ETRG. According to ETRG, these results revealed the funda-
mental relations among the system metrics of energy budget,
tolerable delay, and data size on the network performance.
In [23], a reliable topology design was investigated in
delay-tolerant networks with unreliable links. According to
the known or predictable network topology, several heuristic
algorithms were proposed to build reliable and low-cost net-
work topologies. Nevertheless, the energy-efficient data
transmission protocol does not involve explicitly in these
works.

For data transmission or routing design in mobility-
aware networks, the authors in [20] developed a relay selec-
tion strategy by utilizing partially predictable mobility, in
which the directional correlation of destination movement
was considered. Simulations showed that the proposed
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forwarding strategy could achieve a higher delivery utility
compared with a forwarding scheme without mobility pre-
diction. In [21], a trajectory-based multicast (TMC) routing
was proposed for efficient multicast in vehicular networks.
By exploiting vehicle trajectories, TMC routing could
achieve a delivery ratio close to that of the flooding-based
approach while the cost is reduced by over 80%. Li et al. in
[37] concentrated on the communication services of passen-
gers in the train from the base station. According to the reg-
ular mobility of the train, the authors in [37] proposed a
quality-of-service-distinguished power allocation algorithm
to meet each user’s data rate requirement. In [38], a novel
social-based routing approach was proposed, in which a
new metric of social energy was introduced by exploiting
social behaviors of nodes. Liu et al. in [39] proposed a
mobility-aware transmission scheduling scheme, which con-
sists of a relay path planning algorithm and a global time
scheduling algorithm. Extensive simulations under realistic
human mobility trajectories showed that the transmission
scheduling scheme in [39] could achieve high throughput
transmission. An aeronautical ad hoc network with rapidly
changing topology was modeled as a dynamic graph in
[40], and then data transmission problem was formulated
as an integer nonlinear programming. A detailed review
work is available in the literature [41]. Different from these
works, this paper investigates the energy-efficient data trans-
mission problem in mobility-aware wireless networks. Spe-
cially, a series of dynamic network topologies is modeled
as a virtual space-time graph, which is similar to the litera-
ture [23]. The space-time graph model is also utilized in
wireless duty-cycle sensor networks for data transmission,
as shown in [42, 43]. In our new data transmission prob-
lems, both reliable and unreliable links are involved.

3. System Models

In this section, we present the network model, link model,
and energy consumption model. A description of the key
notations is listed in Table 1.

3.1. Network Model. In mobile wireless networks, the loca-
tions of network nodes are changed over time, resulting in
topology evolutions. To describe such evolution, a sequence
of static graphs is introduced. Let a period of time T be
divided into discrete and equal time slots, i.e., f1, 2,⋯,Tg.
Define the network topology at time-slot t as an undirected
graph GtðV , LtÞ, where V = f1, 2,⋯,ng is the set of nodes,
and ði, jÞ ∈ Lt represents the wireless link between nodes i
and j at time-slot t. The dynamic network over a period of
time T could be modeled as a sequence of static graphs f
Gt jt = 1, 2,⋯,Tg, which describes the topology evolutions
due to node mobility. Figure 1(a) provides an example to
show the sequence of snapshots of the network topology at
each time slot. Note that the topology connectivity at each
time slot in mobile wireless networks could not be guaran-
teed, which incurs the data transmission over them intracta-
ble. Here, we assume that the moving track of each node
(such as the smart device in public bus) is known in advance,
i.e., the topology graph Gt at time-slot t is predictable.

We introduce a new graph structure associated with the
sequence of network topologies fGt jt = 1, 2,⋯,Tg, named
virtual space-time graph GðV ,LÞ. In this virtual graph G ,
the virtual node iðtÞ is the virtualization of node i ∈ V at
the end of time slot tð∈f0, 1,⋯,TgÞ. As a consequence, each
node i ∈ V is replaced with T + 1 associated virtual nodes.
The number of nodes in virtual graph G is equal to nðT +
1Þ, i.e., jV j = nðT + 1Þ. If ði, jÞ ∈ Lt , ðt = 1,⋯,TÞ, two directed
edges (or links) are generated in G , that is, ðiðt − 1Þ, jðtÞÞ ��������

∈
L and ðjðt − 1Þ, iðtÞÞ ��������

∈L . This kind of link ðiðt − 1Þ, jðtÞÞ ��������
refers as to a spatial link, meaning that one node i can for-
ward a message to node j at time-slot t. And besides, another

kind of link ðiðt − 1Þ, iðtÞÞ ��������
, referred as to a temporal link, is

defined in the link set L , representing that the node i ∈ V
can carry the message in the t-th time slot. The virtual
space-time graph G clearly includes both the spatial infor-
mation in each time slot and the temporal information due
to topology change. Figure 1(b) illustrates the virtual
space-time graph of the sequence of topologies in
Figure 1(a). In this example, the red path in Figure 1(b) is
a space-time path from 4 ð0Þ to 1 ð3Þ. That is, the message
transmission from node 4 to node 1 needs 3 time slots: node
4 holds its packet at t = 1 and sends it to node 3 at t = 2, and
then node 3 sends it to node 1 at t = 3. Note that at most one
message could be transmitted within one time slot. That is,
we assume that the time slot is only long enough for one
message transmission.

3.2. Link Model. A wireless link ði, jÞ exists at time-slot t, i.e.,
ði, jÞ ∈ Lt , if and only if the two mobile nodes i and j are
located within the transmission range of each other at
time-slot t. We assume that a mobile node i always fails to
transmit its packet to another node j which is beyond node
i’s transmission range, while packet delivery within each
other transmission range succeeds with a probability. We
define a reliability probability pði, jÞ for each link ði, jÞ ∈ Lt ,
which means node j can successfully receive a packet sent
from node i. The values of reliability probability are influ-
enced by the stochastic nature of wireless channel and/or

Table 1: List of key notations.

Notation Description

T Time period

Gt Network topology at time-slot t

i, jð Þ Wireless link between nodes i and j

G Space-time graph

i t − 1ð Þ, j tð Þð Þ ��������
Spatial link

i t − 1ð Þ, i tð Þð Þ ��������
Temporal link

p i, jð Þ Reliability probability for link i, jð Þ
p πð Þ Reliability of path π

N Number of bits per message

Erx , etx , β Energy consumption parameters

α Path attenuation factor
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imperfect mobility prediction. According to the value of pð
i, jÞ, we define two link models as follows, i.e., reliable link
model and unreliable link model.

In the reliable link model, if a wireless link is ði, jÞ ∈ Lt ,
we have pði, jÞ = 1; otherwise, pði, jÞ = 0. Under this model,
data packets transmitted within the transmission range are
always succeeded.

In the unreliable link model, a wireless link ði, jÞ ∈ Lt
connecting two nodes i and j at time-slot t is not necessarily
reliable. That is, if a wireless link is ði, jÞ ∈ Lt , we have 0 < p
ði, jÞ ≤ 1; otherwise, pði, jÞ = 0. Under this model, data
packets were transmitted from node i to node j over a wire-
less link ði, jÞ with a successful reception probability pði, jÞ.

A wireless link ði, jÞ ∈ Lt associates with two spatial links,

i.e., ðiðt − 1Þ, jðtÞÞ ��������
∈L and ðjðt − 1Þ, iðtÞÞ ��������

∈L , in space-time
graph G . Therefore, the reliability probability pði, jÞ of wire-
less link ði, jÞ ∈ Lt could be converted into pððiðt − 1Þ, jðtÞÞ ��������Þ
and pððjðt − 1Þ, iðtÞÞ ��������Þ, and we have

p i t − 1ð Þ, j tð Þð Þ ��������� �
= p j t − 1ð Þ, i tð Þð Þ ��������� �

= p i, jð Þ: ð1Þ

For each temporal link ðiðt − 1Þ, iðtÞÞ ��������
in space-time

graph G , it may also have a reliability probability for success-
fully holding its data packet over one time slot. Actually, if
buffer overflow or energy depletion incurs at a mobile node,
the node may fail to hold its data packet. However, the fail-
ures in holding a packet over one time slot are seldom com-
pared with those in data transmission over spatial link.
Therefore, it is reasonable to assume that all temporal links

are reliable, i.e., pððiðt − 1Þ, iðtÞÞ ��������Þ = 1 for each i ∈ V , t ∈ f0, 1
,⋯,Tg. We define the reliability of a space-time path π as
the production of all links’ reliability in π, i.e., pðπÞ =Ql∈π
pðlÞ.
3.3. Energy Consumption Model. Both sending a message
over a spatial link and holding a message over a temporal
link incur energy consumption. The energy cost for holding

one bit of data message in one time slot for any node is
assumed to be a fixed value E0, i.e., for any temporal link l
∈L , the corresponding energy cost for holding a message
is EðlÞ =NE0, where N is the number of bits per message.
The energy consumption for sending a massage over a spa-
tial link comes from two parts: transmission and reception.
Let Erx be the amount of energy consumption required to
receive one bit of data message. The amount of energy con-
sumption for transmitting one bit of data message to r
meters away is EtxðrÞ. From [44], we have

Etx rð Þ = etx + βrα, ð2Þ

where etx is the energy consumed by the sender circuit, β is
the antenna output energy to reach the receiver unit distance
away, and α ∈ ½2, 4� is the path attenuation factor. We define

the energy cost for sending a message over a spatial link l

=ðiðt − 1Þ, jðtÞÞ ��������
∈L as

E lð Þ =N Erx + Etx dij
� �� �

e−ρt , ð3Þ

where dij is the distance between nodes i and j at time-slot t,
and ρ is the discount rate in time. The energy cost of a space-
time path π is the summation of all links’ energy cost in π,
i.e., EðπÞ =∑l∈πEðlÞ.

In next two sections, we firstly define the data transmis-
sion problems over reliable links and unreliable links in
space-time graph and then develop two algorithms to solve
the proposed transmission problems.

4. Energy-Efficient Data Transmission over
Reliable Links

We now define the energy-efficient data transmission prob-
lem over reliable links on the virtual space-time graph Gð
V ,LÞ.
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(a) A sequence of topology snapshots at each time slot
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Figure 1: An example of network model.
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Definition 1. Given a source node s ∈ V , a destination node
d ∈ V , the aim of energy-efficient data transmission over
reliable links is to find a space-time path π with the mini-
mum energy cost from node sð0Þ ∈V to node dðtÞ ∈V , ð0
< t ≤ TÞ.

Let the space-time graph G over a period of time T be
connected, such that the space-time path π from source
node s to destination node d could be found over the time
period T . Here, a space-time graph G is connected over time
period T if and only if there exists at least one space-time
path for each pair of nodes ðv0i , vTj Þði, j ∈ VÞ.

Note that, if the time period T is small, the number of
selectable space-time paths is less. For example, in
Figure 1(b), if T is equal to 2 time slots, the space-time path
between source node s = 4 and destination node d = 3 is just
one, i.e., 4ð0Þ⟶ 4ð1Þ⟶ 3ð2Þ. If T is equal to 3 time slots,
another selectable path between s = 4 and d = 3 is added, i.e.,
4ð0Þ⟶ 4ð1Þ⟶ 4ð2Þ⟶ 3ð3Þ. With the increasing of
time period T , the number of selectable paths is nondecreas-
ing, and then the optimal space-time path which has the
minimum energy cost should be found. Therefore, the
energy-efficient data transmission problem in a time period
T can also be viewed as a tradeoff between energy consump-
tion and transmission delay.

In the data transmission problem over reliable links on
the virtual space-time graph GðV ,LÞ, all virtual nodes ið0
Þ, ið1Þ,⋯, iðTÞ in the space-time graph G associate with
one node i ∈ V but at different moment. Therefore, each
space-time path π in G that connects node sð0Þ and anyone
node dðtÞ, ð0 < t ≤ TÞ constitutes the candidate path set Π.
That is, the source node s could transmit its data packet to
destination node d at time-slot t across the space-time path
π. The solution of data transmission problem over reliable
links is to find the space-time path π∗ in Π which has the
minimum energy cost. Next, Energy-Efficient Data Trans-
mission algorithm over Reliable Links (EEDT-RL) is devel-
oped to solve the new data transmission problem.
Algorithm 1 shows the detailed procedure of EEDT-RL.

In EEDT-RL, we firstly convert the sequence of static
network graphs fGtjt = 1, 2,⋯,Tg into a space-time graph
G = ðV ,LÞ. Then, on the space-time graph G , an extension
of Dijkstra’s algorithm is implemented to find the space-
time path with minimum energy cost from node sð0Þ to dð
TÞ. In EEDT-RL, RðiðtÞÞ is comprised of the links of the
optimal space-time path from source node sð0Þ to node iðt
Þ with the minimum energy cost EðiðtÞÞ. In our assumption,
the space-time graph G over a period of time T is connected.
Thus, the space-time path π from node sð0Þ to node dðTÞ
could be found over the time period T , which means Eðdð
TÞÞ <∞. Finally, we find the minimum value of Eðdð1ÞÞ,
⋯,EðdðTÞÞ and denote it by EðdðtÞÞ. Then, the optimal
space-time path from source node s to destination node d
over the time period T isRðdðtÞÞ with the minimum energy
consumption EðdðtÞÞ. Since the space-time graph G has nð
T + 1Þ virtual nodes, the computational complexity of
EEDT-RL is Oðn2ððT + 1Þ2Þ =Oðn2T2Þ in the worst case.
Note that the link l ∈L is a directed link, and the arrow is
omitted in the EEDT-RL algorithm.

5. Energy-Efficient Data Transmission over
Unreliable Links

In this section, energy-efficient data transmission problem
over unreliable links is defined on the virtual space-time
graph GðV ,LÞ.

Definition 2. Given a source node s ∈ V , a destination node
d ∈ V , the aim of energy-efficient data transmission over
unreliable links is to find a space-time path π with the min-
imum energy cost and the maximum path reliability from
node sð0Þ ∈V to node dðtÞ ∈V , ð0 < t ≤ TÞ.

The energy-efficient data transmission problem over
unreliable links has two optimal objectives: the minimum
energy cost

E π∗ð Þ = 〠
l∈π∗

E lð Þ =min E πð Þ π ∈Πjf g ð4Þ

and the maximum path reliability

p π∗ð Þ =
Y
l∈π∗

p lð Þ =max p πð Þ π ∈Πjf g: ð5Þ

Here, Π is the candidate path set in which each space-
time path connects node sð0Þ and anyone node dðtÞ, ð0 < t
≤ TÞ. To solve the biobjective optimization problem, the
second objective is rewrote as

−ln
Y
l∈π∗

p lð Þ
 !

= 〠
l∈π∗

−ln p lð Þð Þð Þ =min −ln p πð Þð Þ π ∈Πjf g:

ð6Þ

By following a popular approach used to deal with biob-
jective optimization problems, the two objectives (4) and (6)
have been transformed into a single objective, using an
importance weight factor λ [45]. Then, define a composite
link weight for each link l ∈L as

w lð Þ = λ

Emax
E lð Þ − 1 − λ

ln pminð Þ ln p lð Þð Þ, ð7Þ

where Emax and pmin are the maximum of EðlÞ and the min-
imum of pðlÞ for l ∈L , respectively. Note that Emax and pmin
are normalization factors used to have the same range for
the two objectives.

Based on minimizing wðπÞ =∑l∈πwðlÞ on the space-time
graph G , an extension version of Dijkstra’s algorithm could
be employed, which is similar to Algorithm 1. If the optimal
space-time path RðdðtÞÞ with minimum composite weight
is found, the corresponding energy cost and path reliability
could be further calculated. It should be noted that, because
of the link unreliability, if the data packet from source node s
is failed to be forwarded to the next node by one intermedi-
ate node j at time-slot t, this intermediate node j will become
the source node at time-slot t + 1 and find the optimal space-
time path again in the remaining time-slots. We call this
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heuristic data transmission method over unreliable links as
EEDT-UL. In the worst case, each transmission has failed,
and then the path finding algorithm needs to be executed
T times. Therefore, the computational complexity of
EEDT-UL is Oðn2T3Þ.

6. Simulations

In this section, some simulations are provided to illustrate
the proposed EEDT-RL and EEDT-UL algorithms. In a
500 × 500m2 network region, some mobile nodes are distrib-
uted randomly at the beginning. A sequence of network

topologies is generated in the following manner. All nodes
move according to the random direction mobility model.
That is, each node moves from the current position to the
next position with an arbitrary direction and a random
velocity selected from the range ½0, 50m� per time slot. When
the mobile node hits the network region boundary, its
mobile direction is reversed. By recording each node’s posi-
tion at each time slot, a sequence of static network graphs
could be derived according to the maximum transmission
range rmax of each node. The source and destination pairs
are selected randomly for each topology instance. Note that
the trajectory prediction is not within the scope of this
paper. Thus, in our simulation, the random direction mobil-
ity model is employed just for generating each node’s mobil-
ity trajectory in a time period. Some other important
simulation parameters are listed in Table 2 [23, 44].

Figure 2 provides an example of topology evolutions at
some consecutive time slots with the number of nodes n =
20. It can be seen that the network topology is varied from
one time slot to another and is often disconnected in each
time slot. Therefore, it is impossible to transmit data packet
in a single time slot between two remote nodes. We should
consider a sequence of network topologies in multiple time
slots for the design of data transmission scheme.

The proposed EEDT-RL and EEDT-UL algorithms are
evaluated according to the following performance metrics:
energy cost, actual transmission count, and path reliability.
Actual transmission count between source and destination

Input: Gt , s, d, T ;
Output: π∗,Emin;
1: Compute space-time graph G = ðV ,LÞ According to a series of static graph Gt and time period T ;
2: for each node mðtÞ ∈V do
3: RðmðtÞÞ =∅ and EðmðtÞÞ =∞
4: end for
5: k = sð0Þ, EðkÞ = 0, and N = fkg
6: whilek ≠ dðTÞdo
7: temp =∞;
8: for each node iðtÞ ∈V −N do
9: ifl ≜ ðk, iðtÞÞ ∈Lthen
10: Calculate EðlÞ according to the Subsection 3-C;
11: else
12: EðlÞ =∞;
13: end if
14: ifEðkÞ + EðlÞ ≤EðiðtÞÞthen
15: RðiðtÞÞ =RðkÞ ∪ l;
16: EðiðtÞÞ =EðkÞ + EðlÞ;
17: end if
18: ifEðiðtÞÞ < tempthen
19: temp =EðiðtÞÞ and k′ = iðtÞ;
20: end if
21: end for
22: k = k′ and N =N ∪ fkg
23: end while
24: Let EðdðtÞÞ be the minimum of Eðdð1ÞÞ,⋯,EðdðTÞÞ
25:returnπ∗ =RðdðtÞÞ, Emin =Eðdðt:ÞÞ

Algorithm 1: EEDT-RL.

Table 2: Values of various parameters in simulations.

Parameter Value

Number of nodes (n) 10 ~ 30
Time period (T) 10 time slots

Energy for holding a message E0ð Þ 5 nJ/bit

Energy for receiver circuit Erxð Þ 180 nJ/bit

Energy for transmitter circuit etxð Þ 80 nJ/bit

Path attenuation factor αð Þ 2

Antenna output energy βð Þ 100 pJ/bit

Number of bits per message N 256 bytes

Maximum transmission range rmax 150m

Time discount rate ρ 0
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is equal to the number of spatial links in the space-time path,
while path reliability is the production of all links’ reliability,
which is defined in Subsection 3.2. We compare these per-
formance metrics with two common algorithms, which are
often employed for data transmission in mobility networks,
i.e., epidemic-based transmission and distance-based trans-
mission. These two common algorithms have many versions
in different literatures [3, 46]. In our simulation, we extract
the main idea of these two algorithms and make appropriate
modifications to fit the space-time graph model. In
epidemic-based transmission, the nodes carrying data packet
infect the nodes which do not receive the packet utilizing the
communication opportunity at each time slot, until the des-
tination node receives this packet. In distance-based trans-
mission, a node, which does not receive the packet, with
the minimum distance to the destination is selected as the
next forwarding node.

6.1. Simulations on EEDT-RL. In this simulation, we first
increase the number of nodes from 10 to 30 and keep

time period at 10 time slots. Figures 3(a) and 3(b) show
the variation trend of energy cost and transmission count
versus number of nodes. Before executing the proposed
EEDT-RL and two comparison algorithms, a sequence of
static topology graphs should be converted into a space-
time graph, as shown in Subsection 3.1. These algorithms
are implemented on 1000 various space-time graphs, and
in each space-time graph, one source-destination pair is
selected randomly. From Figure 3, the proposed EEDT-
RL has the minimum energy cost and the minimum trans-
mission count compared with the epidemic-based and
distance-based algorithms. Actually, EEDT-RL can select
better communication opportunities for data transmission
and hold data packet (do not transmission) for saving
energy when the communication opportunities is worse.
With the increase of number of nodes, the two metrics
of energy cost and transmission count are stable relatively
in EEDT-RL and distance-based algorithm, while these
two metrics are increasing rapidly in epidemic-based
algorithm.

x/m

y/
m

0
0

100

100

200

200

300

300

400

400

500

500

1

2

3

4

5

6

7
8

9

10

11

12

13

14

15
16

17

18

19

20

(a)

1

2

3

4

5
6

7
8 9

10

11

12

13

14

15

16

17

18

19

20

y/
m

0

100

200

300

400

500

x/m

0 100 200 300 400 500

(b)

1

2

3

4

5
6

7

8 9

1011

12

13
14

15

16

17

18

19

20

y/
m

0

100

200

300

400

500

x/m

0 100 200 300 400 500

(c)

1

2

3

4

5

6

7

8
9

10

11

12

13

14

15

16

17

18

19

20
y/

m

0

100

200

300

400

500

x/m

0 100 200 300 400 500

(d)

Figure 2: An example of topology evolutions at four consecutive time slots.
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The time period T is varied from 8 to 12 time slots to
study the impact of time period on energy cost and trans-
mission count. The curves of energy cost and transmission
count vs. time period are reported in Figures 4(a) and 4(b),
in which the number of nodes is 20. Similarly, the proposed
EEDT-RL generates the most energy-efficient space-time
path. From Figure 4(a), the energy cost decreases gradually
with the increase of time period in EEDT-RL; that is, a lon-
ger time period will induce a more energy-efficient data
transmission.

6.2. Simulations on EEDT-UL. For the unreliable link model,
the reliability probability of a spatial link is assigned a ran-

dom value from 0.6 to 1 in this simulation. We first investi-
gate the tradeoff between energy cost and path reliability of
the proposed EEDT-UL by varying the weight factor λ from
0.1 to 0.9. The time period and number of nodes are set as
T = 10 time slots and n = 20. Figures 5(a) and 5(b) plot the
curves of energy cost and path reliability vs. weight factor
λ, respectively. The link weight changes from 0.1 to 0.9,
reflecting the ever-increasing importance of energy cost in
data transmission. From Figure 5, the reduction of energy
cost comes at the expense of path reliability. We can see
the tradeoff between energy cost and path reliability via the
adjustment of weight factor λ. It should be noted that the
energy cost of the space-time path generated by EEDT-UL
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may not be the actual energy consumption. Because of the
unreliable links, the data transmission may fail, and a new
space-time path will be generated. If the path reliability is
high, the failure probability of data transmission is low,
and then the calculated energy cost is equal to the actual
value.

The metrics of energy cost and transmission count in
EEDT-UL are similar with these in EEDT-RL. Thus, we
study the path reliability in EEDT-UL in contrast to
epidemic-based and distance-based data transmission.
Figures 6(a) and 6(b) show the simulation results of path
reliability vs. number of nodes and time period, respectively.
Here, we set time period as 10 time slots in Figure 6(a),
number of nodes as 20 in Figure 6(b), and weight factor as
0.5 for both. From Figure 6, the proposed EEDT-UL has
the maximum path reliability compared with the two com-
mon algorithms.

7. Conclusions

In this paper, the energy-efficient data transmissions over
reliable links and unreliable links in mobility-aware wireless
networks are investigated. A sequence of network topologies
deduced by mobility prediction, each of which is usually dis-
connected, was modeled as a virtual space-time graph. Data
transmission problems over reliable links and unreliable
links on space-time graph were defined, in which a space-
time path with the minimum energy cost would be found.
Then, EEDT-RL was proposed to find the optimal space-
time path under the reliable link model. Under the unreli-
able link model, we developed a heuristic data transmission
method, named EEDT-UL, which could achieve the tradeoff
between energy cost and path reliability. The simulation
results showed that our proposed algorithms perform well
in terms of energy consumption and transmission count
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compared with some existing algorithms. Specially, we can
further improve the energy-efficiency of data transmission
by increasing the number of nodes and/or prolonging the
time period, due to that these ways could result in more
communication opportunities for selection.
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The development of 5G technology has brought about a new era of Internet of Thing (IoT), and at the same time, electromagnetic
spectrum monitoring and sensing have also ushered in huge challenges. Digital modulation recognition technology is an
important content of electromagnetic spectrum sensing. In the increasingly complex wireless communication transmission
environment, especially in noncooperative communication, it becomes more and more difficult to receive target signals and
accurately extract effective semantic information from diverse modulation signals of the electromagnetic spectrum. At this
stage, with the rapid development of network information and wireless communication technology, within a prescribed
distance, the IoT built by many sensors has attracted wide attention from people in related fields. This paper proposes a
distributed collaborative sensing spectrum semantic recognition architecture for communication signals based on feature
fusion. Perform wireless communication and transmission between multiple sensors to form a self-organizing network to
cooperatively sense signal semantic information, and extract the signal features of each sensor in the distributed network
structure. Finally, the extracted sensor features are semantically analyzed and modeled, and the effective features are fused to
complete the entire perception and recognition process. Even if the channel environment of a small number of receiving nodes
deteriorates in a complex transmission environment, the signal quality features can still be accurately extracted, the
classification and recognition effect like or higher than the best channel state performance can be achieved, and the fault
tolerance of the system can be effectively improved. It can also enhance the performance of spectral semantic information
sensing and recognition in the IoT environment.

1. Introduction

The rapid development of technology in the communication
field has opened a new era of IoT with the emergence of 5G
technology, followed by richer application scenarios and
increasingly complex electromagnetic environments, which
has brought spectrum monitoring management and electro-
magnetic spectrum sensing utilization huge challenge. In the
complex electromagnetic environment where everything is
interconnected, accurate perception of semantic spectrum
information and identification of signal modulation
methods can provide important information for communi-
cation networking, etc., thereby effectively improving spec-
trum utilization efficiency. Typical spectrum semantic

sensing and recognition (SMSR) methods are mainly divided
into traditional likelihood function-based decision-making
[1, 2], feature extraction-based pattern recognition [3, 4],
and other methods, as well as deep learning (DL) methods
that have emerged recently [5]. Traditional methods mainly
extract specific features manually, and the recognition effect
largely depends on manual experience, which leads to poor
recognition performance and fewer recognition types. With
the advent of AlphaGo in 2015, more and more researchers
are focusing on DL. It has achieved good results in classifica-
tion tasks with its outstanding feature extraction capabilities.
O’shea and West [6] built a simulated communication
model through GNU Radio and collected 11 communication
signals, using a Convolutional Neural Network (CNN) to
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extract signal features from In-phase and Quadrature (I/Q)
components. The DL method has no expert-derived fea-
tures, showing a great accuracy improvement over tradi-
tional statistical methods. Wu et al. [7] improved the CNN
and added a Long and Short-Term Memory (LSTM) struc-
ture, which improved the network’s feature extraction ability
for signal timing and increased the signal recognition accu-
racy to 80%. Wu et al. [8] combined the cyclic spectrogram
and constellation diagram and simulated it on the public
dataset. When the signal-to-noise ratio (SNR) is 0 dB, the
accuracy rate reaches 80% and the training time is short-
ened. In the next few years, researchers used more complex
DL architectures [9–13], using extracted feature inputs and
neural network pruning to improve operating efficiency.
With the increasingly complex electromagnetic environment
of signals, DL has gradually become the mainstream algo-
rithm in spectrum semantic sensing (SMS) and modulation
recognition algorithms relying on powerful feature extrac-
tion capabilities and robustness. Although communication
signal modulation recognition technology has gradually
matured and the results have become more abundant [14],
with the rapid development of wireless communication tech-
nology, signal transmission scenarios have become increas-
ingly diversified, and application requirements have
become increasingly updated [15], all of which promote
the improvement of modulation methods. Therefore, modu-
lation recognition technology always needs to be constantly
updated according to changes in application scenarios and
application requirements.

In the actual wireless communication environment, the
single-node SMS technology is easily affected by factors such
as multipath effects, hidden terminals, and path loss and
cannot obtain correct sensing results. At this stage, with
the rapid development of network information and wireless
communication technology, within a prescribed distance,
the IoT built by a large number of nodes has attracted wide
attention from people in related fields, and the number of
network devices and sensors deployed in the physical envi-
ronment is rapidly increasing. The increase also brings new
challenges to the wireless SMS and recognition, and the
research on the distributed network architecture [16] of the
combination of multiple receivers arises at the historic
moment. Distributed multisensor node wireless SMSR tech-
nology can be divided into data layer-based fusion, feature
layer-based fusion, and decision-making layer-based fusion
schemes. Zhang et al. [17] proposed that the automatic mod-
ulation recognition scheme based on multisensor signal
fusion can provide higher reliability than single-sensor sig-
nals. Dulek [18] proposed a classifier based on online and
distributed expectation maximization, which can achieve a
classification and recognition effect similar to the best chan-
nel state performance. Distributed recognition technology is
widely used in optical fiber vibration sensing recognition
[19, 20]; Sun et.al [21] developed an improved deep learning
method based on a serial fusion feature extraction model for
an optical fiber distributed vibration sensing system which
can automatically extract and identify effective features. Dis-
tributed fusion schemes based on the feature layer mostly
use artificial features to achieve [22–24], but in noncoopera-

tive communication scenarios, the received signal is usually
a weak signal, which makes it difficult to obtain accurate fea-
ture expression. Although the fusion scheme based on the
data layer can enhance the received signal strength to a cer-
tain extent, it is often necessary to perform centralized calcu-
lation and processing on the data of each node in the fusion
center, which causes the fusion center to be overloaded. The
distributed recognition architecture based on the decision-
making layer needs to clarify the influence factors of each
node on the final decision. Although the decision result
can improve the recognition performance, it needs to know
the prior information such as the SNR of the signal at the
receiving end of each receiver node. It is not conducive to
signal recognition in noncooperative communication sce-
narios. Therefore, in order to improve the performance of
spectrum semantic perception and recognition in complex
electromagnetic environments such as noncooperative com-
munication scenarios, this study uses the outstanding feature
extraction capabilities of DL methods to propose a distrib-
uted collaborative recognition scheme based on feature
fusion. The main contributions of this study are as follows:

(1) Build a distributed multisensor signal reception
scene, and set up a transmitter and multiple receiver
nodes for signal reception. Model the spectral
semantic information in distributed scenarios, and
simulate the transmission of communication signals
in different state channels through simulation exper-
iments. The specific scene settings are introduced in
the next section. In addition, the method proposed
in this paper can to a certain extent solve the prob-
lem of inability to perform accurate SMSR recogni-
tion modulation recognition in noncooperative
communication confrontation scenarios due to weak
received signals

(2) The use of DL algorithms is to realize the feature
semantic information extraction of multireceiver
node signals, the more accurate feature expression
can be obtained by fusion of multinode features’
semantic information, and the dimensionality reduc-
tion of the fused features is performed through the
classifier to complete the distributed and coordi-
nated communication signal recognition. It can
eliminate the uncertainty of communication signal
recognition caused by poor channel conditions to a
certain extent

2. Materials and Methods

Under the IoT, the rapid development and comprehensive
use of digital communication technology have brought huge
challenges to the task of electromagnetic spectrum sensing.
Recognition of communication signals, as one of the key
technologies for electromagnetic spectrum monitoring, is
of great significance in both military and civilian fields.
However, most of the current researches are limited to a sin-
gle node. Channel conditions and received signal strength
will directly affect recognition performance. A single node
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is affected by environmental changes and has poor fault tol-
erance performance, which leads to its signal recognition
effect; when the channel environment is poor, the effect will
be poor. With the development of wireless sensor networks,
spectral semantic sensing, signal estimation, and recognition
algorithms have received more and more attention. Distrib-
uted deployment of multiple sensors in the monitoring area
forms a wireless communication-based self-organizing net-
work system, which can realize multisensor collaboration
to sense the sensing objects in the detection area and finally
send the collected semantic information to the control cen-
ter for further processing. The use of multinode data fusion,
feature fusion, and other methods can greatly eliminate the
ambiguity of unknown signals. When the channel condi-
tions of a small number of sensor nodes deteriorate, the rec-
ognition probability can still be finally maintained. In this
study, the communication signal features extracted by each
sensor node are fused, and the fused features’ semantic
information is used to identify the signal modulation mode,
to complete the identification process of the entire distrib-
uted algorithm. Figure 1 shows the distributed cooperative
signal sensing and recognition framework based on feature
fusion in this study, which can be divided into three mod-
ules, the distributed signal receiving module, the CLDNN
feature semantic extraction module, and the fusion classifi-
cation and recognition module.

The specific process is shown in Algorithm 1

2.1. Distributed Signal Reception. Through the research and
development of networking information systems and auton-
omous sensing and intelligent information equipment, the
electronic equipment system is developing towards decen-
tralization, networking, and distributed coordination, which
greatly improves the level of electronic warfare. The network
communication system based on the distributed concept is
promoting the development of combat intelligence. The dis-
tributed scenario of this study is shown in Figure 2.

In the distributed scenario built in this paper, there are
one transmitter and multiple receivers. The number of
receivers needs to be determined according to the actual
scene requirements, and different numbers of receivers often
affect the final recognition performance. The transmitting
end signal transmits the communication signal to each
receiving end through different channels. After the signal
features of each receiver are extracted, the features semantic
information of different receivers can be analyzed and fused
in the fusion classification center.

In the signal receiving module, the receiver converts the
received signal into a baseband modulated signal through
digital downconversion and other processing. The signal
model received by each signal in the AWAG channel can
be expressed as

xk nð Þ = hks nð Þ + noise, n = 1, 2,⋯,N: ð1Þ

Among them, sðnÞ is the signal sequence sent by the
transmitter, hk represents the channel coefficient, xkðnÞ is
the signal at the receiving end, and noise is Gaussian white
noise. However, due to the influence of distance and other

factors in actual signal transmission, the signals of different
receiver nodes have different delays and other factors. It
can be further expressed as

xk nð Þ = hks n −Dkð Þ + noise, n = 1, 2,⋯,N , ð2Þ

where Dk represents the channel transmission delay of
the kth receiver. The received signal quality of different
receivers mainly depends on hk and Dk.

For the popular digital receivers on the market, espe-
cially the software radio platform (SDR), the received com-
munication signal is often a baseband I/Q complex
sequence. Therefore, it is very necessary to start with the
baseband I/Q data to perform modulation recognition on
the signal. In this study, a vector is used to represent the
received complex signal sequence with noise, and the signal
model received by the kth receiver can be expressed as

Xk = x 1ð Þ, x 2ð Þ,⋯, x nð Þ½ �, n = 1, 2,⋯,N: ð3Þ

Feature extraction is performed on the received signals
of each receiver node and then sent to the fusion classifica-
tion center for fusion analysis and modeling of feature
semantic information to further complete the recognition.

2.2. Feature Extraction and Analysis. In recent years, DL
methods have stood out among many machine learning
methods by their neural network architecture, algorithms,
and optimization technologies. They have been widely used
in machine vision and speech recognition and have achieved
a series of breakthroughs. DL is a method that effectively
uses a data-driven approach to extract features and accu-
rately identify it. Compared with manual feature design
and extraction, DL algorithms can effectively extract the
shallow features and implicit features of the data, while also
saving time. The natural attributes of big data in the com-
munication field have led scholars to explore the possibility
of applying DL to the communication field, such as the use
of deep neural networks for modulation recognition and
radar waveform recognition. Therefore, this study will also
use the method based on DL for the feature extraction of
the distributed collaborative recognition of communication
signals.

CNN is mostly used in the field of image processing. In
recent years, they have also been widely used in the field of
communication for automatic modulation recognition of
signals. The convolutional layer extracts the local features
of the data through the convolution kernel; the LSTM net-
work is a special recurrent neural network designed to avoid
long-term dependence problems. The difference between the
deep neural network (DNN) and recurrent neural network
(RNN) and CNN is that DNN specifically refers to a fully
connected neuron structure and does not include convolu-
tional units or temporal associations. It can convert the
extracted features into a feature space making the output
easier to classify.

CNN is good at reducing frequency changes, LSTM is
good at time modeling, and DNN is suitable for mapping
features to more separable spaces. Therefore, CNN, LSTM,
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and DNN are complementary in modeling capabilities. Sai-
nath et al. [25] use the complementarity of CNN, LSTM,
and DNN to build a CLDNN network model for speech sig-
nal recognition, which has an improved effect compared to
the three models used alone. There is a natural similarity
between speech signal and communication signal, or it can
be said that speech signal is a kind of communication signal.

In terms of data representation, it is a discrete correlation
sequence in the time domain, but the digital modulation sig-
nal data is included in natural language processing. In addi-
tion to the same information that it carries, the more
important thing is its modulation information. Different
from natural language processing, its modulation informa-
tion is only related to the current symbol and a few adjacent

x (N)
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x (2)

...

...

...

...

Re (x (1),...x (N))
=

Im (x (1),...x (N))
xIQ

DNNCNN LSTM
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Distributed signal reception CLDNN feature extraction Fusion and classification

ClassifierFusion
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Receiver 1
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Figure 1: Distributed cooperative signal recognition framework based on feature fusion. This framework includes a distributed signal
reception module, a CLDNN feature extraction module, and a feature fusion and classification module.

Multireceiver distributed collaborative identification process
Step 1: Signal reception: the data received by each receiver is a baseband modulated complex sequence of length N, Xk = ½xð1Þ, xð2Þ,
⋯, xðNÞ�;
Step 2: Signal preprocessing: extract the real and imaginary parts of the complex baseband signal sequence as I and Q channels:

Xk = Re ðXkÞ + j ⋅ Im ðXkÞ = Ik +Qk;

Will be stored as a two-dimensional matrix: Xk
IQ =

Re ½xð1Þ,⋯, xðNÞ�
Im ½xð1Þ,⋯, xðNÞ�

 !
;

Step 3: Feature extraction: input the processed data of each node into the feature extraction network for training, map the data to the
high-dimensional feature space, and extract the feature vector after training;
Step 4: Feature fusion: fusion of the feature vectors of different receivers in step 3, dimensionality reduction processing of high-
dimensional features, retaining the main features with differences, removing redundant features, and obtaining the fused feature
vector;
Step 5: Classification output: send the fused feature vector to the classifier for classification and recognition, and output the recogni-
tion result.

Algorithm 1: Multireceiver distributed collaborative identification process.

Transmitter
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Receiver 3

h1

h2

h3

Signal transmission link

Fusion
classification

center

Extract feature 2
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Figure 2: Distributed signal transmission. This scene includes one signal transmitter and multiple signal receivers (the number of receivers
can be set according to the actual scene; this figure sets three for illustration). Parameter h represents the transmission parameters in each
channel.
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symbols, not a real-time sequence. With obvious timing fea-
tures, this paper builds a CLDNN network model that is
more suitable for signal modulation recognition based on
[21] for feature extraction. Its structure is shown in Figure 3.

In traditional feature extraction methods, only one chan-
nel of I/Q data is usually used for processing. In order to
fully extract the subtle features’ semantic information of
the received signal, this study converts the received complex
number sequence into I/Q two channels of data:

Xk = Re Xkð Þ + j ⋅ Im Xkð Þ = Ik +Qk, ð4Þ

where Ik is the real part of the complex modulated signal
and Qk is the imaginary part. The I/Q two-way data is stored
as a two-dimensional matrix as the input of the feature
extraction network, that is, Input = ½N × 2�, where N is the

signal length, as shown in

Xk
IQ =

Re x 1ð Þ,⋯, x Nð Þ½ �
Im x 1ð Þ,⋯, x Nð Þ½ �

 !
: ð5Þ

Input the two-dimensional matrix sequence of the digital
modulation signal into the CNN network, and complete the
feature extraction and dimensionality reduction at this stage
after convolution and pooling operations. To adapt to the
features of the input I/Q sequence, this study uses the one-
dimensional convolution kernel commonly used in
sequences to replace the traditional two-dimensional convo-
lution kernel to extract features, as shown in Figure 4, and
the expression of the one-dimensional convolution kernel

CNN CNN Linear
layer LSTM LSTM DNN DNN... ... ...

CNN LSTM DNNInput Output

Max pooling1D

Pool_size=2 
Strides = 2

Conv1d
Conv 1⁎3
strides = 1

ReLu

Units = 20
Return_sequences =

true

Dense 128
Dropout 0.5

ReLu

X
k
IQ Feature

vector

Figure 3: CLDNN feature extraction structure. The network contains 7 CNN layers, two LSTM layers, and two DNN layers.

One-dimensional
conv direction

Width

Length

Batchsize

Figure 4: One-dimensional convolution diagram.

Table 1: LSTM and DNN network parameter settings.

Input: CNN feature (ℝM×512)
Layers Kernel parameters Output shape

LSTM Units = 20 (None, M, 20)

LSTM Units = 20 (None, 20)

Dense+ReLU 128 (None, 128)

Dropout 0.5 (None, 128)

Dense+ReLU 128 (None, 128)

Dropout 0.5 (None, 128)

Output: CLDNN feature (Dimension = 128)

Table 2: Simulation parameter setting.

Dataset parameter setting
Modulation
types

8 classes (BPSK, QPSK,8PSK, 16PSK, 16QAM,
64QAM, 256QAM, PAM4)

Sample rate and
length

100 kHz and 1024

SNR (dB) range -20 : 2 : 18

Training dataset 6400 × 1024 × 2 (6400 instances)

Test dataset 1600 × 1024 × 2 (1600 instances)
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is shown in

yj
l = f 〠

Mj

i=1
ωi,j × xi

l−1 + bj
l

0
@

1
A, j = 1, 2,⋯,N , ð6Þ

where yj
l is the first feature of the layer, ωi,j is the weight

value of the j feature of the i layer, bj
l is the offset of the j fea-

ture in the l layer, N is the number of feature maps in the l
layer,M represents the size of the one-dimensional convolu-
tion kernel, f ð·Þ represents the activation function, and f ð·Þ
=max ð0, ·Þ. In this study, the main features of the modu-
lated signal are extracted by 7 layers of convolution kernels
with a size of 1 × 3. The number of convolution kernels are
64, 128, 128, 256, 256, and 512, respectively.
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Figure 5: Comparison of classification performance of different network models. The experimental results are based on the
RadioML2016.10a dataset.
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To reduce the size of the model and increase the calcula-
tion speed, this study uses a one-dimensional maximum
pooling method with a step size of 2 to downsample the con-
volutional feature map. It should be referred to as

yj
l = f down yj

l−1
� �� �

: ð7Þ

Among them, yj
l and yj

l−1 represent the feature map of
the l and l − 1 layer, respectively, and downð·Þ represents
the downsampling.

After the input data vector N × 2 is convolved and
pooled, the feature space at this time can be expressed as
ℝM×512. The long input information is converted into a
shorter high-level feature sequence as the input of the LSTM
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(b) 7 receivers cooperatively identify confusion matrix under -4 dB

Figure 6: Feature fusion recognition performance of different numbers of receivers: (a) the accuracy change curve of a single receiver and
different numbers of receivers under cooperative recognition at -14-14 dB and (b) the effect of cooperative recognition by 7 receivers under
-4 dB.

7Wireless Communications and Mobile Computing



module, using its features to learn the features of several
adjacent symbols and input into the DNN network module,
and the extracted features are mapped to a feature space that
is easier to separate, and the final feature vector is obtained.
The LSTM and DNN network parameter settings are shown
in Table 1.

2.3. Fusion and Classification. The previous section intro-
duced how to extract the features of the digital modulation
signals of different receiver nodes. In order to make full
use of the semantic information of different receivers in
the communication network and further improve the accu-
racy of signal recognition, next, this section will introduce
how to fuse feature semantics and collaborative identifica-
tion of data from different receiver nodes.

Feature-level fusion refers to a fusion method that is
completed by integrating or combining features from all
nodes. Its purpose is to use the complementarity of each sin-
gle node semantic information to synthesize the extracted
features into a feature that is more discriminative than the
input feature.

This study uses the aforementioned method to complete
the feature extraction of the received data and finally extracts
128-dimensional features for each receiver node’s data as the
feature vector of the signal sequence of the node, and the
resulting fusion feature vector is as follows:

Ffusion = F1 X1
IQ� �

⊕ F2 X2
IQ� �

⊕⋯ ⊕ Fk Xk
IQ� �

: ð8Þ

Among them, Ffusion represents the feature vector after
fusion, the size of each sample is 1 × 128, Fkð·Þ represents
the data feature vector of each receiver obtained using the
feature extraction method in this study, and ⊕ represents
the fusion operation on the feature vector of each node,
and the size of the fused feature vector is 1 × ð128 ∗ kÞ.

After extracting effective feature vectors from single-
node receiver data and analyzing them, perform feature vec-
tor fusion on multinode feature data. The obtained feature
fusion vector can reduce the influence of channel quality
and signal strength on the extracted features and can repre-
sent more modulation information about the signal than the
vector extracted by a single node. But at the same time, mul-
tiple nodes also increase the complexity of problem analysis.
Therefore, it is necessary to process the fusion features, so as
to reduce the feature parameters while retaining the effective
features to the greatest extent and complete the comprehen-
sive analysis of the feature data. In summary, it is necessary
to reanalyze the closely related feature parameters, eliminate
redundant feature quantities, and finally realize the informa-
tion contained in each feature with fewer comprehensive
feature parameters. This study uses the same network model
for feature extraction on different receiver node data, so the
Principal Component Analysis (PCA) algorithm, which is
often used in high-dimensional vector analysis, is used to
process the fused feature data.

Assuming that the number of receiver nodes is k, the fea-
ture of each node has a dimension of m, the data of each
node can be expressed as X1, X2,⋯, Xk, the data feature of

each node can be expressed as Xk = ½x1k, x2k,⋯, xmk,�T ,
and the error in the sample mapping process can be
expressed as

error = 1
k
〠
k

i=1
Xi − Xmap

i�� ��2: ð9Þ

Among them, Xi
map represents the new feature after

mapping, and the dimension remains unchanged. The pro-
cess of PCA is as follows.

(1) Feature normalization

Normalize the training samples to obtain the training
parameters and then normalize the test samples.
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Figure 7: Recognition results under different SNRs (take the SNR
of receiver 1 as the abscissa).

70

80

90

100

30
–20 –15 –10 –5 0

SNR (dB)

5

Receiver 1
Receiver 2

Receiver 4
Receiver 5
5 Receivers fusion

10 15

40

50

60

Ac
cu

ra
cy

 (%
)

Receiver 3

Figure 8: Comparison of collaborative recognition effect between
different receivers and multireceivers.

8 Wireless Communications and Mobile Computing



0

25

75

125

175

BPSK

QPSK

8PSK

16PSK

16QAM

64QAM

256QAM

PAM4

Predicted label

BPSK
QPSK

8P
SK

16
PSK

16
QAM

64
QAM

25
6Q

AM
PA

M4

50

100

150

200

Tr
ue

 la
be

l

(a) Receiver 1
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(b) Receiver 3

Figure 9: Continued.
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(c) Receiver 5
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(d) 5 receivers fused

Figure 9: Recognition confusion matrix of different receivers under 0 dB. (a) is the recognition effect of receiver 1, receiver 1 is the
transmission situation with the worst channel condition, (b) is the recognition effect of receiver 3, and (c) is the recognition effect of
receiver 5. Receiver 5 is the best channel transmission situation, and (d) is the effect of collaborative identification by 5 receivers.
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(2) Calculate the covariance matrix of the sample

Cov = 1
k∑m

i=1 Xi� �
· Xi� �T : ð10Þ

Use the singular value decomposition method to calcu-
late the eigenvalues and eigenvectors of the covariance
matrix:

U , S, V½ � = SVD Covð Þ, ð11Þ

wherein U is a dimensionality reduction matrix, which
means that all the eigenvectors corresponding to the covari-
ance matrix correspond to the eigenvalues one-to-one, and
its dimension is m ∗m, and if the first d column of the
matrix is selected, the sample features will be reduced to d
dimensionality.

(3) Dimensionality reduction analysis

All nodes’ data samples can be expressed as X = ½X1, X2

,⋯, Xk�, and the dimensionality reduction feature matrix is
obtained according to the rules shown below:

Z = X ·Ud: ð12Þ

Among them, the dimension of X is k ×m, and the
dimension Ud is m × d; then, the matrix Z dimension after
dimensionality reduction analysis is k × d. The size of the
dimensionality reduction error mainly depends on the selec-
tion of d. The larger the value of d, the more the feature vec-
tors in the representation of U , which can retain the features
of the original features, and the smaller the error, but the
redundant features will also be retained, and the amount of
calculation will also be reduced. To retain the system’s 99%
uncertainty, the determination of the d can refer to

1/k∑k
i=1 Xi − Xmap

i
�� ��2

1/k∑k
i=1 Xi
�� ��2 ≤ 0:01: ð13Þ

Through the above steps, the eigenvalues of the principal
components can be determined, and the new feature space

after dimensionality reduction and the new fusion feature
vector can be obtained.

The feature vector after the dimensionality reduction
process reduces the redundancy of the feature semantics
and retains the main semantic information. At this time,
the feature vector dimension becomes 30. Input the fused
dimensionality reduction feature vector into the classifier
for classification. Then, the modulation method of the cur-
rent sample can be obtained.

In machine learning, the function of the classifier is to
judge the class to which a new observation belongs on the
basis of the labeled training data. In this paper, after extract-
ing the data features of different nodes through the deep
learning model, the classifier can be used to complete the
category judgment of the unknown sample data. Commonly
used classifiers generally include K-nearest neighbors
(KNN), decision tree classifiers, and support vector
machines (SVM). SVM cannot rely on statistical methods,
thus simplifying the usual classification and regression prob-
lems, and can find key samples that are critical to the task, so
this method is used in this paper for the final classification
and recognition.

3. Results and Discussion

3.1. Experimental Dataset. In this section, a number of
experiments are carried out to evaluate the performance of
this model and algorithm. The dataset used in the experi-
ment is generated by simulation, and its parameters are
shown in Table 2. In actual communication scenarios, low-
order modulated signal features are easier to extract, but
high-order modulated signals are usually used in practice.
Recognize modulation modes including confusing modula-
tion mode signals as dataset Φ. Each modulation type under
each SNR includes 1000 instances, 80% of which are selected
as the training set and 20% as the test set.

Φ = BPSK, QPSK, 8PSK, 16PSK, 16QAM, 64QAM, 256QAM, PAM4f g:
ð14Þ

3.2. Experimental Settings

3.2.1. Comparison of Feature Extraction Network Models. All
experiments in this study are carried out in the TensorFlow
framework, and the GPU accelerator used is GeForce RTX
2060. In all simulation experiments, the training model
adopts the adaptive moment estimation optimizer, and the
learning rate is set to 0.0001 to evaluate the training param-
eters. In order to prevent overfitting, this paper adds an early
stop mechanism during the training process. When the loss
function is iterated 30 times and when it is not falling, it can
be considered that the model training is completed and
tested.

To verify the effectiveness of the feature extraction mod-
ule in this study, several different network models are
trained and tested on the RadioML2016.10a dataset. The test
results are shown in Figure 5.

As can be seen from Figure 5(a), on the open-source
dataset RadioML2016.10a dataset, the CLDNN network

Table 3: Parameter settings for the new dataset.

Parameter Dataset 1 Dataset 2

Path delays 0 1e − 4½ � 0 1e − 5½ �
AveragePathGains [1 4] [-3 3]

MaximumDopplerShift (Hz) 20 10

Phase offset (degree) [-90 90] [-90 90]

Frequency offset (Hz) [0 100] [0 100]

Fading model Jakes Jakes

Rician K-factor 3 3

SNR (dB) -20 : 2 : 20 -20 : 2 : 20
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model (CLDNNnet) network exhibits the best recognition
performance. In terms of parameters, it can be seen from
Figure 5(b) that ResNet and CLDNNnet have the least
amount of network parameters, saving computing resources,
and CLDNNnet is better than ResNet in terms of recogni-
tion performance. Therefore, considering comprehensively,
the subsequent experiments in this paper extract different
node features through the CLDNNnet.

3.2.2. Distributed Collaborative Recognition Results and
Analysis. In the actual sensor network, due to the influence
of factors such as the transmission distance and the distribu-
tion location of the monitoring nodes, the signal energy and
quality at each receiving node are different. In the simulation
experiment environment, it is mainly reflected in the differ-
ent SNR of the received signal of each node. Therefore, in
this experiment, each channel is set to be independent, and
the signal quality of different receivers under different chan-
nel state transmission conditions is simulated with different
sizes of Gaussian white noise. The experimental verification
is divided into the following two cases:

(a) Keep the average SNR of each node the same, and
test the recognition effect of feature fusion of differ-
ent numbers of receiver signals

(b) Node 1 represents the node with the worst channel
quality, and its SNR, namely, SNR1 varies from -20
to 12 dB, and the remaining nodes increase by 2 dB

on the basis of node 1, namely, SNR2 = SNR1 + 2,
SNR3 = SNR1 + 4, ….

Figure 6(a) illustrates the recognition performance of
different numbers of receivers under the same average
SNR. It can be seen from the figure that with the increase
in the number of receivers, the recognition effect after fea-
ture fusion is continuously improving. The recognition per-
formance is improved significantly under the low SNRs. In
the case of 7-receiver cooperative recognition, the average
recognition accuracy of the 8 kinds of modulated signals
can reach 81.3% at -4 dB, which is nearly 10% higher than
the single-receiver recognition accuracy. This is conducive
to realize modulation recognition of weak and poor-quality
communication signals in noncooperative communication
scenarios. It can be seen from the confusion matrix in
Figure 6(b) that the recognition error mainly comes from
the confusion of 8PSK and 16PSK, 16QAM, and 64QAM
which have similar features.

Under the setting of experiment (b), the variation curve
of the cooperative recognition accuracy rate of different
numbers of receivers under -20-12 dB is shown in Figure 7.
With the increase in the number of receivers, the accuracy
rate is continuously improving, and the improvement is
obvious when the SNR is low. It can be found from
Figure 8 that in the signal transmission process of different
channels, under the conditions of low SNR or high SNR,
the fusion node identification effect always tends to identify
the receiver node with the highest performance. In a
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(b) Recognition of fusion-four under 8 dB

Figure 10: Recognition performance under different channel conditions. In (a), fusion-four is the variation curve of the cooperative
recognition results of four receivers with different channel transmission status with SNR. Fusion-two represents the variation of the
cooperative recognition results of receivers 1 and 2 with poor channel conditions.
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distributed sensor network, the fusion recognition of the fea-
tures of different receiver nodes can eliminate the ambiguity
of unknown signals to a great extent. When the condition of
the transmission channel of a small number of signals dete-
riorates, it can still maintain a high recognition probability
in the end.

In Figure 9, receiver 1 is the transmission with the worst
channel conditions. The recognition accuracy rate under
0 dB is only 77.31%. There is serious aliasing between
8PSK and 16PSK and between 16QAM and 64QAM. A good
receiver 3 still has a serious aliasing phenomenon between
16QAM and 64QAM. This is because despite the improved

channel conditions, for signals with similar characteristics,
the model is still unable to accurately discriminate between
confusing samples. In receiver 5, due to good channel condi-
tions and high received signal quality, an average recogni-
tion accuracy rate of 99.3% is achieved at 0 dB. In spite of
the poor channel conditions, the average recognition accu-
racy rate of 0 dB still reaches 99.44% when five receivers
are cooperatively recognized, and there is basically no recog-
nition confusion. The distributed architecture of the sensor
network uses the complementarity of the data features of
each receiver to synthesize the extracted features into a fea-
ture that is more discriminative than the input feature,
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Figure 11: Feature cluster visualization.
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thereby greatly improving the recognition effect in harsh
environments without affecting performance of other
receivers.

3.2.3. Comparison of Different Channel Transmission
Conditions. In actual signal transmission on different chan-
nels, different magnitudes of frequency offset, phase offset,
multipath fading, etc. are often generated. In order to further
explore the identification method of distributed multirecei-
ver node feature fusion in different channel environments,
on the basis of the above dataset, different degrees of fre-
quency offset, phase offset, and multiple fading delays are
added to affect the channel. In order to facilitate compari-
son, experiments are carried out by adding noise of the same
magnitude to each node. The parameters of the further gen-
erated dataset are shown in Table 3.

Datasets 1 and 2 are generated by simulation in Rayleigh
fading channels. By adding different degrees of fading coef-
ficients and delays, the situation of receivers placed at differ-
ent distances from the transmitter is further simulated,
representing the signals at both ends of receivers 1 and 2,
respectively. In addition, two datasets with only frequency
offset or phase offset are set as the channel simulation with
better transmission status, receiver 3 and receiver 4,
respectively.

Although there are a few cases of severe channel deteri-
oration in the distributed system architecture, the recogni-
tion performance has been improved after fusion, and the
result after fusion always tends go to the node with the best
performance. Even compared to the best receiving node,
there is still a certain degree of improvement. As shown in
Figure 10, the recognition performance of receiver 1 and
receiver 2 is very unsatisfactory compared with receivers 3
and 4, but the fusion effect is significantly improved.

The extracted features of different receiver signals are
visualized after dimensionality reduction, and the effect of
feature extraction can be further observed. The effect of data
feature visualization under 8 dB is shown in Figure 11.
Because the transmitter signal is transmitted in a complex
channel environment, it is affected by a variety of factors,
resulting in poor signal quality received by receivers 1 and
2 and difficulty in feature extraction. In Figures 11(a) and
11(b), it can be found that the signal features of the two have
serious aliasing phenomenon, and the clustering effect is
poor. It is difficult to obtain accurate feature expressions,
resulting in poor classification and recognition performance.
When the features of the two nodes are fused, there is still
serious aliasing, and it is difficult to achieve better recogni-
tion results, as shown in Figure 11(c). But when the signal
features of the receiving end with better transmission are
added, as shown in Figure 11(d), there is basically no
aliasing. The signal features of each modulation type can
be clearly distinguished, and the signal features of the
same modulation are strongly aggregated, so that better
recognition results can be achieved. This experiment fur-
ther illustrates that although the distributed collaborative
recognition framework based on feature fusion can
improve the signal recognition performance to a certain
extent, when the signal transmission channels are severely

deteriorated, the recognition performance will not be
greatly improved.

4. Conclusions

Aiming at the problem that it is difficult to accurately extract
signal features and perception signal semantic information
from complex channel transmission in noncooperative com-
munication scenarios, this paper uses the excellent feature
extraction performance of DL algorithms to propose a rec-
ognition architecture for multisensor distributed cooperative
sensing spectrum semantics based on feature fusion. The
distributed wireless sensor network monitors the electro-
magnetic spectrum to realize the semantic information of
wireless communication signals. The simulation experiment
proves that the distributed collaborative sensing and recog-
nition architecture in this paper can solve the problems of
single-node signal transmission, which is difficult to accu-
rately analyze the spectrum semantic information under
complex channel conditions, poor adaptability to the envi-
ronment, and low recognition performance. In particular,
in the confrontation scenario of noncooperative communi-
cation, the algorithm in this paper is more conducive to
the feature extraction of weak signals and realizes spectral
semantic perception and recognition. However, this solution
still cannot guarantee a good recognition effect in a more
complex communication signal transmission environment
with higher recognition accuracy requirements. Since the
datasets in this experiment are all generated under simula-
tion conditions, in order to further verify the effectiveness
of the algorithm, the next research will be applied to the per-
ception recognition of the measured datasets on this basis. In
addition, this paper realizes the fusion scheme based on the
feature layer. How to coordinate the recognition of the data
layer, feature layer, and decision layer without increasing the
data computing load is an important research direction.
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Erasure coding has been widely deployed in today’s data centers for it can significantly reduce extra storage costs while providing
high storage reliability. However, erasure coding introduced more network traffic and computational overhead in the data update
process. How to improve the efficiency and mitigate the system imbalance during the update process in erasure coding is still a
challenging problem. Recently, most of the existing update schemes of erasure codes only focused on the single stripe update
scenario and ignored the heterogeneity of the node and network status which cannot sufficiently deal with the problems of low
update efficiency and load imbalance caused by the multistripe concurrent update. To solve this problem, this paper proposes a
Load-Aware Multistripe concurrent Update (LAMU) scheme in erasure-coded storage systems. Notably, LAMU introduces the
Software-Defined Network (SDN) mechanism to measure the node loads and network status in real time. It selects
nonduplicated nodes with better performance such as CPU utilization, remaining memory, and I/O load as the computing
nodes for multiple update stripes. Then, a multiattribute decision-making method is used to schedule the network traffic
generated in the update process. This mechanism can improve the transmission efficiency of update traffic and make LAMU
adapt to the multistripe concurrent update scenarios in heterogeneous network environments. Finally, we designed a prototype
system of multistripe concurrent updates. The extensive experimental results show that LAMU could improve the update
efficiency and provide better system load-balancing performance.

1. Introduction

The scale of the distributed storage system is rapidly expand-
ing to deal with the proliferation of the global datasphere.
Meanwhile, the node failures and data loss caused by various
reasons are increasing, such as system crashes, natural disas-
ters, hacker attach, and power outages [1–3]. To avoid irre-
versible losses caused by these threats and improve the
reliability of the storage system, the redundancy mechanism
is indispensable in data centers. The two most typical redun-
dancy mechanisms are replications and erasure coding. Rep-

lications copy each chunk of original data to other storage
devices to improve the system redundancy. However, it con-
siderably incurs extra storage costs, especially in today’s data
scale explosion and growth. As another alternative, erasure
coding can provide better storage efficiency via encoding com-
putations, meeting the same degree of fault tolerance as repli-
cations [4]. Specifically, erasure coding divides the original
data into several data chunks, and then, these data chunks
are encoded into a few redundant chunks (also called parity
chunks). These data chunks and parity chunks together form
an erasure-coding stripe. When data failure occurs, as long
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as the number of failed chunks does not exceed the recovery
threshold, the lost chunks can still be recovered from the living
chunks. Since the erasure coding can significantly reduce the
extra storage cost while providing high storage reliability, it
has been widely deployed in today’s data centers, such as Face-
book [5], Azure [6], and Google GFS [7].

However, while providing high reliability with less extra
storage cost, erasure coding introduces more network traffic
and computation overhead during the data update process.
When the data chunk is updated, all the parity chunks in the
same stripe should be updated simultaneously to maintain
the consistency of the stripe, which boosts the disk I/O load
and the update time. In addition, various real trace analyses
show that over 90% of writing in the storage system is data
update [8–10], indicating that data update is prevalent. If the
data failure occurs during the update process, the system can-
not recover the failure data correctly. Therefore, the update
efficiency of erasure coding affects not only the performance
but also the reliability of the distributed storage system.

There are two major challenging factors impacting the
erasure-coding update. Challenge 1 is the heterogeneity of
the storage node and network status. For example, the stor-
age nodes purchased in different periods during the expan-
sion of storage system have different performance [11, 12].
Meanwhile, these storage nodes may also be processing var-
ious tasks in real time, such as MapReduce [13] and system
heartbeat and data migration [14], making the status of net-
work links dynamic and heterogeneous. In this case, the
computational load and traffic caused by the update may sig-
nificantly impact the system performance and reduce the
update efficiency. Challenge 2 is the multistripe concurrent
update. Due to the potential correlation between the data
of each stripe [15, 16], the update of one erasure-coding
stripe will result in the contemporary update of multiple cor-
relation stripes [15], which amplifies the node load and the
update time. Therefore, how to improve the update effi-
ciency of erasure code storage and guarantee the system load
balance is still a critical problem. However, the existing
update scheme ignores the node and network heterogeneity
and only focuses on the single stripe update scenario, which
cannot sufficiently deal with the problems of update effi-
ciency declines and system load imbalance caused by the
multistripe concurrent update.

This paper proposed a Load-Aware Multistripe con-
current Update (LAMU) scheme. As we will explain in
Section 3, LAMU adopts a centralized update architecture
in which the data update is divided into the data-delta
convergence, parity-delta computation, and parity-delta
divergence. The centralized update architecture can miti-
gate the system overhead by preventing the separate con-
nection between the data node and the parity node.
Firstly, we introduce Software-Defined Networking (SDN)
to measure and collect node load information (such as
CPU utilization, residual memory, disk I/O load, and node
access bandwidth) and network status (such as network
topology, link residual bandwidth, and link transmission
delay) in real time. Secondly, based on the node load
information, we select the nonrepetitive computing nodes
with a lower load for each update stripe. Finally, the TOP-

SIS method is used to tailor the best path for data-delta
convergence and parity-delta divergence for each update
stripe. The decision-making factor uses diverse weights
for different network load scenarios so that LAMU could
be suitable for various environments.

The main contributions of this paper can be summarized
as follows:

(1) Aiming to solve the problem that existing research
cannot sufficiently deal with the efficiency decline
of multistripe concurrent updates, this paper first
establishes the optimization model of multistripe
updates with multiple QoS constraints in the hetero-
geneous environment. The update efficiency can be
improved by minimizing the cumulative weighted
update delay of multistripe updates and balancing
the link utilization. To the best of our knowledge,
this is the first work attempt to improve the effi-
ciency of multistripe concurrent updates with multi-
ple QoS constraints

(2) This paper introduces SDN to perceive the node load
status and network status of the erasure-coded stor-
age system in real time and proposes a Load-Aware
Multistripe concurrent Update (LAMU) scheme.
LAMU selected the nonrepetitive computing nodes
with better capacity for each update stripe. Then,
the TOPSIS method is used to schedule the update
traffic generated in the update process to improve
the efficiency of multistripe updates. As far as we
know, this is the first work that considers the hetero-
geneity of nodes and network status simultaneously
during the erasure-coding update process

(3) We designed a prototype system of multistripe con-
current updates based on Containernet [17] to verify
the effectiveness of LAMU. The extensive experi-
mental results show that LAMU could improve the
erasure-coding update efficiency and maintain better
system load balancing

The rest of this paper is organized as follows: Section 2
presents the background and related work of the erasure-
coding update. Section 3 describes the multistripe update
problem in the erasure-coded system and provides the opti-
mization model. Section 4 introduces the details of our
LAMU scheme. We conduct extensive experiments to evalu-
ate LAMU in Section 5. Section 6 concludes this paper.

2. Background and Related Work

2.1. Basics of Erasure Coding. In this paper, we concentrate
on a well-known erasure code called the Reed-Solomon
(RS) codes [18], which are widely used in today’s commer-
cial data centers [7]. To be precise, the system configures
the RS codes with two parameters k and r and denote the
code by RS ðk + r, kÞ codes. In RS ðk + r, rÞ codes, the origi-
nal data D are divided into k data chunks fd1, d2,⋯, dkg,
and these k data chunks are encoded to r parity chunk s f
p1, p2,⋯, prg through the linear operation of equation (1).
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These k + r chunks distributed in different nodes of the stor-
age system form an erasure code stripe S.

pi = 〠
k

j=1
ci,j ∗ dj, ð1Þ

where ci,j is the conversion coefficient from dj to pi, 1 ≤ i
≤ r, 1 ≤ j ≤ k. According to the linear characteristics of equa-
tion (1), as long as the number of surviving chunks in the stripe
is larger than k, any k chunks can reconstruct the whole stripe.

Figure 1 depicts the process of encoding, updating, and
decoding of RS ð9, 6Þ. First, the system divides the original
data D into 6 data chunks fD1,D2,D3,D4,D5,D6g, and the
data chunks are encoded by equation (1) to get 3 parity
chunks fP1, P2, P3,g; these 9 chunks form an erasure code
stripe. When the data chunk D6 is updated to D6 ′, the 3 par-
ity chunks will be synchronously updated to fP1 ′, P2 ′, P3 ′g.
In decoding, through the linear operation of equation (1),
the whole stripe can be reconstructed from any 6 surviving
chunks (such as fD1,D2,D3,D4,D5, P1 ′g).

As we can see from Figure 1, in the data update process
of erasure coding, when the data chunk is updated, all the
parity chunks in the same stripe must also be updated simul-
taneously to maintain the consistency of the stripe. Based on
whether the complete data chunks need to be transmitted,
there are 2 classes of update framework: full-stripe update
and delta-based update. In the full-stripe update, the data
chunk Dj (where 1 ≤ j ≤ k) is updated to Dj′, and then, equa-

tion (1) is used to calculate the new parity chunk Pi′ (where
1 ≤ i ≤ r), which needs to transmit the whole chunks and
consumes significantly large network resources. In the
delta-based update, we can update each parity chunk Pi into
Pi′ by equations (2a) and (2b):

ΔPi = 〠
m

j=1
ci,j ∗ Dj′−Dj

� �
, ð2aÞ

Pi′= Pi + ΔPi, ð2bÞ

1 ≤ i ≤ r, 1 ≤ j ≤m: ð2cÞ

To elaborate further, when m data chunks fD1 ⋯Dj

⋯Dmg are updated to fD1′ ⋯Dj′⋯Dm′ g, each data chunk

sends the data-delta Dj′−Dj to the computing node, which
calculates ΔPi based on equation (2a) and then distributes
ΔPi to parity nodes to complete the whole update process.
Clearly, the delta-based update can save network resources
and improve the update efficiency compared with the full-
stripe update.

2.2. Related Work. As mentioned above, the data update is
prevalent in the storage system. It has a significant impact
on the performance of the distributed storage system.
Therefore, various update schemes have been proposed to
improve the erasure-coding update efficiency in recent
years. T-Update [19] builds the minimum update tree
using the Prim [20] algorithm to deal with the single-
node update problem, but T-Update neglects the network
status during construction of the update topology, which
is prone to cause network congestion when the system load
is high. TA-Update [21] adds a rollback-based failure han-
dle method based on T-Update, making the update process
more adaptive. To cope with the problem of multiple-node
update in erasure coding, PUM-P [22] first proposed the
centralized update architecture that collects the data-delta
Δd to the middle node close to the data nodes and distrib-
utes the Δp by the random choice route path. Although the
PUM-P can reduce the connection number between the
data node and the parity node, PUM-P ignores the hetero-
geneity of nodes when selecting the compute node and
ignores the link status when scheduling the update traffic.
In order to improve the data transmission efficiency of
multiple-node updates, ACOUS [23] constructs an update
tree that considers the link delay provided by the commer-
cial cloud service provider, which reduces the multiple-
node update time. But ACOUS also neglects the heteroge-
neity of nodes when selecting the compute node, and it is
difficult to obtain the delay parameter from the service
provider in common storage clusters.

The work mentioned above improves the update effi-
ciency by optimizing the data update process. Shen et al.
[15] proposed the CASO that solves this problem by orga-
nizing data chunks with high correlation into the same
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Figure 1: Example of RS ð9, 6Þ.
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stripes to reduce the update traffic. Specifically, CASO mines
the correlation of different stripes from the real storage sys-
tem work trace [16] and then organizes the highly correlated
data into the same stripe to reduce the number of concurrent
update stripes and improve the update efficiency. CASO can
only mitigate the correlation between stripes, but it cannot
entirely eliminate the correlation of stripes. Consequently,
the multistripe concurrent updates are still frequently trig-
gered by association stripes, especially in the storage system
that the stripe is organized without consideration for data
correlations. Therefore, improving the multistripe concur-
rent update efficiency and maintaining the system load bal-
ance are still very challenging tasks.

In summary, most of the existing update schemes of era-
sure codes only focus on the single stripe update scenario
and ignore the heterogeneity of the node and network status,
which cannot sufficiently deal with the problems of low
update efficiency and load imbalance caused by the multi-
stripe concurrent update. To solve these problems, this
paper introduces SDN and multiattribute decision-making
methods and proposes the Load-Aware Multistripe concur-
rent Update (LAMU) scheme in heterogeneous erasure-
coded storage systems.

3. Model and Formulation of the Multistripe
Concurrent Update Problem

In this section, we first state the multistripe concurrent update
problem in the erasure-coded system. Our motivation is to
find the best computing nodes, convergence path, and diver-
gence path for each strip. These computing nodes and route
paths are combined to form an update forest. Then, we give
the optimization model of multistripe updates with multiple
QoS constraints in the heterogeneous environment.

3.1. Problem Statement. Figure 2 shows a simple distributed
erasure-coded storage system including several racks, in
which each rack contains multiple storage nodes and each
node stores many chunks from diverse erasure-coding
stripes. For example, S1d1 denotes the first data chunk of
stripe S1 and S1p1 denotes the first parity chunk of stripe
S1. We can see from Figure 2 that the 4 data chunks and 4
parity chunks have been distributed in different racks or
nodes in the system.

We use the centralized update architecture similar to
PUM-P [22], which reduces the connection between the data
and parity nodes by introducing middle computing nodes.
We take the update process of 4 data chunks in stripe S1
described in Figure 2 as an example: Firstly, stripe S1 updates
data chunks S1d1, S1d2, S1d3, S1d4 to S1d1 ′, S1d2 ′, S1d3 ′, S1
d4 ′ and then converges the data-delta S1Δdj = ðS1dj ′ − S1dj

Þ to the computing node selected by the controller. Secondly,
the computing node calculates the parity-delta ΔPi by equa-
tion (2a). Finally, the computing node distributes the ΔPi to
corresponding parity nodes.

The detailed mathematical model of multistripe concur-
rent updates with multiple QoS constraints in a heteroge-
neous environment is introduced in Section 3.2. The

network topology of an erasure-coded storage system can
be modeled by a graph G ðV , EÞ, in which V presents the
set of switches and E denotes the set of links between adja-
cent switches. For easy reference, the notations used in this
section are shown in Table 1.

3.2. Problem Formulation

3.2.1. Cumulative Weighted Update Delay for Multistripe
Update. The first objective function is aimed at minimizing
the cumulative update delay of M stripes defined as f1 in
equation (3a). Specifically, the update delay of stripe m is
defined as dmupdate in equation (3b), which is composed of
(a) the data-delta convergence delay dmconvergence, (b) the
parity-delta compute delay dmcompute, and (c) the parity-delta
divergence delay dmdivergence.

min f1 = 〠
m∈M

dmupdate, ð3aÞ

dmupdate = dmconvergence + dmcompute + dmdivergence: ð3bÞ

(1) The Data-Delta Convergence Delay. The data-delta con-
vergence delay dmconvergence is formulated as follows:

dmconvergence = 〠
i∈Nm

max
p∈i

dmp

� �
xmi, ð4aÞ

s:t: 〠
m∈M

bmxm i ≤min
e∈i

bef g, ∀i ∈Nm, ð4bÞ

〠
i∈Nm

xmi = 1, ∀m ∈M, ð4cÞ

xmi ∈ 0, 1f g, ∀m ∈M,∀i ∈Nm, ð4dÞ

where Nm denotes the set of all possible convergence paths
from the updated data nodes to the computing node of
stripe m. i is an element in the set Nm, and it is composed
of multiple point-to-point path p from data nodes to com-
puting node. max

p∈i
fdmpg denotes the convergence delay of

stripe m selecting i as the convergence path. The constraint
in formula (4b) ensures that the total bandwidth require-
ment for all convergence paths through path i does not
exceed the bottleneck bandwidth. The constraint (4c) is
met to ensure that only one divergence path will be
assigned to stripe m. In constraint (4d), xmi denotes a
binary variable: it is 1 if stripe m selects i as the conver-
gence path and 0 otherwise.

(2) The Parity-Delta Computing Delay. This section adopts
the definition of node computing capacity in the erasure-
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coded system proposed by Fenglin et al. [24]. It uses the
sequence c1, c2,⋯, ck,⋯, cn to denote the factors which
affect the processing ability of a node, such as CPU utiliza-
tion, remaining memory, and disk I/O, and the correspond-
ing weight factors are φ1,, φ2,⋯, φk,⋯, φn. Therefore, the
computing capacity of each node in the erasure-coding
update can be expressed as

Capacitym = 〠
N

k=1
ckφk: ð5aÞ

It is assumed that Dm represents the update volume of
stripe m; the parity-delta computing delay dmcompute is formu-
lated as follows:

dmcompute = γ
Dm

Capacitym
= γ

Dm

∑N
k=1ckφk

, ð5bÞ

where γ indicates the capacity conversion coefficient.
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Figure 2: Example of multistripe concurrent update in erasure-coded storage system.

Table 1: Symbols in the problem formulation.

Symbol Description Symbol Description

G Network topology E Link set

V Switch set M Number of update stripes

m Update stripe index e Link between two adjacent switches

Nm Convergence paths set of update stripe m Lm Divergence paths set of update stripe m

i Convergence path j Divergence path

p Unicast path in convergence path i q Unicast path in divergence path j

dmp Convergence delay of stripe m via path p dmq Divergence delay of stripe m via path q

bm Bandwidth cost of update stripe m be Bandwidth capacity of link e

xmi Binary variable xmj Binary variable

N Number of node load decision factors Dm Update data volume of stripe m

5Wireless Communications and Mobile Computing



(3) The Parity-Delta Divergence Delay.

dmdivergence = 〠
j∈Lm

max
q∈j

dmq

� �
xmj, ð6aÞ

s:t: 〠
m∈M

bmxm j ≤min bef g, ∀j ∈ Lm, ð6bÞ

〠
j∈Lm

xmj = 1, ∀m ∈M, ð6cÞ

xm j ∈ 0, 1f g, ∀m ∈M,∀j ∈ Lm, ð6dÞ
where Lm denotes the set of all possible divergence paths

from the computing node to the parity nodes of stripem. j is
an element in the set Lm, and it is composed of multiple
point-to-point path q from the computing node to parity
nodes. max

q∈j
fdmqg denotes the divergence delay of stripe m

selecting j as the divergence path. The constraint in formula
(6b) ensures that the total bandwidth requirement for all
convergence paths through path j does not exceed the bottle-
neck bandwidth. The constraint (6c) is met to ensure that
only one divergence path will be assigned to the stripe m.
In constraint (6d), xmj denotes a binary variable: it is 1 if
stripe m selects j as the convergence path and 0 otherwise.

(4) The Proposed Objective Function. According to formulas
(3)–(6), the objective function of the cumulative weighted
delay of the multistripe update can represent as

min f1 = 〠
m∈M

〠
i∈Nm

max
p∈i

dmp

� �
xmi + γ

Dm

∑N
k=1ckφk

+ 〠
j∈Lm

max
q∈j

dmq

� �
xmj

 !
:

ð7Þ

3.2.2. Network Load-Balancing Performance for Multistripe
Update. While improving the update efficiency, the load bal-
ance of the network is also critical. The objective function of
minimizing the maximum link bandwidth utilization is
defined as follows:

min f2 = max
e∈E

〠
m∈M

bmxme

be
, ð8aÞ

s:t: 〠
m∈M

bmxme ≤ be, ∀e ∈ E, ð8bÞ

xme ∈ 0, 1f g, ∀m ∈M,∀e ∈ E: ð8cÞ
The constraint (8b) ensures that the used bandwidth of

the link e cannot be in excess of the link capacity; xme is a
binary variable for the link selection of the update traffic.

3.3. The Proposed Multiobjective Optimal Model of
Multistripe Update. Our goal is to minimize the cumulative
weighted delay of multistripe updates denoted as f1 and

minimize the maximum link bandwidth utilization repre-
sented as f2. However, it is difficult to achieve the minimum
values of f1 and f2 at the same time. The overall objective
function of this paper is defined as follows:

minimize Z = f1, f2½ �, ð9aÞ

s:t: 〠
m∈M

bmxm i ≤min
e∈i

bef g, ∀i ∈Nm, ð9bÞ

〠
m∈M

bmxm j ≤min
e∈ j

bef g, ∀j ∈ Lm, ð9cÞ

〠
m∈M

bmxme ≤ be, ∀e ∈ E, ð9dÞ

〠
i∈Nm

xmi = 1, ∀m ∈M, ð9eÞ

〠
j∈Lm

xmj = 1, ∀m ∈M, ð9fÞ

xmi ∈ 0, 1f g, ∀m ∈M,∀i ∈Nm, ð9gÞ

xmj ∈ 0, 1f g, ∀m ∈M,∀j ∈ Lm, ð9hÞ

xme ∈ 0, 1f g, ∀m ∈M,∀e ∈ E: ð9iÞ

4. SDN-Based Load-Aware Multistripe
Concurrent Update Scheme

To solve the objective functions (9), we propose the LAMU
scheme. Figure 3 presents the system architecture of LAMU,
which includes four main modules: the Node Monitor
(NodeM) module, Network Monitor (NetM) module, Com-
pute Node Selection (CNS) module, and Path Selection (PS)
module. In the process of LAMU, seeking the best comput-
ing node and transmission path for the multistripe erasure
code data update is briefly described as follows: Firstly, the
NodeM and NetM modules update the real-time node load
information and network information. Then, the CNS mod-
ule is used to select the computing nodes for update stripes
according to the network and node status. Last, LAMU
employs the PS module to find an appropriate convergence
path between data nodes and the compute node and an
appropriate divergence path between the compute node
and parity nodes. The combination of the computing node,
convergence path, and divergence path forms the update
tree. Multiple update trees constitute an update forest.
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4.1. The NodeM Module and NetM Module. The Software-
Defined Network (SDN) can significantly simplify the net-
work configuration and alleviate the measurement overhead
compared with the traditional network architecture. For
example, SDN can provide a flexible and efficient monitor
strategy through the centralized control plane. In the LAMU
scheme, the NodeM and NetM modules interact with
switches through the OpenFlow protocol of SDN to discover
the global network topology. It updates the load information
of the storage node and the network link status in real time
to provide a knowledge plane for LAMU. The node load
information recorded by the NodeM is as follows:

Cn = c1, c2,⋯,ckf g, ð10Þ

Mn = m1,m2,⋯,mkf g, ð11Þ

where Cn denotes the set of CPU utilization of each storage
node and Mn denotes the set of the residual memory capac-
ity of each storage node. Both the basic functions of compute
nodes and the calculation of parity increment require CPU
and memory resources.

Ln = l1, l2,⋯,lkf g, ð12Þ

where Ln denotes the set of the I/O load of each node. The I/
O load performance represents the reading and writing per-
formance of the storage node. Since computing nodes
receive and forward data involving data reads and writes, a
more accurate node selection weighting factor can be
obtained by considering the I/O load.

An = a1, a2,⋯,akf g, ð13Þ

where An denotes the set of access bandwidths of each stor-
age node. In the scenario of the multistripe concurrent
update, the compute node, as the convergence node of Δd
and the divergence node of p, has a relatively larger demand
for access bandwidth. Therefore, larger access bandwidth
means less possibility of congestion, thus improving the
overall update efficiency.

The set of CPU utilization Cn, residual memory capacity
Mn, and I/O load Ln can be obtained by periodically request-
ing status information from storage nodes. The set of the
node access bandwidth can be calculated by using the
SDN-based network measurement method in our previous
work [25].

The NetM module follows the OpenFlow protocol of
SDN to obtain the global network topology and update the
real-time network information. The network information
obtained by the NetM module is as follows:

Node info:
access_bw, I/O,

cpu, mem

Node M
module

Reply_handler
&

Request

Reply_handler
&

Request

Convergence path
&

Divergence path

Update

LA
M

U
 in

 co
nt

ro
lle

r Node info

Load info Load infoLoad info

OpenFlow Protocol

Switches

Storage
node

Load info

Link info:
topo, rbw, delay

NetM
module

PS
module

Compute
nodeCNS

module

Knowledge plane

Link info Update

Figure 3: The architecture of LAMU.
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P = p1, p2,⋯,pnf g, ð14Þ

where P is the set of point-to-point paths between all nodes
of each stripe. This path set can be obtained by the Dijkstra
[26] algorithm. P is calculated during LAMU initialization,
and P can be accessed directly in the subsequent path calcu-
lation, without repeated path calculation, which reduces the
cost of the algorithm.

Bp = b1, b2,⋯,bnf g, ð15Þ

where Bp represents the set of residual bandwidths for each
path P. It can be calculated using the SDN-based network
measurement method in our previous work [27].

Dp = d1, d2,⋯,dnf g, ð16Þ

where Dp represents the set of transmission delays for each
path. It can be obtained by using the SDN-based network
measurement method [27].

Hp = h1, h2,⋯,hnf g, ð17Þ

where Hp denotes the hops of data from the start node to the
end node. It can be calculated from the length of each path P
.

We use NodeM and NetM to obtain the storage node
load and discover the network global status information
mentioned above (10)–(17), which provides data support
for the following computing node selection, aggregation
path, and divergence path selection.

4.2. The CNS Module. As shown in Figure 3, LAMU selects
nonduplicate computing nodes with better performance for
multiple stripes by the CNS module. Firstly, when comput-
ing nodes are assigned to multiple update stripes, it is neces-
sary to avoid numerous stripes selecting the duplicated
computing node. Otherwise, the efficiency of parity-delta
computing will be reduced and network congestion will
occur. Secondly, according to Section 3.2, the parity-delta
computing efficiency is positively correlated with the com-
puting capacity of nodes, so the load status of heterogeneous
nodes should be considered when selecting the computing
node. Specifically, the CNS module uses the node load infor-
mation obtained by the NodeM module to select computing
nodes with better capacity by equation (20). Then, it deletes
the selected nodes from the candidate computing node set to
avoid concurrent update stripes from selecting the duplicate
computing node. The entire process of the CNS module is as
follows.

4.2.1. Normalizing the Load Attributes. To eliminate the
dimension of each node load factor, a min–max normaliza-

tion method is used. Equation (18) is used for the node CPU
utilization and disk I/O load factor, which can achieve better
performance with smaller values. Equation (19) is used for
the node residual memory and node access bandwidth fac-
tor, achieving better performance with larger values.

u xð Þ = xmax − x
xmax − xmin , ð18Þ

v xð Þ = x − xmin

xmax − xmin :
ð19Þ

Then, the normalization decision factor vector can be
obtained as follows: Cj

∗ = uðCjÞ, Mj
∗ = vðMjÞ, Lj

∗ = uðLjÞ,
Aj

∗ = vðAjÞ, and j ∈ f1, 2,⋯, ng; j represents the sequence
number of the candidate computing node.

4.2.2. Calculating the Capacity of the Node. The capacity of
each candidate node can be calculated using the following
equation:

Capacity j =wCCj +wMMj +wLLj +wAAj, ð20Þ

whereW = ½wC ,wM ,wL,wA� is the vector of weighted coeffi-
cients for the node CPU utilization, residual memory, disk I/
O load, and node access bandwidth. Capacity j represents the
weighted summation of the normalized factor of candidate
node j. A node j with a larger Capacity j value is a better
computing node.

4.2.3. Selecting the Computing Node. To prevent severe net-
work congestion and excessive node load, we need to avoid
multiple update stripes selecting the same computing nodes.
The entire process of the computing node selection is sum-
marized in Algorithm 1.

4.3. The Path Selection (PS) Module. As described in
Figure 3, when processing the multistripe concurrent update
request, after LAMU selects the computing node with the
CNS module, the system uses the PS module to schedule
the update traffic, which includes the convergence traffic
between the data nodes and computing node and the diver-
gence traffic between the computing node and parity nodes.
Specifically, LAMU uses the real-time network status and
the multiattribute decision-making method based on TOP-
SIS to schedule the update traffic. In order to improve the
update efficiency and maintain better system load balancing,
we adjust the weight of decision factors under different net-
work loads. The entire process of the PS module is as
follows:

Step 1. Obtain candidate path.

The PS module firstly filters the existing path set P
according to the network bandwidth requirements of the
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update traffic and then obtains the candidate path set P∗,
where bϕ is the network bandwidth requirements of the
update traffic ϕ.

P∗ = p1, p2,⋯,pnf g, ð21aÞ

be ≥ bϕ, ∀e ∈ P∗, ð21bÞ

P∗ ⊆ P: ð21cÞ

M =
b1 b2 ⋯ bn

d1 d2 ⋯ dn

h1 h2 ⋯ hn

2
664

3
775, ð22Þ

where M is the decision-making matrix for finding the best
path for each point-to-point update traffic; each column in
M presents a candidate path. The symbols b, d, and h in each
column denote each path’s residual bandwidth, transmission
delay, and network hops, respectively. These network attri-
butes are obtained by the NetM module.

Step 2. Construct and normalize the decision-making matrix.

To eliminate the influence of dimensions between each
network attribute, the min–max normalization method is
used, as shown in equations (18) and (19) in Section 4.2.
Equation (18) is used for the path delay and network
hop attribute, which can achieve better performance with
smaller values. Equation (19) is used for the residual band-
width, achieving better performance with larger values.

Then, the normalization decision-making matrix M∗ is
described as follows:

M∗ =
b1

∗ b2
∗ ⋯ bn

∗

d1
∗ d2

∗ ⋯ dn
∗

h1
∗ h2

∗ ⋯ hn
∗

2
664

3
775, ð23Þ

where bj
∗ = vðbjÞ, dj

∗ = uðdjÞ, hj
∗ = uðhjÞ, and j ∈ f1, 2,

⋯, ng; j is the sequence number of the matrix column,
corresponding to the sequence number of the candidate
path of the update traffic.

W = wb,wd ,wh½ �T , ð24Þ

whereW is the vector of weighted coefficients; wb, wd, andwh
are the weight coefficients of the residual bandwidth, path
delay, and network hops, respectively. The value of the weight
coefficient set is usually determined through experiment [28]
and will be introduced in Section 5. The weighted decision
matrix can be obtained using the following equation:

Zij =Wi ×M∗
ij, ð25Þ

where i ∈ f1, 2, 3g and j ∈ f1, 2,⋯, ng.

P+
i =max

j
Zij

��i = 1, 2, 3
� �

, j ∈ 1, 2,⋯, nf g, ð26aÞ

P−
i =min

j
Zij

��i = 1, 2, 3
� �

, j ∈ 1, 2,⋯, nf g, ð26bÞ

Step 3. Construct the weighted decision matrix.

Step 4. Obtain the positive and negative ideal solutions.

1. Inputs:
N : candidate computing nodes set
S: concurrent update stripes set
Cn: CPU utilization
Mn: remaining memory
Ln: I/O load
An: access bandwidth
Output: best computing nodes for concurrent update stripes

2. Fors in stripe set Sdo
3. Forj in node set Ndo
4. Obtain the load parameters Cn, Mn, Ln, An
5. Normalize load parameter to C∗

n , M
∗
n , L

∗
n , A

∗
n according to (18) and (19)

6. Calculate the capacity of node j according to (20)
7. Set the node has largest capacity as computing node R for stripe s
8. Delete R from N to ensure that the computing nodes selected by multiple stripes are not duplicated
9. End for
10. End for

Algorithm 1: Computing node selection module.
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where P+
i represents the positive ideal solution of the ith

attribute value, which is composed of the maximum value of
each decision factor, and P−

i represents the negative ideal
solution of the ith attribute value, which is composed of the
minimum value of each decision factor.

D+
j =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
3

i=1
Zij − P+

i

� 	2s
, j ∈ 1, 2,⋯, nf g, ð27aÞ

D−
j =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
3

i=1
Zij − P−

i

� 	2s
, j ∈ 1, 2,⋯, nf g, ð27bÞ

where Zij is an element in the candidate path ½Z1j, Z2j, Z3j�T
and D+

j and D
−
j are the distances from each candidate path to

the positive and negative ideal solutions, respectively.

C+
j =

D−
j

D+
j +D−

j
, j ∈ 1, 2,⋯, nf g: ð28Þ

Step 5. Calculate the distance from the candidate path to the
positive and negative ideal solutions.

Step 6. Calculate the relative closeness C+
j between each can-

didate path and the optimal candidate path.

When the relative closeness C+
j is larger, the path is more

suitable for the update traffic.
The entire process of the PS module is summarized in

Algorithm 2.

5. Implementation and Evaluation

5.1. Experiment Environment. The performance of the
proposed erasure-coding update scheme is evaluated in this
section. We implement the prototype of LAMU on Container-

net [17], a fork of the famous Mininet [29] network emulator.
Different from Mininet, Containernet uses the Docker [30]
containers as hosts in emulated network topologies. This
feature allows Containernet to better simulate distributed stor-
age systems. Ryu [31] is used as the SDN controller that sup-
ports the OpenFlow protocol. The entire experimental
environment is deployed on an Ubuntu 18.04 system on a
Sugon A840r-G, which has 64 ∗ 2:1GHz AMD processors
and 128GB of memory. In terms of the experimental topology,
we use Containernet 3.1.0 to simulate the fat-tree topology
[32]. As shown in Figure 4, the bandwidth capacity of each link
in the fat tree is set to 200Mbps because the simulation exper-
iment assumes limited resources. Storage nodes in the fat-tree
topology are heterogeneous; when selecting the computing
node for each update stripe, we set the weight of the access
bandwidth, CPU utilization, residual memory, and I/O load
to ½0:6, 0:1, 0:1,0:2�.

To evaluate the performance of LAMU in a more realis-
tic environment, we use the real distributed storage system
background traffic pattern, which was measured in our pre-
vious work [33], to reproduce the realistic network condi-
tion, as shown in Table 2. According to [33], the speed of
the heartbeat traffic is set to 1Mbps to reduce the packet loss
rate in the experimental environment; all the background
traffic is maintained for a long time to ensure that the back-
ground traffic exists throughout the whole update process.
To further evaluate the efficiency of our LAMU method
under different network loads, three kinds of traffic load sce-
narios are set in the evaluation, as follows:

(i) Low-load (LL) scenario: 10 heart beating flows, 10
user data flows, and 10 migration flows

(ii) Middle-load (ML) scenario: 20 heart beating flows,
20 user data flows, and 20 migration flows

(iii) High-load (HL) scenario: 30 heart beating flows, 30
user data flows, and 30 migration flows

1. Inputs:
Candidate path set P ; path residual bandwidth set Bp ; path delay set Dp; path hop set Hp ; source node nsrc and destination node

ndst of convergence flow or divergence flow; bandwidth requirement b∅ ; of update flow; vector of weighted coefficients for the resid-
ual bandwidth, end-to-end delay, and network hops W = ½wb,wd ,wh�T

Output: the best path from update traffic source nsrc to update traffic destination ndst
2. for path p in path set Pdo
3. ifp is from nsrc to ndst and bp > b∅do
4. add p to path setPn
5. end if
6. end for
7. Build the decision matrix M based on Pn according to Equation (22)
8.Normalize M to M∗ according to Equation (23)
9. Construct the weighted decision matrix Z based on M∗ according to Equation (25)
10. Calculate the positive P+ and negative ideal solution P− of weight matrix Z according to (26)
11. Calculate the Euclidean distance D+,D− from each candidate path to the positive and negative ideal solutions according to (27)
12. Calculate the relative closeness C+

j between each candidate path and the best candidate path according to (28)
13. Return the candidate path p with the largest relative closeness as the route path

Algorithm 2: Path Selection module.
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The value of the weight coefficient set is usually deter-
mined through experiments [28]. As the system load
increase, the network bandwidth resources become more
limited. Therefore, we increase the bandwidth weight with
the load increase. We set W = ½wb,wd ,wh�T mentioned in
equation (24) to ½0:25, 0:6,0:15�, ½0:5, 0:4,0:1�, and ½0:7,
0:2,0:1� for the LL, ML, and HL scenarios, respectively.

In the evaluation, we compare LAMUwith PUM-P [22] and
DelaySelect. For PUM-P, it also improves the update efficiency
by introducing the computing node. Yet, PUM-P ignores the
heterogeneity of computing nodes and network status; all nodes
and route paths have an equal probability of being selected.
DelaySelect is extended from [23], which also adopts a central-
ized update framework and improves the update efficiency by
selecting the path with the least delay as the routing path for
update traffic. The experimental comparison items include the
average update time, the standard deviation of bandwidth, and
the link maximum bandwidth utilization of the system.

We focus on the update performance between different
update schemes under various system load scenarios. In terms
of experimental parameters, we use the parameters that may
impact the update performance, including the number of
update data nodes, the number of parity nodes, the size of
data-delta, and the number of update stripes. The range of
these parameters is listed in Table 3. To get a more convincing
experiment result, each experiment was done 10 times, and the
average value of these experiments was taken as the result.

5.2. Update Efficiency

5.2.1. Average Update Time with Varying Numbers of Parity
Nodes in Different Load Scenarios. This subsection presents
extensive comparisons of the average update time of three
update schemes under different experimental parameters
and load scenarios. Figure 5 shows the average update time

increase along with p when d = 8. As the number of parity
nodes increases, more parity-delta needs to be transmitted,
increasing the average update time. While the load becomes
higher, the update time between different schemes begins to
present differences. As we can see, in the high-load (HL) sce-
nario, LAMU reduces the average update time by 17.9% and
43.1% compared with DelaySelect and PUM-P, respectively.

5.2.2. Average Update Time with Varying Numbers of Update
Data Nodes in Different Load Scenarios. Figure 6 presents
that the average update time is generally stable with the
increase of update data nodes in different load scenarios.
This is because, on the premise that the data volume is con-
stant, the increasing number of update data nodes will
reduce the average data-delta sent by each data node. There-
fore, the extra time caused by connecting more data nodes is
offset. While the load becomes higher, the update time
between different schemes begins to show more significant
differences. As we can notice, in the low-load (LL) scenario,
the three update schemes achieve a comparable average
update time. In the middle load (ML) scenario, LAMU starts
to show better update efficiency. In the HL scenario, LAMU
reduces the average update time by 18.8% and 49.5% com-
pared with DelaySelect and PUM-P, respectively.

5.2.3. Average Update Time with Varying Sizes of Update
Data Volume in Different Load Scenarios. Figure 7 illustrates
how the average update time increases along with the update
data volume in different load scenarios. The three update
schemes achieve comparable average update times in the
LL scenario. In the ML scenario, LAMU starts to show better
update efficiency. Compared with DelaySelect and PUM-P,
LAMU reduces the average update time by 12.1% and
26.5% under the ML scenario, respectively, and 19.7% and
43.4% under the HL scenario, respectively.

5.2.4. Average Update Time with Varying Update Stripes in
Different Load Scenarios. Figure 8 illustrates the average
update time variation with the number of concurrent update
stripes. As we can see, with the increase of the number of con-
current update stripes in all three scenarios, the average update
time of LAMU is only increasing a little. It illustrates that
LAMU is more efficient in dealing with the multistripe con-
current update. However, the update time increases signifi-
cantly when adopting the DelaySelect and PUM-P schemes
with the increase of the number of update stripes. Specifically,

Core
switches

Aggregation
switches

Edge
switches

Storage nodes

Figure 4: Experimental fat-tree topology.

Table 2: The statistical information of the different types of traffic
in the distributed storage system.

Traffic type
Speed
(Mbps)

Duration (s)
Packet
number

Avg.
packet

size (bytes)

Heartbeat traffic 92.87 0.006554 54 1477.42

User data traffic 12.93 39.31 67073 1508.65

Migration traffic 4.36 654.12 340354 1505.56
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Table 3: Experiment parameters.

Parameter Ranges Default

The number of data node for update of each stripe, d 6, 7, 8, 9, 10 8 update data nodes

The number of parity node of each stripe, p 3, 4, 5, 6, 7 6 parity nodes

The size of update data volume (MB) 1, 2, 4, 8, 16 8MB

The number of update stripe 3, 4, 5, 6, 7 5 update stripes
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Figure 5: Average update time comparison with the variation of the number of parity nodes in different load scenarios.
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compared with DelaySelect and PUM, LAMU reduces the
average update time by 10.4% and 28.8% under the ML sce-
nario, respectively, and reduces the average update time by
16.3% and 43.4% under the HL scenario, respectively.

5.3. Network Load-Balancing Performance

5.3.1. Standard Deviation of Link Bandwidth Utilization with
Varying Update Stripes in Different Load Scenarios. To verify

the load-balancing performance of the three update
schemes, we evaluate the standard deviation of link utiliza-
tion, as presented in Figure 9. The lower the standard devi-
ation of link utilization, the more balanced the link loads
are. PUM-P has the largest standard deviation in all three
scenarios. This finding is because PUM-P does not consider
the network status when scheduling the update traffics,
which easily leads to load imbalance, while we can notice
that in the HL scenario, the standard deviation of PUM-P
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is a little lower than that of the ML scenario. The reason is
that, with the load increasing, PUM-P makes more and
more links saturated. Thus, the standard deviation is
decreased. The DelaySelect has a lower standard deviation
than PUM-P for DelaySelect uses the link delay to schedule
the update traffic, which has better load-balancing perfor-
mance. The LAMU has the lowest standard deviation in all
three scenarios. This result is because LAMU comprehen-
sively considers link bandwidth, delay, and path hop when
scheduling the update traffic; LAMU achieves better load
balancing and avoids network congestion caused by several
links reaching the full load.

5.3.2. Network Maximum Link Bandwidth Utilization with
Varying Update Stripes in Different Load Scenarios. The max-
imum link bandwidth utilization represents the utilization of
the most congested link in the system, and the larger it is,
the more unbalanced the system is. As shown in Figure 10,
in the ML scenario, full load links have already appeared in
PUM-P and have also appeared in DelaySelect in the HL sce-
nario. It means that some links in the system are highly con-
gested. The LAMU method has the lowest maximum link
bandwidth utilization in all three scenarios, which means
LAMU can achieve better load balancing and avoids network
congestion caused by links reaching the full load.

6. Conclusions

Erasure coding has become an indispensable redundancy
mechanism in today’s large-scale distributed storage sys-
tem. However, the data update of erasure coding introduces
additional computing load and network traffic, reducing the
efficiency of data updates and affecting the system load bal-
ancing. Most of the existing erasure-coding update schemes
ignore the heterogeneity of node and network status and
the multistripe concurrent update caused by data correla-
tion. To solve this problem, this paper establishes the opti-
mization model of multistripe updates with multiple QoS
constraints in the heterogeneous environment and then
proposes LAMU, a load-aware multistripe concurrent
update scheme. Firstly, LAMU introduces SDN to measure
the node load and network status in real time, and then, the
obtained nodes and network information are used to select
nonduplicated computing nodes with better capacity for
multiple update stripes. Finally, the multiattribute
decision-making method is used to schedule the network
traffic between data nodes, computing nodes, and parity
nodes. Extensive experimental results show that LAMU
can reduce the average update time while providing better
load-balancing performance.

Moreover, we’ll consider implementing LAMU in a
real erasure-coded storage system in the future. Another
direction for future work is to use reinforcement learning
to adjust the decision parameter weight when scheduling
the update traffic and making a trade-off between the
number and the location of the computing nodes to
achieve better results.
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Given a large number of network parameters of the existing security wear detection, it is difficult to run on the embedded
platform. Based on the idea of deep separable convolution, a lightweight security wearable target detection network based on
improved YOLOv5 is proposed. Specifically, the feature extraction network structure of YOLOv5 is lightweight improved to
reduce computation of the proposed model, including the increase of the number of network layers and decrease of the
number of parameters. In addition, an attention mechanism is introduced to weigh different channels of the feature map to
improve detection accuracy. The model has been tested on PASCAL VOC dataset and security wear dataset. The experimental
results show that the size of the proposed model is 8.0MB, the number of parameters is 7:5∗105, and the number of FLOPs is
7:5∗105. Compared with the YOLOv5 model, the required memory is reduced by 44.8%, and the number of parameters
decreased by 45.58%, FLOPs decreased by 54.54%. Accordingly, the results have demonstrated that the proposed method can
significantly improve the detection speed while maintain the accuracy. Especially, we have successfully deployed the proposed
model in the high-speed detection of security wear.

1. Introduction

Target detection is a classical task in the field of computer
vision, such as scene content analysis and understanding
[1]. In recent years, more and more artificial intelligence
research has been applied to various intelligent systems to
obtain greater benefits [2]. For example, radio frequency
identification networks are widely used in the applications
of the Internet of things (IOT) [3], biomedical domains
[4], including retail production monitoring, supply chain
management, localization, and navigation. However, for
engineering industries such as steel mills, the production
site is relatively fixed. Most of the work and business of
construction enterprises take place on the construction site,
but there are always many problems in the management
and supervision of the construction site, such as difficult
safety management, difficult monitoring of accidents that

hide dangers, and difficult monitoring of work progress
on the construction site. Generally, the larger the scale
and the more complex the process of the project, the
greater the requirements for the supervision and manage-
ment of the construction site, and the greater the difficulty
of management. With the development of science and tech-
nology, intelligent factories have become an important part
of intelligent city construction and a typical application of
AI, IOT, and other technologies in traditional engineering
industries [5]. Many companies promote this technology
and products on social networks, which can help users real-
ize more intelligent and standardized management of per-
sonnel, mechanical equipment, materials, and materials on
the construction site [6].

An intelligent factory changes passive monitoring into
active monitoring in the form of visualization and data. As
a result, the multilevel and all-around real-time monitoring
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of project progress and standardized civilized construction
will be carried out. This way can provide prewarning of
the abnormal accidents and quickly analyze the accident,
which will keep the factory safe and improve the efficiency
of the management of the factory. As a part of smart con-
struction sites, security wear detection is becoming the stan-
dard configuration of AI+ smart construction sites. In areas
prone to falling objects, such as steel plants, power plants,
construction sites, coal mines, and smelting, operators must
wear safety helmets and protective clothes. Due to the lack of
standard wearing of protective clothing and safety helmets,
accidents such as falling object impacts, collisions, scalds,
and smashes will cause great harm to the lives and safety
of workers, while safety accidents on the construction site
due to the lack of safety helmets and protective clothing
occur frequently. At the beginning of the 20th century, safety
helmets were gradually used on construction sites, reducing
the annual accident death toll to less than 2.5%, which
proved that wearing safety helmets correctly can effectively
reduce risks [7]. However, for a long time, people in con-
struction areas in China generally have had a weak aware-
ness of self-safety protection [8] and often fail to realize
the importance of wearing safety helmets. According to the
data survey, among the 42 major accidents in the construc-
tion industry in 2016, the casualties caused by collapse
accounted for 84% of the total casualties, a large part of
which was due to the failure to wear protective measures
such as safety helmets and protective clothing. Helmets
and protective clothing are important protective tools for
factory workers at the construction site, but many workers
choose not to wear them because of the lack of comfort in
helmets and cumbersome wearing of protective clothing,
which will endanger the lives and safety of workers [9].
Therefore, it is important to check whether factory workers
are wearing safety protection equipment correctly in real
time. However, the working environment in some factories
is very dangerous, so it is not suitable to use the manual area
for real-time inspection and management. Therefore, con-
sider using machines instead of manpower for security wear
detection. These protective tools can prevent safety accidents
to a certain extent and ensure the physical safety of factory
workers. With the development of powerful computing
power ES (Edge Storage) (ES means the edge storage, which
is a tool to directly store data during the data collection.)
[10] and computer vision, unmanned intelligent security
detection methods have attracted people’s attention because
of their advantages of low detection cost and high efficiency
[11]. Security wear detection has been studied by many
scholars at home and abroad because of its complex working
environment, shooting angle, distance from the target, and
so on. Most researchers use the helmet as the primary
research object. There are many types of research on
helmet-wearing detection at home and abroad, mainly
including the following two ideas.

The first method is through machine learning or deep
learning algorithms. During the traditional helmet-wearing
detection, the position of workers, pedestrians, faces in the
image, or the position of the image foreground information
is firstly extracted. Then, the extracted information is used to

infer whether the target exists in the approximate area of the
image. Finally, the circular Hough transform or SVM is
applied to judge whether there is a helmet in this area. The
traditional helmet-wearing detection algorithm mainly rec-
ognizes color and shape features. As discussed by Li [12], it
was proposed to study how to locate the head area and cal-
culate the color characteristics of the helmet to detect it.
Liu and Ye[13] proposed using skin color to locate the face
and intercept the area above the face, then taking the
extracted Hu moments (Hu moment is a two-dimensional
moment invariant theory [13] with a good invariance and
anti-interference on the rotation and scaling changes of tar-
gets in an image, which is commonly used to effectively
reflect the essential characteristics of the image [14].) [14]
as the feature, and finally using the Hu moment feature
extracted by SVM training to obtain the classifier that can
detect the helmet. As discussed by Park et al. [15], they used
the hog feature in the pedestrian detection stage, the color
histogram in the helmet detection stage, and the spatial
matching relationship between the human body and the hel-
met to judge whether the personnel were wearing the hel-
met. Feng et al. [8] proposed detecting the foreground with
a Gaussian mixture model, then dealing with the connected
domain, detecting the human body with a model-based
method, and detecting the helmet with a SIFT feature and
color statistical feature. Rubaiyat et al. [16] proposed com-
bining the hog feature and the frequency domain informa-
tion of the image to detect the workers, and then using the
circular Hough transform and color information to judge
whether a person is wearing a hat. Hence, the learning
mechanisms of the individuals played a significant role in
the algorithm’s performance [17].

In a second way, the object detection algorithm based on
a deep convolution network is used to train on the dataset to
establish the model and to detect and identify the security
wear of construction personnel. Huang and Pan [18] pro-
posed using a parallel network to detect the human body
on LeNet and then detect helmets through color features.
Fang et al. [19] realized the detection of personnel’s
helmet-wearing in surveillance video by improving Faster
R-CNN. As discussed by Zhang et al. [20], who proposed a
helmet-wearing detection algorithm combining OpenPose
and Faster-RCNN. First, OpenPose is used to detect the
head and neck of people, and then, Faster-RCNN is used
to detect the helmet in the image. Finally, the spatial rela-
tionship between the head, neck, and the helmet is analyzed
to judge whether people wear the helmet. Zhang and Xu[21]
improved SSD, used VGG as the backbone, chose the Adam
optimizer to accelerate convolutional neural network con-
vergence, and improved helmet-wearing detection accuracy
by using characteristic diagrams of different scales. Fang
et al. [22] improved its network structure based on the
YOLO v2 target detection algorithm. By adding dense blocks
to the original YOLO v2, the sensitivity of the network to
small target detection is improved. Then, the deep separable
convolution is used to compress the network, which
increases the availability of the model. As discussed by
Zhang et al. [23], they realized the detection of workers’
helmet-wearing in the monitoring video through Faster-

2 Wireless Communications and Mobile Computing



RCNN. Wang [24] obtained the construction worker identi-
fication network and helmet identification network by
improving the YOLO network structure, trained the network
to obtain the generalization model, and then conducted
semisupervised online learning on the obtained model, to
obtain the helmet-wearing detection algorithm with high
accuracy.

Compared with traditional algorithms, deep learning
image recognition can extract more accurate image features
and has a stronger recognition ability. However, the image
recognition algorithm of deep learning needs to train on a
large number of training datasets to learn the model weight,
so an important premise of deep learning is to label the data-
set. To solve the problems of large consumption of human
and material resources and easy inspection gaps in manual
supervision in the special working environment of some fac-
tories, after selecting the data collected by a factory for label-
ing and adding some filtered data from the open-source
dataset HWD, the labeling data is added again to form a
new security wear detection dataset. The target detection
algorithm YOLOv5 is used to train and learn on the security
wear detection dataset, and the security wear detection base-
line model is established. In recent years, deep learning has
become one of the most popular research methods for target
detection because of its high accuracy and strong robustness.
As discussed by Li et al. [11], they use the SSD [25] model to
detect whether the helmet is worn. At present, the target
detection algorithm based on deep learning mostly lays
anchor frames of different sizes on the image and realizes
target detection through regression and classification anchor
frames. According to the generation method of the regres-
sion box, it is mainly divided into two stages and a single
stage. The two-stage detector, such as Faster-RCNN [26],
has high accuracy, but the detection speed is slow. Single-
stage detectors, such as the YOLO deep learning algorithm,
are particularly attractive because of their good recognition
performance. Since the YOLO v1 [27] model in the field of
target recognition was proposed by Redmon in 2016, the
YOLO series has been constantly innovating. The YOLO
v2 [28] model, YOLO v3 [29] model, YOLO v4 [30] model,
and YOLO v5 are the new versions of the YOLO series. The
innovative products are continuously integrated based on
the YOLO series. In many current application scenarios, a
problem usually involves multiple conflicting targets and is
usually subject to a given set of constraints [31]. This paper
selects the detection speed as the evaluation. Among them,
the YOLO v5 model has the best performance and is suitable
for practical engineering applications. The official YOLO v5
target detection network has given four network models:
YOLO v5s, YOLO v5m, YOLO v5l, and YOLO v5x. The
YOLO v5s network model is a YOLO network with the
smallest depth and feature map width among the four sizes.
Therefore, this paper uses the YOLO v5s detection network
as the benchmark for security wear detection.

2. Related Work

2.1. The YOLO v5method. In 2017, the YOLO algorithm was
optimized by Redmon and Farhadi [29]. Specifically, the

convolution layer is used to replace the full connection layer
on the basis of the idea of an anchor box in Faster-RCNN
[26]. In addition, a BN (Batch Normalization) [32] layer is
added to the convolution layer to further improve the detec-
tion effect, such as accuracy and speed. The architecture of
YOLO v5 is shown in Figure 1. The YOLO v5 network con-
sists of three parts: the backbone network, the neck, and the
output. The main part focuses on extracting the feature
information image from the input, fusing the extracted fea-
ture information to generate three scale feature maps, and
the output part detects the object from these generated fea-
ture maps.

In the process of target detection and processing, the
YOLO v5 algorithm adds a mosaic data enhancement func-
tion in this part of the data input. The backbone mainly
adopts the Focus structure, SPP structure, and Bottle-
neckCSP structure. Add the FPN+PAN (path aggregation
network) structure to the neck. In the new version of the
YOLOv5 network, the author transforms the bottleneck
CSP (bottleneck layer) module into the C3 module. Its struc-
ture and function are the same as that of CSP, which
includes three standard convolution layers and multiple bot-
tleneck modules.

The difference between the C3 and CSP modules is that
the Conv module after residual output is removed, and the
activation function in the standard convolution module after
the Concat module is also changed from LeakyRelu to SiLU.
This module is the main module for learning the residual
characteristics. Its structure is divided into two branches.
One uses multiple bottleneck stacks and three standard con-
volution layers, while the other passes through only one
basic convolution module, finally concatenating the two
branches. In the YOLOv5s network model, the size of the
image input is 3 × 640 × 640, and the characteristic image
with a size of 12 × 304 × 304 is converted through one focus
slice operation, and then, it is converted into the characteris-
tic image with a size of 32 × 304 × 304 through the ordinary
convolution operation of 32 convolution cores.

2.2. Mosaic Data Enhancement. Mosaic [33] data augmenta-
tion is an advanced data augmentation method. The basic
strategy of Mosaic data augmentation is to stitch together
four security wear images and then perform data augmenta-
tion operations such as random scaling, random cropping,
and random placement.

The advantages of mosaic data enhancement are as fol-
lows: there is no need to increase the size of the minibatch
because Mosaic data augmentation can enrich the back-
ground and target of the security wear inspection object
when calculating batch normalization. The GPU can calcu-
late the data of four security wear images at a time, so that
it can obtain a better detection effect. The security wear data-
set used for detection can be significantly increased, making
the network more robust. The function of the GPU can be
simplified, and the performance can be greatly improved.
An example of a security wear image enhanced by Mosaic
data is shown in Figure 2. The images enhanced by Mosaic
data are beneficial for better fitting the images in the training
set during the training process. Mosaic data enhancement
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strategy is a training strategy that can improve the perfor-
mance of the model, but it only needs to consume a little
cost.

2.3. Loss Function. The calculation of loss in the YOLO series
is based on objective score, class probability score, and
bounding box region score. In this prediction, the loss func-
tion of the boundary anchor box is improved from CIOU
(complete IOU) loss to a generalized IOU loss. The weighted
NMS (Nonmaximum Suppression) operation is used to filter
multiple target anchor frames. YOLO V5 uses GIOU loss as
the loss of bounding box. The code uses nn. BCEWithLogit-
sLoss or FocalLoss evaluates the class loss and confidence
loss of the target frame and prediction frame. The change
of a parameter will have a great impact on the loss function
[34]. The formula for BCELoss is as follows.

BCELoss = −
1
n〠 yn × ln xn + 1 − ynð Þ × ln 1 − xnð Þð Þ: ð1Þ

In Equation (1), y is the target and x is the output value
of the model.

The YOLO v5 code uses the IOU index to evaluate the
position loss of the target frame and prediction frame. The

YOLO v5 code selects the prediction box corresponding to
the real box with the aspect ratio, and each real box corre-
sponds to three prediction boxes. The YOLO v5 code uses
the IOU value to evaluate the position loss between the pre-
diction frame and the real frame. This paper introduces the
CIOU index. Equation (2) is as follows.

GIOULoss = 1 − CIOU = 1 − IOU −
Distance22
Distancec2

−
v2

1 − IOUð Þ + v

� �
:

ð2Þ

In Equation (2), IOU is the call union ratio of the predic-
tion frame and the real frame. v is a parameter to measure
the consistency of the aspect ratio.

3. Lightweight YOLOv5 Model

3.1. Depth-Wise Separable Convolution. Deep separable con-
volution is one of the methods that can miniaturize the net-
work model at present. Depth-wise separable convolution is
to decompose the standard convolution into two steps. In
the first step, a convolution check should be applied to a
channel, and a channel is extracted by only one convolution
kernel. In the next step, n 1 by 1 convolution kernels are
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Figure 1: The architecture of the YOLOv5 method.
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used to connect the feature mapping obtained from the
previous step to maintain the integrity of features [35].
The structure of deep separable convolution can reduce
output channels and realize cross-channel information inte-
gration at the same time, keeping the algorithm performance
unchanged while reducing the number of parameters [36].
Figure 3 shows the standard convolution and depth-wise
separable convolution.

The ratio of parameters of depth-wise separable convo-
lution to traditional standard convolution is shown in
Equation (3).

Dk ×Dk ×M × 1 + 1 × 1 ×M ×N
Dk ×Dk ×M ×N

= 1
N

+ 1
D2
k

: ð3Þ

In the formula, Dk is the size of the convolution ker-
nel. M is the input channel. N is the output channel.
The deep separation convolution layer is used to replace
the standard convolution layer in the convolution network
model, which shows the amount of calculation required to
convolute the same image to obtain the same dimensional
image features is greatly reduced (see Figure 3). The
advantage of deep separable convolution over conventional

convolution is that it can significantly reduce the number
of parameters.

In the new version of the YOLOv5 backbone, the author
uses four-slice operations in the upper structure of feature
extraction to form the Focus layer. The structure diagram
of the Focus Layer is shown in Figure 4. For the Focus layer,
every four adjacent pixels in a square generate a feature map
with four times the number of channels, which is similar to
the downsampling of the upper layer four times and
concatenating the results. The main function is to reduce
the parameters and accelerate the model without reducing
the feature extraction ability of the model. When the param-
eters are reduced, the model is accelerated. However, there is
a prerequisite for this acceleration, which can only be
reflected by the use of the GPU. For this processing method
of cloud deployment, the GPU does not need to consider the
occupation of cache. That is, the method of fetching and
processing makes the Focus layer very friendly on GPU
devices. However, for chips, especially those without GPU
and NPU acceleration, frequent slice operations will only
seriously occupy the cache and increase the burden of com-
puting processing. At the same time, during chip deploy-
ment, the transformation of the Focus layer is extremely
unfriendly to novices. Therefore, the Focus layer is removed
in this algorithm to avoid multiple slice operations.

Figure 2: Mosaic data-enhanced image example.
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C3 Layer is an improved version of CSPBottleneck pro-
posed by YOLOv5 authors, which is simpler, faster, and ligh-
ter and achieves better results with nearly similar losses.
However, the C3 Layer uses multiplexed convolution. Tests
have shown that the frequent use of the C3 Layer and the
C3 layer with a higher number of channels will occupy more
cache space and reduce the running speed. Because of the G1
criterion of shufflenetv2 [37], the same channel size can
minimize the amount of memory access. The higher the
number of channels, the greater the step gap between hidden
channels and c1 and c2. Imagine jumping down one step
and ten steps. Although ten steps can be reached at one time,
you need to run, adjust, and accumulate energy to jump up,
which may take longer.

Therefore, lightweight YOLOv5 replaces the backbone
of YOLOv5s with the DW network, modifies the model
structure, increases the number of network layers, and
improves the detection accuracy. The multiscale prediction
structure of YOLOv5 is used to better detect different types
of objects and improve detection accuracy. The improved
network structure is shown in Figure 5. The reason for fea-
ture stitching is that the network can learn deep and shal-
low features at the same time, and the expression effect is
better. Plots that show “CBR_BLOCK” are used to repre-
sent Conv2d+BN+LeakyRelu6. “DW_BLOCK” indicates
deep separable convolution. The crosslink operation will
be performed in “DW_BLOCK”. If it is not the first layer,
the cross-layer connection will be made. The output port
of the network continues to use the output of YOLOv5s,
and the 20 × 20, 40 × 40, 80 × 80 images of three different
scales are predicted.

Using SPP [38] instead of SPP [39] can reduce flops, run
faster, and realize local features as well as all other features.
The SPPF network structure is shown in Figure 6. The fusion
of local features and full moment features is conducive to the
large difference in target size in the image to be detected in
the security wear recognition image and can enrich the
expression ability of the feature map. Especially for the com-
plex multitarget detection in this paper, the detection accu-
racy can be greatly improved.

3.2. Attention Mechanism Module. The attention mechanism
module [40] (convolution block attention module, CBAM)
is a lightweight general module at present, focusing on chan-
nel dimension and spatial dimension and integrating two
independent dimensions. It can be divided into two parts
according to the spatial dimension and channel dimension.
The first part is the channel attention module (CAM), and
the second part is the spatial attention module (SAM). The
attention mechanism module is a very simple module that
can carry out end-to-end training with potential convolution
at the same time to achieve good results. In two independent
dimensions, the attention mechanism module can infer the
attention map along different dimensions and carry out
adaptive optimization based on the extraction of the feature
map. In the process of attention inference, the lightweight
1 × 1 convolution is used to mark the position information
ignored in the feature extraction process on the convolution
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Figure 3: Standard convolution and depth-wise separable convolution.
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channel and strengthen the positioning ability of the model
in the spatial dimension through the direction and feature
information.

Firstly, this model uses the improved lightweight back-
bone network to obtain the coarse-grained target feature
map, extracts its fine features in the feature fusion module,
and embeds the attention mechanism CBAM to generate
the attention map. Through the combination of attention
map and coarse-grained features, it can enhance the feature
information of security wear and realize the attention to the
area of interest, that is, safety helmet and protective clothing,
reducing the interference of irrelevant information on fea-
ture extraction [41].

Plots that show using DW-YOLOv5 as the basic net-
work and adding a CBAM attention module in the neck of
the network (between the backbone network and the detec-
tion layer) can better integrate the spatial features and chan-
nel features of small targets in the feature map, so as to
enhance the feature information (see Figure 7). After model
training, the test results are shown (see Table 1). It can be
seen that after adding CBAM, the mAP of the model is
increased from 80.5% to 82.1%.

After adding the attention mechanism module, there
are some small gaps in training time, memory size, and
detection speed of the model, but the mAP of the DW-
YOLOv5-attention model is improved by nearly 1.6%.
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Figure 5: DW-YOLOv5s-BackBone.
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Figure 6: The SPPF network structure.
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Experiments show that attention is applied to the model
and improves the classification and detection performance
of the model.

The security wear detection steps are shown in Figure 8.
Using YOLO Auto Learning Bounding Box Anchors, the
prior frames of these 9 scales are set in the DW-YOLO-
attention module for training. Input the mosaic-enhanced
image and adjust the image size, then enter the designed
DW-YOLO attention module, and finally output the
detected security wearing an image.

4. The Datasets and Evaluation Index

In the previous research on target detection, most of the
public dataset PASCAL VOC dataset was used for experi-
ments, but the object size in this dataset is mostly 300 to

500, which is quite different from the detection object size
in this paper. If only the PASCAL VOC public dataset is
used for experiments, it may have a certain impact on the
practical application of this algorithm. Therefore, in this
experiment, the PASCAL VOC 2007 public dataset and the
self-made security wear dataset (SWD) are used for training
and testing. The specific dataset is described as follows.

4.1. Pascal VOC. Select the training set of PASCAL VOC
2007 and VOC 2012 datasets as the training set and test
set. This dataset is the benchmark dataset for evaluating
image classification and target detection, including 20 types
of label objects. The Train and Val datasets of VOC 2007
and 2012 are used for the training pictures, including
40025 objects of 16551 pictures, and the test dataset of the
PASCAL VOC 2007 is used for the test pictures, a total of
12032 objects containing 4952 pictures.

4.2. Security Wear Dataset (SWD). Firstly, the monitoring
video data of a factory’s monitoring room for a week is col-
lected. Considering the influence of the environment, the
image information including different conditions, such as
day, night, and inside and outside the factory, was selected
in the construction process of the dataset. The selected
scenes can ensure that the data has rich background infor-
mation and that the model trained on this basis has good
environmental generalization ability. By using openCV2 to
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Figure 7: YOLOv5s- Attention-Neck.

Table 1: Comparison of results of multiple detection models on
SWD dataset.

Model Precision Recall mAP FPS

Faster-RCNN 0.559 0.700 0.681 18.03

MobileNet-SSD 0.857 0.258 0.464 60.11

YOLO v5 0.877 0.809 0.849 83.33

DW-YOLO 0.869 0.760 0.805 90.90

DW-YOLO-attention 0.892 0.752 0.821 100.00
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convert the video into image frames, the captured video is
divided into several pictures. Considering the target size,
illumination, and other factors, 3600 pictures, including hel-
mets or heads, wearing protective clothing, and ordinary
clothes, are selected. For the identification and detection of
security wear, the main detection is whether the workers
are wearing safety helmets and protective clothing. When
the helmet is not worn, the detection category is the head.
If you do not wear protective clothing, identify the category
in which you are wearing ordinary clothes. According to the
theory of literature [42], the sample data containing small
targets can be added by replication. 110 images containing
smaller targets were cut and copied from the training set.
Select the open-source helmet dataset SHWD [43] (site
scene helmet dataset), comprehensively consider screening
1250 pictures and adding them to the training set. After
retagging with the open-source tagging tool, a dataset of
4950 security wear datasets is formed, which is made into
the required YOLO dataset format. Some sample examples
of security wear datasets are shown in Figure 9.

The SWD datasets for personnel safety protection wear
on special occasions are formed, with a total of 4950
pieces, which are divided into four categories: normal
wearing a safety helmet, wearing protective clothing, wear-
ing ordinary clothes, and head without a safety helmet.
The dataset contains 3907 small targets (area ≤ 32 × 32),

Input
608⁎608 Output

DW-
YOLOV5-
Attention

Figure 8: Security wear detection steps.
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Figure 9: The sample of security wear datasets (SWD).

Table 2: Details of security wear datasets (SWD).

Label Total

Safety_hat 8561

Reflective_cloth 4831

Other_cloth 2869

Head 926

Small area ≤ 32 × 32ð Þ 3970

Medium 32 × 32 < area ≤ 96 × 96ð Þ 7866

Large area > 96 × 96ð Þ 5414

9Wireless Communications and Mobile Computing



7866 medium targets (32 × 32 < area < 96 × 96), and 5414
large targets (area > 96 × 96). The training set and verifica-
tion sets are randomly allocated in the proportion of 7: 3.
The number of instances include in each category is
shown in Table 2.

The detailed information of VOC dataset and SWD data
involved in this experiment (see Table 3).

4.3. Evaluation Indexes. In this paper, Precision and Recall
[44] were selected as the evaluation indexes of this experiment.

Precision = TP
TP + FP

, ð4Þ

Recall = TP
TP + FN

, ð5Þ

In Equations (4) and (5), TP is the probability that positive
examples can be divided into pairs. FP is the probability of
misclassifying negative cases into positive cases.

mAP is used to measure the accuracy of the detection
model of personnel safety protection wear on special occa-
sions. The mAP refers to the average value of the accuracy
rate of all categories, the average value of AP of each cate-
gory. For the test results of each specific category, sort
according to the confidence level, and select each recall rate
ri and its corresponding maximum precision Pi in the recall
rate set fr0, r1,⋯, rng. The definition of AP is shown in
Equation (6):

AP = 〠
n

i=1
Pi ri − ri−1ð Þ, ð6Þ

mAP = ∑m
i=1APi

m
: ð7Þ

In Equation (7), the numerator is the average accuracy of
each category, and m is the total number of categories of
image detection.

FPS (frames per second) is used to measure the running
efficiency of the model, that is, the number of pictures proc-
essed per second. Size measures the storage space occupied
by the model, and FLOPs (floating-point operations) mea-
sures the complexity of the model.

5. Experimental Results and Discussion

5.1. Experiment Operating Environment. The experimental
environment of this experiment is mainly carried out under
the computer configuration of the Windows 10 operating

system, Intel Core i7-8700k, 3.70GHz, and 16G RAM. The
GPU adopts NVDIA RTX 2080 and 16G video memory.
The experimental conclusions of this model and its compar-
ative model are drawn in this experimental configuration
environment.

5.2. Hyperparameter Setting. The super parameter setting of
the lightweight YOLO v5model is given. The training alge-
bra of this experiment is 300 generations and the batch size
is 18, the input size is 640. The initial momentum and initial
learning rate (lr) are set to 0.937 and 0.01, respectively.
Before the formal training in this paper, three generations
of preheating learning are carried out, in which the preheat-
ing learning momentum is 0.8 and the Warmup lr is 0.1. The
purpose is to make the model gradually stabilize after pre-
heating learning and then carry out formal training. The
effect of security wear recognition is better. The other super-
parameter settings are shown in Table 4.

5.3. Experimental Results and Analysis. Firstly, it analyzes
the size of the model and compares it with the original
YOLOv5 model. There are three measurement indexes

Table 3: Details of the three datasets.

Dataset
Number of
pictures

Object
type

Function

PASCAL VOC 2007
+12

16551 20
Training/
testing

Security wear dataset
(SWD)

4950 4
Training/
testing

Table 4: Settings of hyperparameters, where Input size means
image input size, Lr initial learning rate, Lr_f cosine annealing
hyperparameter, Weight_decay Weight attenuation coefficient,
Warmup_epochs Warm up learning epoch, Warmup_momentum
Warm up learning rate momentum, and Warmup_bias_lr
preheating learning rate.

Hyperparameters Default

Input size 640

Lr 0.01

Lr_f 0.2

Momentum 0.937

Weight_decay 0.0005

Warmup_epochs 3.0

Warmup_momentum 0.8

Warmup_bias_lr 0.1

Table 5: Object detection model performance comparison.

Model FLOPs Parameters MB

YOLOv5s 16.5 7114785 14.5

DW-YOLO 7.4 3820257 7.9

DW-YOLO-Attention 7.5 3871751 8.0

Table 6: Comparison of different algorithms on PASCAL VOC
dataset.

Algorithms Input size mAP/%

MobileNet-SSD 300 × 300 68.0

faster-RCNN 1000 × 600 70.0

YOLOv5s 640 × 640 81.6

DW-YOLO 640 × 640 77.8

DW-YOLO-attention 640× 640 77.5
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for the improved models (see Table 5). The memory
required for lightweight DW-YOLO-Attention is 8.0MB,
the parameters are 7:5 × 105, and the FLOPs are 7.5. Com-
pared with the YOLOv5 model, the memory required is
reduced by 44.8%, respectively. The parameters were
reduced by 45.58%. FLOPs are reduced by 54.54%, which
reduces the complexity of the model and shows the supe-
rior performance of the lightweight DW-YOLO-Attention
model in the field of security wear.

To fully evaluate the lightweight DW-YOLO-Attention
detection algorithm in this paper, three commonly used
detection algorithms are used for comparative experiments,
and the mAP is selected as the evaluation index of different
detection algorithms. The open datasets for model training
are PASCAL VOC 2007+2012, and the test is PASCAL
VOC 2007. The results are shown in Table 6.

Table 6 shows that compared with the advanced model
algorithm, the mAP of the lightweight DW-YOLO model

algorithm is good. The detection mAP can reach 77.8%,
only 3.8% points lower than the baseline, 7.8% higher than
the Faster-RCNN, and 9.8% points higher than the
MobileNet-SSD. By improving the feature extraction back-
bone of DW-YOLOv5, the number of layers of the
improved lightweight backbone network is deepened, and
the extracted security wear image features become more
detailed. The deep separation convolution ensures that the
detection accuracy of the model is improved, but the num-
ber of model parameters is not increased, so a better detec-
tion effect is achieved.

Then, it compares the AP of DW-YOLOv5s and DW-
YOLO-Attention in each category of the VOC dataset (see
Figure 10). Plots that show DW-YOLO have high detection
accuracy for cat, dog, table, bus, bird, etc., which shows that
this model has a good recognition effect for objects of differ-
ent sizes, especially small and medium-sized objects. It
applies to the security wear detection in this paper.
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Figure 10: Comparison of different types of AP indexes in VOC datasets.
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Figure 11: Comparison of different types of AP indexes in SWD datasets.
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In this paper, the improved lightweight YOLOv5 algo-
rithm is applied to the identification of safety wear protec-
tion. To verify the better effect of the method proposed in
this paper, under the same equipment and network parame-
ter configuration, the same number of test sets is used, and
several popular one-stage and two-stage target detection net-
works are used for the experiments: Faster-RCNN and
MobileNet-SSD. The experimental results were evaluated
by four evaluation indexes: Precision, Recall, mAP, and
FPS. The experiment is shown in Table 1.

The table shows the results of different models in secu-
rity wear recognition. It can be seen that on the SWD data-
set, the mAP of the lightweight DW-YOLO-Attention
proposed can reach 82.1%. Compared with Faster-RCNN
and MobileNet-SSD increases by 20.55% and 76.93%, and
decreases by about 3.52% compared with YOLO v5. The
FPS of the lightweight DW-YOLO-Attention model is 100.
Compared with Faster-RCNN and MobileNet-SSD, the
FPS of DW-YOLO-attention is increased by 81.97 and
39.89. Therefore, the lightweight DW-YOLO improves the
real-time performance of security wear recognition while
maintaining a high mAP of 82.1%, which has a certain prac-
tical application value for security wear recognition. Com-
pared with other algorithms, the lightweight DW-YOLO-
Attention model in this paper has certain generalization
and robustness.

Then, we compared the AP of Faster-RCNN, Mobile-
Net-SSD, YOLOv5, DW-YOLO, and DW-YOLO-Attention
in the security wear dataset (see Figure 11). The recognition
performance of these five target models is not satisfied in the
case of occlusion in the factory scene. It may even be mis-
judged due to factors such as ambient light. The accuracy
of the above methods decreases when they detect small tar-
gets. By contrast, both the lightweight DW-YOLO and
DW-YOLO-Attention are able to detect small objects in
the images on the same test set. Both of them have higher
detection accuracy on objects with larger targets and more
obvious features like the protective clothing (Reflective_
cloth) but have relatively lower accuracy on smaller targets
with complex features like the head. The reason lies in the
fact that DW-YOLO-Attention which updates YOLO with
model lightweight is able to improve running speed and
reduce the model training time. The above experimental
results have demonstrated that the proposed DW-YOLO-
Attention algorithm has competitive performance in reduc-
ing the missed detection rate of small and medium-sized tar-
gets. Notably, the accuracy and detection speed of the
method are not degraded when DW-YOLO-Attention is
used to detect small and medium-sized targets. Conse-
quently, the proposed method can be applied in practical
scenarios, and we have successfully utilized it in the factory
for object detection.

6. Conclusions

In existing security wear detection, the model transplanta-
tion is challenging to perform on the embedded platform
since the number of network parameters is huge, and the
low computation power of the platform also triggers the

degradation of the detection accuracy. Accordingly, we have
modified the YOLOv5 network structure to handle the safety
wear detection with three scales. In other words, a light-
weight target detection network based on deep separable
convolution is proposed. In our model, we replaced ordinary
convolution with depth-separable convolution in order to
reduce the number and scale of parameters. The attention
part is used to weigh the different channels of feature map-
ping to improve the detection accuracy of the model. The
experimental results have shown that the proposed model
has higher accuracy in target detection and lower model cal-
culations than the existing models. Especially, the proposed
model has the fastest reasoning speed among all models.
The line of our future research is to improve the ability of
the proposed model to detect objects under employee occlu-
sion and extreme shooting angles.
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With the development of iris biometrics, the pupil recognition method is widely used in the fields of identity recognition and so
on. Most traditional iris recognition algorithms use an adaptive threshold to the eye image binarization processing; although this
can at the maximum preserve the original characteristics of the image itself, the retained features in this method included a lot of
noise points, including Gaussian noise and so on, in a series of image preprocessing. The subsequent iris recognition and pupil
positioning are still prone to the loss of positioning accuracy, which cannot separate the pupil completely from the background
area of the image, increasing the difficulty of connecting the pupil to domain localization, thus affecting the pupil positioning
accuracy. Therefore, in order to meet the requirement of high precision pupil recognition accuracy in low-quality eye images,
this paper takes the iris dataset provided by the China Research Institute of Automation as an example to improve the
traditional pupil location method. A pupil localization method based on parameter optimization is proposed, which includes
the setting of a three-step threshold, called as TST.

1. Introduction

With the innovation and iteration of iris biometrics, iris
recognition technology has gradually replaced the tradi-
tional identification method. Traditional identification
solves the problem of identity identification with regard to
the possession of objects through the possession of these
external objects to prove the person’s identity. However,
for keys, ID cards, bank cards, and other external objects,
they can be easily stolen by others who can use these items
to obtain benefits. Biometric identification technology [1] is
based on automatic identification technology of personal
unique physiological or behavioral characteristics. The bio-
logical characteristic is a more reliable and convenient iden-
tification method than traditional identification methods. It
will not be lost or forgotten; relative to the straightforward
replication of the characteristics of fingerprint recognition,
the iris and pupil are not easily retained after being used.
Therefore, the iris and pupil features of humans are not
easily copied and used by others. At the same time, due

to the innate differences between human individuals [2]
and the differences in living environment between different
individuals, the physiological structures of different individ-
uals have obvious differences over time. In addition, the
human iris and pupil are highly stable in biological morphol-
ogy [3], so they can be used for individual identification [4].
Reliable iris recognition depends on accurate pupil location,
so pupil recognition is of great practical significance. How-
ever, there are also some difficulties in pupil localization.
For example, in the process of obtaining the pupil image
dataset, changing the lighting conditions, eyelashes and pupil
images, glasses, and contact lenses will produce a large num-
ber of different forms of reflection, as well as interference
when the pupil is off-center or on the edge of the image,
and blurred pupil due to blinking. These disturbances make
pupil localization under nonideal conditions a practical and
challenging challenge.

Traditional pupil localization methods are mainly
divided into threshold and Hough transform methods [5].
The basic idea of the pupil localization algorithm based on
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the threshold is to calculate binarization parameters accord-
ing to sliding window, then compare the gray threshold with
each pixel value in the gray image and classify each pixel
value into the appropriate category. The primary threshold
selection methods include the adaptive threshold method
[6] and the global threshold method, among which the adap-
tive threshold method adopts a sliding window. By sliding
the sliding window in the image, the corresponding thresh-
old of each region is obtained, and the image binarization
is carried out. This method can retain the original texture
features in the image. However, it also retains details other
than the pupil in the image, which significantly increases
the difficulty of extracting the contour. Therefore, the pupil
localization accuracy is low in nonideal cases. The global
threshold method mainly compares the pixel value in the
whole image by setting a fixed threshold value. It sets the
pixel value more significant than the fixed threshold value
as 255 and the pixel value less than the fixed threshold value
as 0. Standard representative algorithms include the OTSU
(OTSU method) and iterative methods. However, selecting
a global threshold in the global threshold method is chal-
lenging to some extent. When the threshold is large, the
whole eye region in the eye image may be classified as the
target region, but the pupil and background cannot be sepa-
rated accurately. When the threshold value is small, the
pupil area may be incomplete so that the pupil cannot be
accurately located.

To overcome the above problems, this paper proposed
a robust pupil localization via a novel parameter optimiza-
tion strategy called TST, which has already been described
in [7]. And in order to describe TST in more detail, this
paper added more details and designed more experiments
for verification.

The main work of this paper is as follows:

(1) A new threshold adaptive pupil localization method
is proposed, which shifts the focus of pupil localiza-
tion to the acquisition of binarization parameters,
thus simplifying the subsequent screening of pupil
contour point sets and ultimately improving the
accuracy of pupil localization

(2) In order to solve the small gray value difference
between the pupil and the iris, which prevent us
from using methods such as the histogram to obtain
more accurate pupil edge gray information, a three-
step threshold method is proposed, by positioning
the pupil edge gray-level information within and
outside the edge of the gray-level information, with
the method of weighting parameters, for the edge
of the pupil parameter information. In this way, the
interference of external background information is
removed. In contrast, the complete pupil informa-
tion is retained, which ultimately improves the
robustness of pupil location

(3) A method for pupil contour recognition is proposed,
which introduces screening criteria such as pupil
area ratio, length-to-width ratio of the whole image,
and Euclidean distance between the pupil edge and

the center coordinate to simplify the pupil contour
point set identification difficulty and increase the
accuracy of pupil recognition

The rest of this paper is organized as follows: In Section
2, this paper will outline the algorithms of pupil recognition.
Section 3 introduces the basic principles and steps of TST.
Section 4 presents experiments on three datasets and uses
the results to verify our algorithm. Section 5 discusses the
performance of TST algorithm. Finally, Section 6 is the con-
clusion of this article.

2. Related Work

Pupil recognition is very similar to iris recognition. Daug-
man [4] first proposed a method for locating the inner edge
of the iris based on differential operators. Then, Wildes [2]
proposed to decompose the eye image into four regions of
different degrees and calculate the similarity to achieve iris
recognition. On the basis of the above two methods, a variety
of similar pupil localization methods have been extended.
Zhang et al. [8] improved the calculus operator proposed
by Daugman and proposed to use polar coordinate transfor-
mation to represent the pupil area by using a matrix in the
iris region in the original image while adding Laplacian noise
to the iris and pupil region in the image. Then, a deidentifi-
cation algorithm is used to identify the biometrics of the iris
and pupil, achieving a similar pupil recognition effect. How-
ever, this method focuses on pupil privacy protection and
biometric recognition of the iris and pupil and cannot accu-
rately locate the pupil and iris region. By analyzing calculus
operators, Minakova and Petrov [9] proposed an operator
based on the Bresenham algorithm to integrate partial calcu-
lation methods to improve efficiency.

Meanwhile, the Bresenham algorithmwas modified to cal-
culate operators in a single arc. This method improved the
speed and accuracy of pupil positioning. However, for the
eye image with no apparent difference between the target
and background, the segmentation parameters cannot be cal-
culated accurately, resulting in a large error in pupil location.
In addition, Chen et al. [10] and Setiawan et al. [11] improved
the traditional Hough transform circle detection method by
introducing the Canny edge detection operator and proposed
a pupil localization method based on the circular Hough
transform. This method can achieve relatively accurate local-
ization of artificially blocked pupils in high-quality images.
And Shang et al. [12] also built a pupil localization system
based on this method. However, in low-quality eye images,
due to the Hough transform circle detection method, there
may be multiple round areas similar to pupils in the image,
increasing pupil positioning error. In order to solve the prob-
lem that pupil localization is prone to failure in the case of off-
axis occlusion, Dewi et al. [13] proposed an ellipse-fitting and
a fine-adjustment algorithm for robust pupil localization in
off-axis conditions. The accuracy of this method was 0.83
when the Z-value was 41.5. To improve the efficiency of pupil
positioning, Li et al. [14] and Jan et al. [15] proposed to adopt
the grayscale integral projection method for pupil localization.
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However, these methods improve the speed and reduce the
accuracy.

In addition, in the practical application of pupil localiza-
tion, the acquisition of the eye image is not smooth. The
obtained eye image also has a lot of noise, such as pupil
and iris occlusion due to strong light. These low-quality
eye images will directly lead to the decrease of the pupil
localization accuracy of the above methods. For this reason,
Fuhl et al. [16] proposed a histogram-based pupil localiza-
tion algorithm, which improved the robustness of pupil
localization by combining edge filtering with the angle inte-
gral projection function. Fusek and Dobeš [17] proposed to
use a self-organizing migrating algorithm (SOMA) to deter-
mine the correct shape and position of the pupil model by
considering the physiological characteristics of the eyes. This
method improves the speed of pupil recognition while
ensuring high accuracy. Jamaludin et al. [18] proposed a
deblurring method based on the Wiener filter to improve
the quality of iris pattern and achieve pupil positioning.
Later, literature [19] proposed using the geodesic distance
to locate the pupil. This method achieves pupil location by
calculating the geodesic distance of the four corners of the
image, which has good stability in complex images.

In recent years, with the integration of deep learning and
image segmentation, relevant scholars have also tried to use
a neural network to achieve pupil location. The precision of
pupil and iris segmentation can be improved by the high-
precision calculation of computers. Jalilian and Uhl [20]
proposed a fully connected coding network for iris segmen-
tation. Yang et al. [21] and Choi et al. [22] proposed a net-
work model combining fully connected convolutional
networks and cavity convolution to segment the iris and
achieved good experimental results. Choi et al. [23] pro-
posed adopting a heterogeneous CNN model for pupil local-
ization, which also achieved high recognition accuracy in
specified datasets. In order to improve the accuracy of iris
recognition again, Lee et al. [24] proposed to use an adver-
sarial network for data enhancement, thus achieving more
accurate pupil recognition.

However, the pupil localization method based on a con-
volutional neural network needs to learn specific data fea-
tures. It is not easy to achieve target localization for the
target features that have never been learned. In this paper,
the pupil location method based on the global threshold
method is improved, and a robust localization via a novel
parameter optimization strategy is proposed, which includes
a three-step parameter optimization, referred to as TST. The
algorithm is used to accurately extract the target area and
achieve complete separation of the pupil from the back-
ground, as shown in Figure 1. In biometrics, the pupil and
iris are clearly demarcated, as shown in Figure 2. It can be
seen from Figure 2 that the pupil region represented by the
red ellipse is significantly different from the iris region repre-
sented by the yellow ellipse. There is also a significant differ-
ence between the skin area outside the orange ellipse and the
iris area.

Therefore, we design a binary parameter search algo-
rithm with pupil edge gray value jump. The initial search
coordinates are determined by setting the region of interest.

The gray parameters of the outer and inner edges of the
pupil were obtained to ensure the integrity of pupil image
information. Then, linear interpolation was used to narrow
the difference between inner and outer edges, and the bina-
rization parameters suitable for pupil separation were
obtained.

3. Methodology

This section improves the traditional threshold pupil local-
ization algorithm and proposes a method of pupil localiza-
tion via a novel parameter optimization to locate the pupil
in eye images. After preprocessing the image, we first pro-
posed a binarization parameter acquisition method based
on a three-step threshold to obtain accurate pupil boundary
segmentation parameters. The method mainly includes an
L-nearest neighbor domain search, binarization parameter
optimization, and boundary value. Secondly, we designed a
screening method suitable for the pupil contour point set to
increase the accuracy of pupil location. Finally, we combine
the binary parameter acquisition method based on a three-
step threshold with the pupil contour point set screening
method to achieve accurate pupil location.

3.1. Image Preprocessing. Since there may be RGB images in
the images we process, we adopt a weighted average method
to grayscale the images, and the formula is as follows:

Gray x, yð Þ = αR x, yð Þ + βG x, yð Þ + γB x, yð Þ, ð1Þ

where Gray is the final pixel value; R, G, and B are the
pixel values of the corresponding channels; ðx, yÞ is the coor-
dinates of row x and column y in the image; and α, β, and γ
are the weight parameters. After graying the image, there is
still a lot of abrupt point noise in the dataset. In order to
reduce the influence of such noise on pupil positioning, the
algorithm adopts Gaussian filtering to denoise the image,
and the formula is as follows:

G x, yð Þ = 1ffiffiffiffiffiffi
2π

p
δ
e−x

2/2δ2 , ð2Þ

where δ is the standard deviation and x is the pixel value.

3.2. ROI Region Definition. In biological morphology, the
ratio is between 4/1 and 3/1 for the iris to the pupil. Mean-
while, due to the acquisition of the dataset including some
face regions such as eyelids and eyebrows, we define the ini-
tial ROI region as 1/4 of the image center, as shown in
Algorithm 1.

where ðXcenter, YcenterÞ is the center point of the original
image; RangeH is the high range of ROI; RangeW is the wide
range of ROI; and A, B, C,D are the coordinates of the four
vertices of ROI as shown in Figure 3.

3.3. L-Nearest Neighbor Domain Search. Unlike the gray-
level histogram method and iteration method, TST searches
for a way to determine the final binarization parameters; in a
more sophisticated image, simply using a histogram or iter-
ative method to get the threshold, the pupil cannot be
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separated from the external area, which makes it hard for the
pupil and eyelash, affecting the follow-up positioning accu-
racy of the pupils. The near-L neighborhood search can
accurately determine the gray parameters of the inner edge
of the pupil to separate the pupil from the image back-
ground. This section will introduce the near-L neighborhood
search method in detail, as shown in Algorithm 2. The steps
are as follows:

(1) Take the minimum coordinate point of the gray
value in the ROI area as the initial search coordinate,

set the search step, and start the search with the ini-
tial search coordinate, as shown in Figure 4.

In the figure, P0 is the initial search coordinate, L is the
search step size, and the default value is 20.

(2) In the rough positioning of the pupil edge, there are
some sharp points in the image. When the search
values in the eight directions of this point are equal,
the rated step size will be automatically increased,
and the calculation formula is as follows:

Lextra
0k == 0

Lextra + 1P1 == P2

(
, ð3Þ

where Lextra is the extra step size, K is the number of
exceptions that occurred, and P1 and P2 are the search
values returned.

(3) In the search process, when all search directions
jump simultaneously, the minimum value among

L-nearest neighbor
domain search

Parameter
optimization

Boundary value

Image binarizationEllipse fitting

Gaussian filterInput Defining ROI area

Filtering of
connected domain
tangent rectangles

Figure 1: Basic idea of the robust pupil localization via a novel parameter optimization strategy.

Figure 2: Pupillary boundary diagram.

Input: Length and width of the eye image;
Output: Four coordinate points for the ROI region;
1. RangeH⟵H/4
2. RangeW⟵W/4
3. A⟵ ðXcenter − RangeW/2, Ycenter − RangeH/2Þ
4. B⟵ ðXcenter − RangeW/2, Ycenter + RangeH/2Þ
5. C⟵ ðXcenter + RangeW/2, Ycenter + RangeH/2Þ
6. D⟵ ðXcenter + RangeW/2, Ycenter − RangeH/2Þ

Algorithm 1: Define the ROI.

DA

CB

Figure 3: ROI region diagram.
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them is taken as the new starting point, and its calcu-
lation formula is as follows:

Xnewpoint
, Ynewpoint

� �
= Point min PLT , PT , PRD, PR, PRT , PD, PLD, PLð Þ½ �,

ð4Þ

where ðXnewpoint
, Ynewpoint

Þ is the new starting coordinate.

PLT , PT , PT , PRT , PRT , PL, PL, and PR are the dimensionless
pixel values to the right of the starting search point. PLD is
the lower-left pixel value of the starting search point (dimen-
sionless). PD and PRD are the gray values at the lower right
(dimensionless). The Point is the generating function of
the horizontal and vertical coordinates;

(4) Set the critical condition of the gray value. The for-
mula is as follows:

Pm =Max Pmlast, Pmlater

� �
,
Pmlater

Pmlast

> TLnearest
: ð5Þ

After all the Pm were obtained, the minimum search
value was taken as the internal pupil edge separation param-
eter, and the formula is as follows:

PLnearest
= min Pmð Þ: ð6Þ

where Pm is the returned search value, Pmlater
is the gray

value of the next step, Pmlast
is the current gray value of the

search, TLnearest
is the critical condition and the default value

is 1.5, and PLnearest
is the minimum binarization parameter

value of pupil separation parameter and it is dimensionless.
min is the minimum value function; max is the maximum
value function.

3.4. Optimization of Binarization Parameters. The L-nearest
neighbor domain search algorithm obtained the pupil edge’s
approximate inner boundary gray value. However, due to
the high exposure or multiple light source points in the
acquisition process of some eye images, there may be
reflected light spots inside the pupil as the gray value of
the pupil differs significantly from that of the reflected light
spot. As a result, the binarization parameters obtained by
near-L neighborhood search do not contain the complete
pupil range. Therefore, it is necessary to optimize the search
of binarization parameters based on the L-nearest neighbor
domain search to obtain the pupil outer edge parameters.
The basic idea is to realize the extreme marginalization of
binary parameters by reducing the search step size and

Input: 1. The initial search coordinates and the length and width of the image;
2. Length and width of the eye image;

Output: The coordinate point and pixel value at which the
jump occurred;
L⟵ 20:
Lextra ⟵ 0
flag⟵ TRUE
whileflagdo

fori = 1 to ndo
whilePmlater

/Pmlast
< TLnearest

and Pi <H and Pi <
Wdo

Pmlater
⟵ Pmlast

Pmlast
⟵ Pmlast

+ L
end while
ifP1 to P8 is equal then

Lextra ⟵ Lextra + 1
else {P1 to P8 is not equal}

flag⟵ FALSE
end if

end for
end while

Algorithm 2: Search for gray parameters of inner pupil edge.

PRT

L

L

L
L

PTPLT

PRP0PL

PRDPDPLD

Figure 4: Diagram of near-L neighborhood search.
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changing the judging boundary conditions. The idea is
shown in the algorithm, and the main steps are as follows:

(1) Through the last section of the nearly L neighbor-
hood search method, we get the initial coordinate
as starting points in eight directions of gray value
jumps of the coordinates of the point, because the
eight coordinates of the gray value of the step before
leaping the gray value, so they represent the pupil in
the edge location of the binary parameter values; as a
parameter for image binarization, part of the image
of the pupil will likely be lost. In order to ensure
the integrity of the pupil, we reset these eight coordi-
nates as the initial coordinate points

(2) In theL-nearest neighbor domain search method,
based on the initial coordinates of the starting point,
eight of them point the direction to search, and in
the process of binary parameter optimization,
because the pupil within the gray value range has
been confirmed, the search algorithm is no longer
needed for eight directions at the same time; it is
only needed according to the coordinate point in
the nearlyLneighborhood search process which is
the returned direction search. Its basic formula is

Pm =max Pmlast
, Pmlater

� �
, Pmlater

− Pmlast

�� �� > TLoptimization
, ð7Þ

where Pm is the gray value after the binarization param-
eters are refined on the basis of the inner pupil edge param-
eters, Pmlater

is the gray value corresponding to the current
coordinate in the binarization optimization search algo-
rithm, Pmlast

is the gray value corresponding to the last coor-
dinate, and TLoptimization

is the new jump criterion with an

initial value of 2. In the process of optimizing the search
by the above binary parameters, the initial value of the
search step is set as 1 in order to prevent the gray value of
the pupil and iris in the eye image from increasing in
sequence due to the dark light, thus affecting the judgment
of the jump limit.

(3) A relatively delicate pupil edge parameter is obtained
after the binarization parameter optimization of the
gray value of the inner pupil edge obtained by the
near-L neighborhood search method. The minimum
value of the returned optimization parameters in
eight directions is taken as the final value of binariza-

tion parameter optimization, and the formula is as
follows:

PLoptimization
= min Pmð Þ, ð8Þ

where Pm is the binarization parameters of the eight
directions after the parameters are defined by the method
of binarization parameter optimization based on near-L
neighborhood search. PLoptimization

is the gray value of the outer

pupil edge selected after binarization parameter optimization.

3.5. Improved Linear Interpolation Method. The inner mar-
gin and outer margin of the pupil and the method of acqui-
sition obtained a rough location of the inner and outer pupil
edges. However, when there is no obvious jump boundary
between the gray values of the pupil and iris, the rough
parameters of the outer edge of the pupil obtained by bina-
rization parameter optimization will be pretty inaccurate.
In this case, binarization of the image will lead to the inte-
gration of the pupil with the external background, which will
make it challenging to locate the contour-point set of the
connected domain of the pupil in the follow-up, thus mak-
ing it unable to achieve accurate positioning of the pupil,
as shown in Figure 5.

In order to eliminate the influence of no apparent differ-
ence between the outside edge of the pupil and the gray
background value and solve the problem of the pupil and
the outside background being mixed, we put forward the
boundary value method to reduce the error caused by bina-
rization parameter optimization. The main idea is linear
interpolation. By reducing the weight of the parameters on
the outer edge of the pupil and increasing the weight of
the parameters on the inner edge of the pupil, the grayscale
difference between the inner and outer edges can be well
reduced to obtain the actual grayscale parameters of the
pupil, as shown in Algorithm 4. Its calculation steps are as
follows:

(1) Set the upper limit range of binarization parameters
and determine whether to use weight parameters to
reduce parameter errors by judging whether the gray
value parameters of the outer edge of the pupil opti-
mized by binarization parameters are in the upper
limit range

(2) The binarization parameters of the image are deter-
mined by the set constraints

Ppupil =

max PLoptimization
, PLnearest

� �
, PLoptimization

>Mbound∧PLnearest
>Mbound,

PLoptimization

PLoptimization
+ PLnearest

× PLnearest
+

PLnearest

PLoptimization
+ PLnearest

× PLoptimization
, PLoptimization

<Mbound∨PLnearest
<Mbound,

0
BBB@ ð9Þ
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where Ppupil is the parameter for binarization of the eye
image determined by the three-step threshold method,
PLnearest

is the gray value parameter of the inner edge of pupil,
PLoptimization

is the gray value parameter of the outer edge of

pupil, and Mbound is a constraint on the maximum number
of arguments in the bound value. The initial value is 80.

3.6. Connected Domain Filtering. After binarization of the
image with the parameters obtained by the three-step
threshold method, no matter the original multilight source
points in the image, or the occlusions such as eyelashes
and eye sockets, there are apparent segmentation boundaries
with the pupil, as shown in Figure 6.

In order to accurately identify the pupil-connected
domain, we first introduce the area proportion constraint
of the outer tangent rectangle of the pupil-connected
domain, whose calculation formula is as follows:

Si = Xri − Xlið Þ × Ydi − Ytið Þ, ð10Þ

where Si is the area of the connected domain tangent
rectangle, Xri is the rightmost abscissa value of the tangent
rectangle, Xli is the leftmost abscissa value of the tangent
rectangle, Ydi is the bottommost ordinate value of the tangent

rectangle, and Yti is the uppermost ordinate value of the tan-
gent rectangle. Secondly, the average Euclidean distance con-
straint between the contour point set and the center
coordinate is introduced, and its calculation formula is

Di =
1
N
〠
N

1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − Xcenterð Þ2 + yi − ycenterð Þ2

q
, ð11Þ

where Di is the average Euclidean distance of the ith
contour point set, N is the number of pixels, ðxi, yiÞ is
the pixel coordinates of the contour points, and ðXcenter,
YcenterÞ is the center coordinates of the eye image. Finally,
the empirical value of the number range of pupil contour
points is added to calculate the pupil-connected domain
satisfying the conditions, and the formula is as follows:

Cpupil = max Di <MDð Þ ∪ Si <MSð Þ ∪ 100 < Ci < 300ð Þð Þ,
ð12Þ

where Cpupil is the contour point set of the pupil and
Ci is the number of pixels in the contour point set.

3.7. Least Square Ellipse Fitting. In morphology, the mor-
phological characteristics of the pupil are similar to those
of the ellipse, and some pupils may be close to the circle.
Therefore, we adopt the ellipse-fitting method of the least
square method to fit the pupil and achieve the positioning
of the pupil. The general formula is as follows:

x2 + Axy + By2 + Cx +Dy + E = 0: ð13Þ

According to the general equation of an ellipse, solving
the equation requires at least five measuring points on the
ellipse contour. By randomly selecting five-coordinate points
from the contour point set in the pupil-connected domain

Original image Binary image

Figure 5: Image binarization rendering without boundary value.

Input: 1. The coordinate point and pixel value of the jump in Algorithm 2;
2. Length and width of the eye image;

Output: Gray parameters of the outer edge of pupil;
L⟵ 1
Lextra ⟵ 0
flag⟵ TRUE
while flag do
for i = 1 to n do

whilejPmlater
− Pmlast

j < TLoptimization
and

Pi <H and Pi <Wdo
Pmlater

⟵ Pmlast

Pmlast
⟵ Pmlast

+ L
end while
if P1 to P8 is equal then

Lextra ⟵ Lextra + 1
else {P1 to P8 is not equal}

flag⟵ FALSE
end if

end for
end while

Algorithm 3: Optimization of binarization parameters.
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and putting them into the equation for solving, the final
ellipse-fitting equation can be obtained to achieve pupil
location.

4. Experiments

4.1. Datasets and Metrics

4.1.1. Datasets. The CASIA-IrisV1 dataset is the earliest ver-
sion of the dataset provided by the Chinese Institute of
Automation [25]. The dataset contained 756 high-quality
eye images, which were enhanced to distinguish the pupil
from its background area. Meanwhile, in the process of data
collection of the CASIA-IrisV1 version, the collected person-
nel are strictly required not to wear glasses and keep their
eyes as wide as possible, so that the pupil area will not be
blocked by eyelashes, hair, and other organs, which indi-
rectly simplifies the pupil identification difficulty of the
CASIA-IrisV1 dataset. In order to verify the high accuracy

of TST in high-quality eye images and prevent the algorithm
from unilaterally adapting to pupil localization in complex
images, but with the accuracy decreasing in high-quality
images, this paper first adopts the CASIA-IrisV1 dataset
for verification.

The CASIA-Irisv4 dataset is also a dataset provided by
the Chinese Institute of Automation. The dataset contains
iris images from more than 1800 real objects and 1000 vir-
tual objects. All iris images are 8-bit gray files collected or
synthesized under near-infrared illumination. At the same
time, the CASIA-IrisV4 dataset has a diversity of eye
images. For example, in Interval, a circular NIR LED array
was designed to allow the iris camera to capture very clear
iris images. In Lamp, elastic deformation of the iris texture
was induced by light reaction, and the pupil expanded and
contracted correspondingly under different light condi-
tions. In addition, the CASIA-IrisV4 dataset also includes
glasses-wearing, composite images, and iris images with
specular reflection due to glasses-wearing. Therefore, this

Input: L-nearest neighbor domain search parameter and
binarization parameter optimization result;

Output: The final binarization parameter;
Mbound ⟵ 80
if PLoptimization

>Mbound and PLnearest
>Mbound

then
Ppupil ⟵max ðPLoptimization

, PLnearest
Þ

else fPLoptimization
<Mbound orPLnearest

<Mboundg
Ppupil ⟵ ðPLoptimization

/ðPLoptimization
+ PLnearest

ÞÞ × PLnearest
+ ðPLnearest

/ðPLoptimization
+ PLnearest

ÞÞ × PLoptimization

end if

Algorithm 4: Set boundary value.

Original image

Binary image

Figure 6: A binarization result graph with three-step threshold parameters is used.
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dataset can well verify the accuracy and robustness of the
algorithm in complex iris image localization. In order to
verify the validity of TST, the CASIA-IrisV4 dataset was
also used.

The CASIA-Iris-Aging dataset is a dataset provided by
the Chinese Institute of Automation. In the CASIA-IrisV1
and CASIA-IrisV4 datasets, eye images with multiple light
sources or high exposure rarely exist. In order to verify the
practical effect of TST in such eye images, this dataset is
introduced in this paper. In this dataset, images with
pupils obscured by eyelashes or hair and images with mul-
tiple light points or high exposure are included.

4.1.2. Metrics. In order to obtain the specific pixel-level error,
the improved mean error is used as the evaluation index of
pupil positioning accuracy. Its calculation formula is as follows:

err == 1
4
〠
3

0
xb − Xbj j, ð14Þ

where xb is the artificially marked boundary value of pupil
outer tangent rectangle; Xb is the pupil tangent rectangular

boundary obtained by TST; ð0, 1, 2, 3Þ represent the upper,
lower, left and right boundaries, respectively; and err is the error
value.

4.2. Experimental Results. In order to verify that TST has a
better pupil localization effect, this paper made comparisons
with the classical Hough [15] pupil localization method,
Gangwar [19] pupil localization method, Fuhl [20] pupil
localization method, and traditional threshold method. It
can be seen from the results that TST has high pupil localiza-
tion accuracy in high-quality datasets and maintains good
robustness in complex eye images. However, Gangwar and
Fuhl failed to separate the pupil from the image background,
resulting in a decrease in the pupil localization accuracy of
their algorithms in complex images, as shown in Figure 7.

As shown in Table 1, TST maintains high accuracy in
both the high-quality CASIA-IrisV1 dataset and the com-
plex image dataset of CASIA Iris Subject Ageing. Even in
the specially processed CASIA-IrisV4 dataset, 86.8% accu-
racy was achieved.

The above results show that TST can better separate the
pupil from the background area by fitting the gray

Original image

CASIA-IRISVI

Multi-light
source

Eyelash
and eyelid
occlusion

Wearing
glasses

CASIA-IRISV4

Adaptive
binarization

TST
binarization

Algorithm-
Hough

Algorithm-
Gangwar

Algorithm-
Fuhl

Algorithm-
TST

Figure 7: Test results for the datasets.

Table 1: The experimental results.

CASIA-IrisV1 Accuracy CASIA Iris Subject Ageing Accuracy CASIA-IrisV4 Accuracy

Gangwar [26] 743 98.3% 1893 93.1% 2467 77.5%

Hough circle [15] 731 96.7% 1876 92.3% 2245 70.5%

Fuhl [16] 751 99.3% 1921 94.5% 2657 83.4%

TST-adaptive 739 97.8% 1647 81.1% 1931 60.7%

TST 754 99.7% 1957 96.3% 2765 86.8%
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Figure 8: Accuracy results for the datasets.
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parameters of the pupil edge, which simplifies the subse-
quent screening of the pupil-connected domain and
improves the accuracy and robustness of pupil location.

5. Discussion

TST showed good pupil positioning accuracy and robustness
in the above dataset images for both the high-quality
CASIA-IrisV1 dataset and the challenging CASIA-IrisV4
dataset. The reason is that TST is different from other tradi-
tional pupil localization methods, which focus more on the
selection of image binarization parameters. Through the
three-step threshold method included in TST, the gray
parameters of the inner edge of the pupil are obtained to
eliminate the interference of most background targets. Then,
by expanding the parameters of the inner edge of the pupil
again, the integrity of the target pupil is guaranteed, and
the information of the pupil edge will not be lost due to
the selection of too small binarization parameters. Finally,
through improved linear interpolation method, the pupil
parameters and outer edge-to-edge values make the final
binarization parameters suitable for the separation of the
pupil to ensure the integrity of the pupil’s case, as much as
possible from the interference of background factors, and
simplify the pupil-connected domain-filtering conditions.
However, TST-adaptive adopts the adaptive threshold
method to binarize the image, which retains most interfer-
ence factors in the image and cannot achieve complete pupil
separation, thus increasing the difficulty of pupil location
and reducing the accuracy of pupil location.

In the pupil-connected domain in the process of screen-
ing, based on the idea of IOU losses of the convolutional
neural network computation, we proposed the pupil of the
connected domain circumscribed rectangular area ratio,
aspect ratio, and contour point sets and the average Euclid-
ean distance of the image center joining the pupil filter-
connected domain, combining the pupil contour point num-
ber. Thus, the difficulty of filtering the pupil-connected
domain is reduced. The accuracy and robustness of pupil
location are increased. In Figure 8, TST in the 1-pixel error
range reached the peak pupil location accuracy. The reason
is that in the binary parameter selection problem, we adopt
the three steps of the threshold value method to determine
the threshold parameter, which hugely fits the pupil edge
information. Therefore, in the process of pupil orientation,
the positioning error is smaller.

6. Conclusion and Future

This paper proposed a method of pupil localization via a
novel parameter optimization, called TST. TST includes
the three-step threshold method. Compared with other pupil
location algorithms, the three-step threshold method pays
more attention to the early image processing, thus simplify-
ing the difficulty of subsequent pupil location. In addition, in
order to solve the problem that the pupil localization accu-
racy decreases when the pupil is close to the background
gray value, this paper designed a unique filtering algorithm
of the pupil-connected domain. The experimental results

show that TST has a better pupil localization effect and is
suitable for pupil localization in complex images.

In the future, TST may help to improve the overall per-
formance of eye movement tracking due to its good perfor-
mance. We will improve the reliability of eye movement
tracking by combining the reflected light spot of the pupil
with the pupil center coordinate of TST positioning.

Data Availability

To test our method, we used the CASIA-IrisV1 dataset, the
CASIA-IrisV4 dataset, and 2032 eye images from the CASIA
Iris Subject Ageing dataset collected by the Institute of Automa-
tion, Chinese Academy of Sciences, and the CASIA iris image
database, in http://biometrics.idealtest.org/activeuser.do?id=
31855, Chinese Academy of Sciences Institute of Automation.
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Aiming at the difficulty of air leakage detection in the sintering process of the sintering furnace, especially the problems of high
detection cost and poor timeliness of detection results when traditional methods are used for detection, we propose an air leakage
rate prediction algorithm. Firstly, we use the particle swarm optimization algorithm to optimize the initial parameters of the
neural network based on back propagation and get the best set of initial parameters through continuous search. Secondly, the
optimized parameters are substituted into the neural network to train them with training data, and the trained parameters are
obtained. Finally, the air leakage rate of the test set data is predicted by using the trained parameters. Compared with
traditional calculation methods such as gas analysis and calorimetry, the proposed method can greatly simplify the detection
process, shorten the detection time, and control the error within 5%, allowing the user to deal with the air leakage problem
more timely and improve the overall sintering quality.

1. Introduction

With the development of the iron and steel industries, the
demand for iron ore is increasing day by day. However,
there is less and less rich ore that can be smelted directly into
the furnace, so a large number of poor ore resources must be
mined and used [1–4]. Direct smelting of lean ore into the
furnace will worsen the production index of the blast furnace
and reduce the economic benefit. Therefore, lean ore needs
to be treated by beneficiation to select concentrate with high
iron content, and fine ore produced in the mining and pro-
cessing of concentrate and rich ore can only be used for blast
furnace ironmaking after being lumped.

Iron ore powder agglomeration methods currently
mainly include sintering and pelletizing. The production of
pellets requires fine-grained concentrates and requires gas
or liquid fuel for roasting. It has strong adaptability and
can not only produce sintered ore with coarse-grained rich
ore powder and concentrate, but also process industrial

iron-containing wastes. Due to the dominance of the pro-
duction of iron ore powder agglomeration, sintered ore
accounts for 70% to 90% of the total iron-containing raw
materials entering the furnace [5–8]. Therefore, sinter has
always been the main raw material for blast furnace iron-
making. It mainly determines the technical and economic
indicators of blast furnace smelting production [9–13]. In
blast furnace ironmaking, the use ratio of sinter basically
accounts for about 75% of the blast furnace burden and
more than 70% of the blast furnace ironmaking cost and
energy consumption. Therefore, the technical and economic
indicators and quality of sintering production play a decisive
role in the cost and effect of the blast furnace.

It can be seen that in the modern steel production pro-
cess, sintering plays an irreplaceable role as an important
link in providing raw materials for ironmaking blast fur-
naces in modern iron and steel production [14–20]. Using
the sintering method to produce sinter not only solves the
problem of fine ore ironmaking but also improves the
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metallurgical properties of iron-containing raw materials, so
that the production index and economic benefits of the blast
furnace are obviously improved [21–25]. At present, the
most commonly used sintering equipment in sintering pro-
duction at home and abroad is the belt sintering machine,
which provides most of the high-quality man-made rich
ore required for the production of ironmaking blast fur-
naces. From the perspective of energy saving and environ-
mental protection, the biggest disadvantage of the sintering
machine is that its air leakage rate is high, resulting in diffuse
noise in the vast space around the equipment.

During the sintering process, the negative pressure of the
system will inevitably lead to a certain degree of air leakage
between the material surface gap and the sidewall of the trol-
ley, so that the air enters the sintering system from the posi-
tion with poor sealing performance of the equipment, and at
the same time reduces the working negative pressure of the
sintering system [26–30].

The main causes of air leakage in sintering machines are
(1) the gaps between trolleys and trolleys, between baffles
and baffles, and between trolley grate bars and baffle pins;
(2) the air leakage of the air duct and compensator of the
small bellows is due to the rapid wear due to high tempera-
ture, air pumping, material scouring, and other reasons; (3)
the sintering machine bellows head and tail. Under the
action of high negative pressure in the large flue, a large
amount of air is pumped into the head and tail spring sealing
cover plates and the slideways on both sides; (4) wear air
leakage of each connecting flange, pipeline, and bellows of
the main exhaust system. More details of the air leakage of
the sintering machine are referred to in [31].

The effective air volume per unit area of the sintering
trolley reduces the output of the sintering machine and the
quality of the sintered ore. The lower the unit effective air
volume of the sintering system, the less sintered ore output
there will be. In the sintering process, the electricity con-
sumed by the fan accounts for more than 70% of the total
electricity. If the air leakage rate is too high, the effective
power of the fan will be greatly reduced. A large amount of
air leakage not only affects the electricity consumption, but
also affects the effective utilization of energy in the sintering
process, and reduces the production efficiency, finally
increasing the energy consumption in sintering production
and the production cost of sinter. Finally, the consumption
of energy in sintering production and the production cost
of sinter have increased. The practice of some sintering
plants has proved that the output can be increased by
6% when the air leakage rate is reduced by 10%, the power
consumption can be reduced by 2 kW/h per ton of sinter,
the coke powder can be reduced by 1 kg/t, and the finished
product rate can be increased by 1.5%~2.0% [32–34].
Therefore, one of the most direct and effective ways to
increase production, reduce consumption, and increase
economic benefits in the sintering production process is
to control the air leakage rate.

At present, the air leakage rate of various types of sin-
tering equipment is generally about 50%, and the air leak-
age rate of some advanced enterprises is 40-45% during
normal production. The difference in air leakage indicators

of different enterprises is affected by various factors, but
the main reason is that real-time online monitoring of
air leakage cannot be performed, and then it is impossible
to accurately determine the air leakage part of the sinter-
ing machine and carry out maintenance, which has
become a common problem in the sintering industry. At
present, the measurement of the air leakage rate of the
sintering equipment is a general manual operation, which
has a long measurement period and consumes more man-
power and material resources, and the measurement
results are greatly affected by production operation and
working conditions [35]. If online monitoring can be real-
ized, it will be of great help in the analysis of production
status, operation, scheduling decision-making, and equip-
ment maintenance. Both the oxygen content method and
the colorimetric method can realize online detection and
have been used in some factories [36]. The oxygen content
method involves analyzing the air leakage rate of the sin-
tering equipment system by detecting the oxygen content
of the flue gas in the sintering flue. The oxygen content
is detected by a zirconia analyzer, which is installed
between the electrostatic precipitator and the bellows
[37]. The principle of the calorimetric method is that the
heat reserve change of exhaust gas leaving the system plus
the heat loss of the system is equal to the heat of exhaust
gas entering the system. To establish a heat balance for-
mula, measure the temperature through thermocouples
and calculate the air leakage rate according to the formula.
Using deep learning to calculate the air leakage rate only
requires a few easy-to-measure data points such as ignition
temperature, airflow, and discharge temperature to calcu-
late a more accurate air leakage rate [38]. The biggest
advantage of neural networks is that they can continuously
learn and improve to adapt to the prediction of air leakage
rate under various conditions. A more rapid and accurate
calculation of air leakage rate enables faster processing and
maintenance, thereby improving production efficiency.

2. Proposed PSO-BP Combinatorial Model

In this section, we will firstly introduce the backpropagation
(BP) based neural network model. Then, the particle swarm
optimization (PSO) algorithm used in this study is
described. Finally, the proposed PSO-BP combinatorial
model is presented.

2.1. BP Neural Network Model. The BP neural network [39]
is widely used in industrial control, and the basic idea of
its model is to make real-time adjustments to the network
weights by analyzing the network output error and gradi-
ent information, to further bring the network output
closer and closer to the expected value. The BP neural net-
work prediction model established in this paper uses the
temperature and negative pressure data of 15 sintering
processes to predict the air leakage rate, including ignition
temperature, sintering machine speed, material layer thick-
ness, and waste temperature. A complete neural network
consists of three parts: an input layer, a hidden layer,
and an output layer [40]. Figure 1 shows the structure of
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the BP neural network used in this paper. x1 ~ x15 in the
figure represents the input layer of the neural network;
w1 ~w15 represents the node weight of the input layer;
y1 ~ y7 represents the node weight of the hidden layer; o
is the output layer. In the neural network constructed by
the algorithm used in this paper, the input layer includes
15 nodes whose actual meanings are ignition temperature,
sintering machine speed, material layer thickness, waste
temperature, etc. The prediction result of the air leakage
rate of sintering equipment is the output layer, the num-
ber of hidden layer nodes selected according to the empir-
ical formula b = ffiffiffiffiffiffiffiffiffiffiffiffi

m + n
p + a, where m is the number of

input nodes, n is the number of output nodes, a is a con-
stant, and here we set it to 3. Therefore, the final number
of hidden layer nodes b is 7.

As shown in the three-layer BP network above, the out-
put Hj of the hidden layer is given in Equation (1):

Hj = g 〠
m

wijxi + aj

� �
: ð1Þ

The output of the output layer is shown in Equation (2):

Ok = 〠
b

j=1
Hjwjk + bk: ð2Þ

In this paper, the error formula is taken as Equation (3):

E = 1
2〠

n

k=1
Yk −Okð Þ2: ð3Þ

The update formula of the weight is given in Equation
(4):

wij =wij + ηHj 1 −Hj

� �
xi 〠

m

k−1
wjkek

wjk =wjk + ηHjek

:

8><
>:

ð4Þ

BP neural network training is roughly divided into two
processes: forward propagation and back propagation. After
the forward propagation is completed, the error between the
target value and the actual value is calculated, and then the
internal weights and thresholds are continuously updated
and adjusted through the back propagation of the error until
the error is less than the initial set accuracy value. The train-
ing is completed, and the parameters can be used to predict
air leakage rates [41]. The BP neural network is a kind of
single-hidden-layer feedforward neural network. The weight
and threshold of the network are iterated continuously by
the gradient descent method, and finally, the data regression
and classification are completed. However, in the initial
state, the weights and thresholds of the network are arbi-
trarily set, and the system batching and control parameters

Ignition
Temperature

Sintering machine
speed

Material layer
thickness

Exhaust gas
temperature

Flue pressure

Air leakage
rate

Input layers Hidden layers Output layers

.

Figure 1: BP neural network structure.
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will be adjusted with the change of process requirements,
which will lead to the difficulty of achieving optimal accu-
racy all the time. Therefore, this paper introduces the PSO
algorithm to optimize the internal parameters to ensure that
the prediction model is always in the optimal state.

Compared with other optimization algorithms, the PSO
algorithm has the following advantages when optimizing
neural networks: (1) for non-convex optimization problems
such as neural network training, the stochastic optimization
algorithm will have a stronger ability to explore the solution
set space. (2) As a meta-heuristic algorithm, the implemen-
tation of PSO is relatively simple, and the calculation process
is separated from the problem model. Many known modules
of generic and meta-heuristic algorithms can be added to the
PSO algorithm to improve its efficiency. (3) PSO is friendly
to distributed computing and can effectively improve com-
puting power. (4) Its speed updating mechanism, inertia,

and other factors can be used to optimize the parameters
of benchmarking neural networks for continuous optimiza-
tion problems.

2.2. PSO Algorithm. The PSO algorithm [42] is a kind of
swarm intelligence optimization algorithm that simulates
individual birds through particles, the flow chart of which
is presented in Figure 2. Particles communicate and cooper-
ate with each other, constantly feeding back on their position
and speed and updating them to find the optimal target
solution.

Assuming that there is a D − dimensional feasible space,
the particle population number is N .

In the decision space, the current position of the i-th
particle can be expressed as Equation (5):

xi = xi1, xi2,⋯,xiDð Þ, ð5Þ

Start

Initialize particle
swarm parameters

Randomly initialize the
velocity and position of

each particle

(i) Particle swarm size
(ii) Particle dimension
(iii) Number of iterations
(iv) Inertia weight
(v) Learning factor
(vi) Iteration step range

(i) Individual historical optimal position
(ii) Group historical optimal position
(iii) Individual historical optimal fitness value
(iv) The optimal fitness value of the group history

Meet the end
condition

Output the
optimal solution

and save the
result

End

Update the velocity and position of each
particle

Calculate the fitness value of
each particle

Update the individual historical
optimal fitness value and
position of each particle

Update the historical
optimal fitness value and

position of the group

Update other parameters, such
as inertia parameters, number of

iterations, etc

Reach the maximum number of iterations
or the minimum difference in fitness

between two iterations

Input

Output

Input

Y

N

Input

Figure 2: PSO model algorithm flow chart.
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where the particle xi in this study represents one component
(wi) of the initial parameter w of the neural network. Each
xij of a particle represents the wi after j-th perturbation,
and D is the predefined time for perturbation.

The current velocity of the i-th particle is Equation (6):

vi = vi1, vi2,⋯,viDð Þ: ð6Þ

The best individual position of the i-th particle is Equa-
tion (7):

Pbest = Pi1, Pi2,⋯,PiDð Þ: ð7Þ

The global optimal value in the whole search space is
Equation (8):

gbest = g1, g2,⋯gDð Þ, ð8Þ

vk+1ⅈD =wk
ⅈD + c1r1 Pk

iD − xkiD
� �

+ c2r2 Pk
gD − xkgD

� �
, ð9Þ

xk+1ⅈD = xkⅈD + vk+1ⅈD : ð10Þ

At the same time, the velocity and position of the parti-
cles are updated according to the optimal value of each par-
ticle’s feedback and the optimal value of the whole
population [43]. The specific update formulas are shown in
Equation (9) and Equation (10). In the formula: i represents
the particle number; vk+1ⅈD represents the speed of the particle
at the next moment; w represents the inertia weight; vkⅈD rep-
resents the speed of the particle at the current moment; c1,
c2 represent the learning factors; r1, r2 represent any num-
bers between [0, 1]; pkⅈD represents the current optimal posi-
tion of the particle; pkgD represents the global optimal

position of the particle; xkⅈD represents the current position
of the particle; xk+1ⅈD represents the next moment position of
the particle [44].

2.3. Proposed PSO-BP Combinatorial Model. When a single
BP neural network model is trained, the parameters such
as initial weight and threshold are random, and then they
are gradually modified in the iterative process. The initial
parameters may have some negative effects on the training
speed and training results, so we use a particle swarm opti-
mization algorithm to optimize the initial parameters to
improve the neural network [45].

Firstly, we use a few particles to simulate our initial
parameters, assign the initial values, and then send them to
the constructed network for an iteration. The initial loss of
this training can be obtained, recorded, and set as the indi-
vidual optimal value of the particle. Then, the position of
the particle is updated according to the formula of velocity
and position defined in Equations (9) and (10). After that,
the loss is calculated again, so that the historical minimum
loss, which represents the historical optimal position of the
particle, will be updated. Multiple particles are searched at
the same time, and the position is constantly changed to find
the optimal position until the iterative conditions are met
and the search stops. The optimal position found by particle
swarm optimization is the best initial parameter value of the
network, and then it is substituted into the BP neural net-
work for training, and the final result is obtained. The flow
chart of the PSO-BP [46] model establishment is shown in
Figure 3.

3. Experimental Results and Analysis

A total of 1121 groups of air leakage rate data were collected
in the experiment, among which the first 1010 groups of
data were used to train the network, and the last 111 groups
of data were used to test the training results. The exact values
in the experiment are accurately measured by gas compo-
sition analysis [47], which is used to compare with our
predicted data. The maximum iteration time of the BP
neural network is 1000, the error accuracy is 0.05, the
learning rate is 0.001, and the activation function is
selected as logsig. At the same time, in the PSO algorithm,

Obtain data samples for
normalization, divide the

data sample set

Whether the
iteration conditions

are met

Yes

No

Output the global
optimal position

Initialize the BP network
and determine the

internal each parameter
value

Iterative optimization to
update the speed and

position of the population

Calculate the optimal
weights and thresholds of

the BP network

Initialize the corresponding
parameter values in the PSO

algorithm

Calculate the fitness value,
individual extreme value and
group extreme value of the

population

Send the optimized weights
and thresholds into the BP
network for training and

prediction

Figure 3: PSO-BP model algorithm flow chart.
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the parameter c1 = c2 = 1:5, the velocity boundary is [-1, 1],
and the position boundary is [-5, 5]. The parameter D is
set to 20, which indicates the maximum number of
searches of the particle swarm algorithm. The definition
of the regression coefficient is shown in Equation (11),
and the value range is [0, 1]. The larger the value, the bet-
ter the regression effect of the sample. In Equation (11): n

represents the number of samples; xi, yi represents the
sample data; �x, �y represents the sample mean.

R = ∑n
i=1 xi − �xð Þ yi − �yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=1 xi − �xð Þ2

q
×∑n

i=1 yi − �yð Þ2
: ð11Þ
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Figure 4: A single BP network model.
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Figure 5: PSO-BP model.
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Figure 4 shows the scatter plot of the predicted and
actual values of air leakage rate trained by a single BP net-
work model, and the regression coefficient at this time is R
=0.764908. From the training results, each test sample
cannot effectively fit the actual value completely, and the
accuracy still needs to be improved. Therefore, the com-
bined model after the BP network is optimized by intro-
ducing the PSO algorithm is being studied.

Figure 5 shows the scatter plot of the actual value and the
predicted value after the BP neural network is optimized by
the PSO algorithm. The regression coefficient is R
=0.923661. It can be seen from the figure that the proposed
model has good fitting ability.

To better understand the superiority of the proposed
combined model prediction, the PSO-BP model is com-
pared with the single BP neural network model, and the
results are shown in Figures 6 and 7. According to
Figures 6 and 7, it can be seen that the proposed BP neu-
ral network model optimized by the PSO algorithm has
greatly improved the prediction accuracy. Because of the
randomness of weights and thresholds in the BP network
at the initial stage, the parameters are not optimal, so
the optimal values of the particle population are searched
for by the particle swarm optimization algorithm, and
the optimal weights and thresholds in the network are cal-
culated. The optimized parameters are then re-sent to the
BP network for training and prediction, and the results are
greatly improved. The latter parameters are sent back to
the BP network for training and prediction, and the results
have been greatly improved.

To further verify the accuracy of the prediction, an error
indicator can be introduced for further verification. The
commonly used error indicators include root mean square
error, average absolute error, and average absolute percent-
age error. Therefore, this paper uses these three evaluation
indicators to evaluate the superiority of the model. The com-
parison of evaluation indicators is shown in Table 1. From
the table, it can be clearly seen that the error index after
the combination of the two models has been greatly
improved based on the original single model, which provides
an effective basis for verifying the accuracy of the combined
model proposed in this paper.

4. Conclusions

This paper aims to solve the problem of air leakage in the
sintering process of the sintering furnace. We propose a neu-
ral network model based on PSO-BP and conduct a series of
comparative experiments with the ordinary BP neural net-
work model. The experimental results indicate that we have
found promising weights and thresholds for the proposed
neural network model through the designed optimization

0.41

0.42

0.43

0.44

0.45

0.46

Exact value
PSO-BP
BP

Figure 6: Comparison of the prediction model.
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Figure 7: Comparison of prediction error.

Table 1: Comparison of evaluation indexes of single BP and PSO-
BP model.

Predictive model RMSE MAE MAPE

BP 0.01131 0.00922 0.02128

PSO-BP 0.00864 0.00743 0.01718
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method, where the regression coefficient of the training
results is significantly improved. In addition, the indicator
results referring to RMSE, MAE, and MAPE have demon-
strated that the accuracy of the proposed PSO-BP neural
network model has increased by 23.607%, 19.414%, and
19.267%, respectively, in comparison with the traditional
BP neural network model. At present, this algorithm still
has some shortcomings. The training of the BP neural net-
work is often stagnant in the flat area of the error gradient
surface, and the convergence speed is slow and may even fail
to converge. We plan to improve it in the future by adapting
the learning rate, increasing the learning rate where the error
gradient is flat, and decreasing it otherwise, so that the algo-
rithm can converge better.

Data Availability

The code of the proposed algorithm and corresponding
experimental data are provided. Interested readers please
visit: https://github.com/Darrenquan/Prediction-of-air-
leakage-rate.
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Community structure detection in a complex network structure and function is used to understand network relations and find its
evolution rule; monitoring and forecasting its evolution behavior have an important theoretical significance; in the epidemic
monitoring, network public opinion analysis, recommendation, advertising push and combat terrorism, and safeguard national
security, it has wide application prospect. A label propagation algorithm is one of the popular algorithms for community
detection in recent years; the community detection algorithm based on tags that spread the biggest advantage is the simple
algorithm logic, relative to the module of optimization algorithm, convergence speed is very fast, the clustering process without
any optimization function, and the initialization before do not need to specify the number of complex network community.
However, the algorithm has some problems such as unstable partitioning results and strong randomness. To solve this
problem, this paper proposes an unsupervised label propagation community detection algorithm based on density peak. The
proposed algorithm first introduces the density peak to find the clustering center, first determines the prototype of the
community, and then fixes the number of communities and the clustering center of the complex network, and then uses the
label propagation algorithm to detect the community, which improves the accuracy and robustness of community discovery,
reduces the number of iterations, and accelerates the formation of the community. Finally, experiments on synthetic network
and real network data sets are carried out with the proposed algorithm, and the results show that the proposed method has
better performance.

1. Introduction

Community structure is a very important attribute in com-
plex networks. Therefore, community structure plays a cru-
cial role not only in the analysis of the social relations in
human society [1] but also in the analysis of the functional
relations between biological network organizations and
organs [2], as well as the analysis of the citation relations
between collaborative networks among scientists [3]. There-
fore, the discovery of community structures from complex
networks has been extensively studied in the past decade
[4–8].

In 2002, Girvan and Newman achieved pioneering work
pointing out that community structure is common in com-
plex networks and proposed modularity Q to measure the
stability of communities in networks [1]. Although the defi-

nition of community structure has not been unanimously
determined by clear relevant studies, it is generally consid-
ered that a community is a group of nodes, which can also
be called a community or a group of modules. These nodes
are characterized by tight internal connections and sparse
external connections [9].

As one of the hot spots of current research, community
discovery algorithm based on label propagation has been
widely used in community detection. This algorithm is a
graph-based semisupervised learning method [10]. The
advantage of semisupervised learning is that it can deter-
mine a lot of unlabeled samples by a small number of
marked samples, thus improving the effectiveness of learn-
ing process [11, 12]. The basic idea of label propagation is
to predict the label information of unlabeled nodes by using
the topological relations between nodes from the label
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information of labeled nodes and finally complete the divi-
sion of the graph to form a clustering structure. Although
this algorithm has the advantages of simple implementation,
clear logic, no need to know the number of communities in
advance, time complexity is close to linearity, etc., the unsta-
ble partition results and strong randomness are the defects
of this algorithm. In each iteration of the label propagation
algorithm, which community a node belongs to depends
on the label with the largest cumulative weight of its neigh-
bor nodes. Therefore, when more than one of the largest
neighbor labels appears on a node, one of them will be ran-
domly selected as its own label. This kind of randomness will
bring avalanche effect, that is, a small clustering result error
at the beginning will be continuously amplified. In addition,
the updating order of node labels will also have a great
impact. Obviously, the earlier the updating of the most
important node will accelerate the process of convergence.
In the label propagation algorithm, the closer the initial label
is set to the core point, the more accurate the clustering
effect is. However, in specific applications, it is often not fea-
sible to know the number of communities in advance, and it
is very inefficient to determine the number of communities
(K) by searching all possible candidate communities. There-
fore, we are inspired by the density peak algorithm (DP) [13]
and propose a label propagation algorithm based on density
peak (DPLPA) for solving complex networks. The central
idea of DP algorithm is that the core nodes are surrounded
by other nodes in the same class, and there is no possibility
for the core nodes to be closely connected. In other words,
the core nodes have higher density, so this algorithm is fea-
sible to calculate the core number. But unfortunately, DP
algorithms cannot be directly used in a complex network,
so DP algorithm is improved, and it can be applied to a com-
plex network, can be reasonably come to the core number,
applied to the label propagation algorithm, and according
to the topology of the network that similarity matrix and pri-
ority to update nodes, reduce the randomness and the num-
ber of iterations.

2. Background

2.1. Label Propagation Algorithm. Raghavan et al. proposed
the label propagation algorithm (LPA) [14], which used
the label values of a few preset nodes to divide the commu-
nity structure on a large-scale complex network. However,
the accuracy of LPA is low because of the randomness of
propagation, which leads to a large error in clustering
results. The reason is that when the neighbor node label fre-
quency appears with multiple highest values, the algorithm
is fair to each label. We randomly select a label as the label
of the update node. Therefore, the algorithm will appear
small and fragmented communities or large communities
which are not in line with the actual situation when the com-
munity is divided. Figure 1 is a situation where an error
occurs in the label propagation process. The d-label finally
appears in two communities, which is not in line with the
actual situation.

In view of the problems of LPA, domestic and foreign
scholars have proposed many improvement measures.

Tibély and Kertész [15] proved that the LPA will produce
different community structures for the same network, and
the algorithm still has a lot of randomness. Leung et al.
[16] discovered the possibility of LPA application on tens
of millions of networks and found the potential of large-
scale data application of the algorithm. Barber and Clark
[17] proposed the LPAm to solve the problem that the
LPA cannot integrate different clustering results well by add-
ing some restrictive conditions. Liu and Murata [18] solved
the problem that LPAm was easy to fall into local optimal
solution by optimizing the modularity. Zhuoxiang et al.
[19] calculated the K value by calculating the potential influ-
ence of nodes. When the K value is less than the actual num-
ber of communities, the algorithm will not get the correct
partition result. Xie and Szymanski [20] combined the label
propagation algorithm with the Markov clustering algorithm
(MCL) and proposed a new label propagation algorithm
LabelRank. The biggest feature of the LabelRank algorithm
is that a node can have multiple neighbor labels during the
propagation process. Lin et al. [21] sorted the node weights
and then updated the node labels in order. Zhang et al.
[22] proposed a labeling algorithm based on edge clustering
coefficient. Kipf and Welling [23] extended the graph-based
label propagation algorithm and used graph convolution
neural network for label propagation. The algorithm realized
the propagation of label information through the aggrega-
tion of adjacent nodes. In addition, PageRank is used to
quantify the importance of nodes, and LPAp algorithm
[24] based on the importance of nodes is proposed. An
improved community discovery algorithm based on feed-
back control [25], objective function [17], circle [26], and
other methods for label propagation is proposed. The above
algorithm is to optimize and improve the problem of node
label in the propagation process, which can improve the sta-
bility and accuracy of LPA to a certain extent, but most of
them bring more or less increased computational overhead,
and do not achieve very ideal results.

However, Zhu et al. proposed another label propagation
algorithm (LP) in reference [27]. They described the cluster-
ing problem as a form of propagation on the graph, in which
the label of one node propagates to the neighboring nodes
according to the similarity between them. In this process,
LP fixes a small number of tags on the known label data.
Then, the tagged data, like a signal source, pushes the label
through the unlabeled data. Therefore, an accurate number
of known tags will play an important role in the propagation
process of LP algorithm, greatly improving the accuracy of
clustering results.

The algorithm based on label propagation can be
described as follows:

(1) Propagation label:F = P × F

(2) Reset the label of the core point in F:FL = YL

(3) Repeat steps (1) and (2) until F converges

Where step (1) multiplies the probability transition
matrix P and the label matrix F to propagate the label of
each node to other nodes with the probability of P. If the
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similarity between two nodes is very high, the easier it is for
each other’s label to be replaced by its own. Step (2) the most
important thing is the known label, which cannot be chan-
ged, so every time it is propagated, it must return to the orig-
inal label. As the label data point continues to propagate its
label, the final class boundary passes through the high-
density area and stays in the low-density interval. It is equiv-
alent to the label node of each different category to divide the
sphere of influence.

However, it is still an open question to determine the
number of known labels. Traditional community detection
algorithm can obtain the number of communities by opti-
mizing the objective function or evaluation index. However,
these methods are easily affected by many factors such as
initial matrix and optimization objective function, so it is
difficult to accurately determine the number of communi-
ties. In order to solve the above problem, we use an
improved density peak clustering to obtain the kernel num-
ber as the input parameter of LP.

2.2. Density Peak Algorithm. In 2014, Rodriguez and Laio
[13] proposed a density-based clustering method in Science,
which can recognize clusters of various shapes, and the
parameters are easy to determine. This method overcame
the disadvantages of DBSCAN algorithm [28], which had
large density differences among different classes and was dif-
ficult to determine the neighborhood range and had strong
robustness. The core idea of the density peak algorithm
(DP) is based on the assumption: for the center point of each
cluster, the density of the cluster center point is greater than
the density of surrounding neighbor points and the distance
between the cluster center point and the higher density point
is relatively large. Therefore, the DP algorithm has two
quantities to calculate: the local density of the node and
the distance from the high-density node. Usually, ρi is used
to represent the local density of node i, and δi is used to rep-
resent the distance between node i and the high-density
node.

There are two ways to define local density ρi, one of
which is

ρi =〠
j

χ d i, jð Þ − dcð Þ, ð1Þ

where

χ xð Þ =
1, x ≤ 0,
0, otherwise:

(
ð2Þ

Here, dði, jÞ represents the distance from node i to node j
, and dc is the cut-off distance, that is, the number of nodes
whose distance to node i is less than dc.

The second method is the Gaussian kernel function:

pi =〠
j

exp −
d i, jð Þ2
d2c

 !
: ð3Þ

The minimum distance δi between node i and other
higher local density nodes is denoted by the formula defined
as

δi =
maxj d i, jð Þð Þ, otherwise,
minj:ρ j>ρi d i, jð Þð Þ, if ρj > ρi:

(
ð4Þ

When all the nodes have calculated ρi and δi, only the
nodes with higher ρi and δi can become the center points
of the cluster, and the points with larger local density dis-
tance δi but smaller local density ρi are abnormal points.
The remaining nodes are assigned to the point with the
highest local density among the neighbors.

Because the DP algorithm is a density-based clustering
algorithm, it has the advantage of detecting clusters of arbi-
trary shape without the need to set the center point (K value)
in advance. Moreover, when selecting the center point, the
selection process of the center point can be visually seen
through the decision graph. However, DP algorithm still
has some defects. Firstly, the value of cut-off distance dc
needs to be set artificially, and improper setting will have a
great impact on clustering results. Secondly, the central
point needs to be selected artificially, so human subjective
factors will affect the clustering results.

3. Methodology

In this section, the proposed label propagation based on
density peak optimization clustering algorithm (DPLPA) is
introduced. The core idea of DPLPA is to regard the high-
density nodes surrounded by nodes of low-density neighbors
as the community center points, and the distance between
the community center points should be far away. In other
words, a node with a higher density is more closely con-
nected to its neighbors and is more likely to be the core point
of the community. A community network is a complex net-
work with connections between nodes, which usually reflects
the network structure based on the connections between
nodes. However, DP algorithm is a density-based clustering
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Figure 1: Example of the propagation of an error.
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algorithm that handles any shaped data set by calculating the
distance between nodes to use high-density areas as a basis
for judgment. But this way of calculating distance directly
based on coordinates is not applicable to community net-
works. If the distance between nodes in community network
is calculated, the similarity between nodes will become
meaningless because the distance between nodes is more
uniform or even the same. Therefore, DP algorithm cannot
be directly used to detect community networks. In order to
solve this problem, this paper uses the improved DP algo-
rithm [29] to obtain the number of communities in a com-
plex network as the input parameter of the label
propagation algorithm.

3.1. Predictive Fetch of Label Matrix. Let G = ðV , EÞ be a
complex network with no direction and no weight. The node
set V contains n nodes, the edge set E contains m edges, and
the adjacency matrix of the graph G is A. If node i and node j
have an edge connected, then aij = 1 in the adjacency matrix
A; otherwise, aij = 0. Therefore, the node similarity formula
of node i and node j is obtained, which is expressed by
Salton index [30], also known as cosine similarity:

S i, jð Þ = N ið Þ ∩N jð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N ið Þj j × N jð Þj jj jp , ð5Þ

where NðiÞ and NðjÞ represent the neighbor nodes of
node i and node j, respectively, jNðiÞj represents the number
of neighbor nodes of node i, so the molecular formula jNðiÞ
∩NðjÞj represents the number of neighbors shared by node
i and node j, while denominator formula

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijNðiÞj × jNðjÞjp
represents the number of neighbors expected to be shared by
node i and node j. The value of Sis between 0 and 1. When S
is closer to 1, the similarity between the two nodes is very high.
The formula for the distance between node i and node j is as
follows:

di,j =
1

S i, jð Þ + σ
, i ≠ j,

0, i = j:

8<
: ð6Þ

Among them σ is a small positive number, in order to
avoid the denominator being 0.

Next, we have two methods to calculate the local density
of the node, one is to use the Gaussian kernel function, and
the formula is as follows:

ρi =〠
j

exp −
d2i,j
d2c

 !
, ð7Þ

where ρi represents the local density of node i, di,j repre-
sents the distance between node i and node j, dc represents
the cut-off distance, and the size of dcis selected according
to [13]. Then, ρi normalizes the value:

ρ∗ = ρi
maxjρj

: ð8Þ

Then, we start to define the distance formula between
nodes:

δi =
maxj dij

� �
, if max ρi,

minj:ρ j>ρi
dij
� �

, otherwise:

8<
: ð9Þ

Among them, when the local density of node i is the
largest, its distance is the maximum value of the distance
between node i and other nodes. When the local density of
node i is not the maximum, its distance is the distance
between the node whose local density is slightly larger than
that of node i and node i.

Then, δi is standardized:

δ∗i = exp −
d2a
δ2i

 ! !
: ð10Þ

The threshold da is selected from the list of δ, which is
about 80% of the list of δ from small to large [13].

Finally, take ρ∗ as the X-axis and δ∗ as the Y-axis to gen-
erate a decision graph. Then, we calculate each node γ = ρ∗

× δ∗, select a value greater than the sum of the average value
of γ and the standard deviation of γ to enter the list, and
then arrange them in order, and finally select the appropriate
cut-off value as the core number (as the known label K) and
apply it to the label propagation algorithm.

3.2. Label Propagation Algorithm Based on Density Peak. LP
is a graph-based clustering algorithm, so need to construct a
graph first. The nodes of the graph are the data points. This
paper uses the Gaussian kernel method to construct the
weight between the two nodes:

wij = exp −
d2ij
β2

 !
: ð11Þ

Among them, dij is the distance between node i and
node j, and β is the hyperparameter, and the similarity
matrix composed of weight w is obtained.

Next, the known label is propagated through the edges
between nodes. The greater the weight of the edge, the more
similar the two nodes, and the easier the label is to spread.
We define the probability transition matrix:

Pij = P i⟶ jð Þ = wij

∑n
k=1wik

, ð12Þ

where Pij represents the probability of propagating the
label of node i to node j. Since there are known K core points
with known labels, a K × K label matrix YL is defined. The i
th row represents the label indication vector of node i, that
is, if the label of the ith node is i, then the ith element is 1,
and the rest are 0. It also defines an unlabeled matrix YU
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of unlabeled nodes. We combine to get the label matrix of all
nodes:

F = YL, YU½ �: ð13Þ
Then, the label matrix F is propagated according to the

similarity between nodes in the probability matrix P; the for-
mula is as follows:
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Figure 2: Experimental results on benchmark data set.

Table 1: Concrete description of real network.

Network n m k Descriptions

Karate 34 78 2 Zachary’s karate club

Dolphins 62 159 2 Dolphin social network

Polbook 105 441 3 Books about US politics

Football 115 616 12 American college football

Table 2: Q value comparison of different algorithms in real
network.

Networks FN BGLL LPA LPAm DPLPA

Karate 0.3807 0.4188 0.3450 0.3496 0.3714

Dolphins 0.4955 0.5188 0.4788 0.4913 0.3789

Polbook 0.5020 0.4986 0.4953 0.4888 0.5063

Football 0.5497 0.6046 0.5445 0.5780 0.5539

DPLPA
Input: G = ðV , EÞ
Output: Label matrix F

1 Construct adjacency matrix A from complex networkG = ðV , EÞ.
2 Calculate node similarity S by Equation (5).
3 Calculate the distance matrix d between nodes by Equation (6).
4 Calculate the local density of the node ρ∗ by Equations (7) and (8).
5 Calculate δ∗ by Equations (9) and (10).
6 Calculate γ = ρ∗ × δ∗ get K core points.
7 Get probability transition matrix P by Equations (11) and (12).
8 Build label matrix F by Equation (13).
9 while F convergence criteria not reached do
10: F = PF
11: FL = YL
12: end while
13:/∗Iteratively update F until convergence, and the label change of the node has been very small. ∗/

Algorithm 1: Gives the pseudocode of DPLPA.
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F = PF: ð14Þ

After the propagation, the YL in the known label matrix
F changes during the propagation process, but YL is the
label value we took for core nodes before, which is accurate
and the label should not be changed. Therefore, need to reset
the label matrix F, and the formula is as follows:

FL = YL: ð15Þ

Then, the label matrix F is propagated through the prob-
ability matrix P again, and the YL part in the propagated
matrix F is reset. We iterate this process until the label
change difference of YU in matrix F reaches a critical point.
At this moment, DPLPA completes the label partition. Algo-
rithm 1 shows the algorithm flow of DPLPA.

After obtaining the clustered label matrix F, the algo-
rithm will gather the nodes with the value of 1 in the same
dimension from F together to form a community. All nodes
are divided according to the dimension. The clustering algo-
rithm is finished, and the complex network is also divided.

4. Experimental Study

In order to assess our algorithm, we use a variety of real and
synthetic data sets to test, and some classic methods to com-
pare at the same time, including DPLPA in this paper, New-
man fast greedy algorithm (FN) [31], Louvain algorithm
(BGLL) [32], LPA [14], and improved label propagation
algorithm (LPAm) [17]. The hardware environment of the
experiment is as follows: Inter (R) Core (TM)i7-7700M
CPU, 3.60GHz, and 8GB memory. The DPLPA is imple-
mented in Python3.7 64-bit.

4.1. Evaluation Metrics. In this article, in order to verify the
accuracy of the algorithm, we use the community discovery
modularity function Q [31] proposed by Newman as the
evaluation index of the experiment. Modularity is defined as

Q = 1
2E〠ij

Aij −
kikj
2E

� �
θ ci, cj
� �

, ð16Þ

where E represents the total number of edges of the com-
munity network, Arepresents the adjacency matrix, ki repre-
sents the degree of node i, and ci represents the community
allocated by node i. θðci, cjÞ is defined as follows:

θ ci, cj
� �

=
1, i, jð Þ ∈ c,
0, otherwise:

(
ð17Þ
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Figure 3: Modularity Q comparison of multiple algorithms on multiple data sets.

Table 3: Network actual grouping of football data sets.

Groups Numbers

1 2 26 34 38 46 90 104 106 110

2 20 30 36 56 80 95 102

3 3 7 14 16 33 40 48 61 65 101 107

4 4 6 11 41 53 73 75 82 85 99 103 108

5 45 49 58 67 76 87 92 93 111 113

6 37 43 81 83 91

7 13 15 19 27 32 35 39 44 55 62 72 86 100

8 1 5 10 17 24 42 94 105

9 8 9 22 23 52 69 78 79 109 112

10 18 21 28 57 63 66 71 77 88 96 114

11 12 25 51 60 64 70 98

12 29 47 50 54 59 68 74 84 89 115
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Among them, when node i and node j are in the same
community, θðci, cjÞ is 1; otherwise, it is0.

At the same time, we still use standardized mutual infor-
mation (NMI) [33] to measure the similarity of two cluster-
ing results. It is an important measure of community
discovery. It can basically objectively evaluate the compari-
son between a community division and a real division. For
accuracy, the value range of NMI is ½0, 1�, and the higher
the value, the closer the divided community is to the real
community result. NMI is defined as

NMI A, Bð Þ = −2∑CA
i=1∑

CB
i=1Cij log CijN/Ci:C:j

� �
∑CA

i=1Ci: log Ci:/Nð Þ +∑CB
j=1C:j log C:j/N

� � :
ð18Þ

Among them, AðBÞ represents the community discovery
algorithm AðBÞ, C is the confusion matrix, Cij represents the
number of nodes shared in the method AðBÞ partition, CA
ðCBÞ represents the number of communities in the commu-
nity discovery method AðBÞ, and Ci:ðC:jÞ represents the ith
row (column j) in C and N represents the number of nodes.
If the clustering results of methods A and B are the same,
then NMIðA, BÞ = 1.

4.2. Performance on Synthetic Networks. The use of artifi-
cially synthesized networks to evaluate the effectiveness of
the algorithm has become an effective means to test the pros
and cons of the algorithm. Among them, the most used
benchmark test network for community detection, LFR
benchmark, was proposed by Lancichinetti et al. [34]. The

LFR reference network is an extension of the GN reference
network [1] and has high practical value. The LFR bench-
mark network reflects the heterogeneity of community dis-
tribution and the power-law distribution of node degrees.
Some of the important parameters are described as follows:
n represents the number of nodes, k represents the average
degree of nodes, max k represents the maximum degree of
nodes, and min c represents the minimum community size,
max c represents the maximum community size, τ1 and τ2
represent the negative exponents of the power-law distribu-
tion of node degree and community size, respectively, and μ
is equal to the ratio of the number of connected edges
between communities in the network to the total number
of edges, to express the obvious degree of the community
in the network; the smaller the μ value, the more obvious
the structure of the community. Figure 2 shows the compar-
ison of the algorithm’s NMI experiment results on the LFR
benchmark data set.

The parameters set in this LFR experiment are n = 1000,
k = 15, max k = 40, min c = 20, max c = 50, τ1 = 2, τ2 = 1,
and the range of μ is from 0:1 to 0:8. It can be seen from
Figure 2 that when μ is small, that is, the community
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Figure 4: Partition of football data set by DPLPA.

Table 4: K value comparison of different algorithms in real
network.

Networks FN BGLL LPA DPLPA True K

Karate 3 4 2 2 2

Dolphins 4 5 4 2 2

Polbook 4 3 4 3 3

Football 6 10 10 12 12
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structure of the complex network is obvious, the NMI values
of the other algorithm results are high except for the FN
algorithm. The NMI value of the FN algorithm and the
LPA both began to decrease significantly. The remaining
algorithms all began to decrease when the μ value was 0:6,
but the DPLAP decreased relatively slowly compared with
the BGLL and LPAm, and finally, the NMI value is higher,
so this can indicate that the DPLPA has a higher accuracy
rate in community exploration and has better stability in
high-complexity community exploration.

4.3. Real-World Networks. In order to further compare the
pros and cons of the algorithms, this paper also tested the
algorithm in a few real social networks. These networks are
of different sizes but are representative and involve various
fields. See Table 1 for details, where n represents the node,
m represents the number of edges, and k represents the
number of communities that have been identified.

Among them, Karate [35] is a data set of member rela-
tions of a university karate club in the United States, which
is constructed based on the interactions between club
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members and is often used in the analysis of social networks.
Dolphins [36] is a member network constructed from the
living habits of 62 wide-mouthed dolphins, and the dolphins
that are often together correspond to an edge between nodes.
Polbook [37] is a community network constructed through
political books sold on Amazon in the United States. Each
node represents a book. If two books are purchased by the

same customer, there is an edge between them on the corre-
sponding node. Football [1] is a network constructed by the
American college football schedule. The nodes represent the
participating teams. If there is a match between them, there
will be an edge between the nodes. The calculation results of
different algorithms on different networks are shown in
Table 2 and Figure 3.
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In order to better compare the clustering effect of
DPLPA on the data set, this paper takes the Football data
set to make a detailed explanation. The actual grouping of
Football data set is shown in Table 3, and the clustering
effect of DPLPA is shown in Figure 4.

It can be seen from Figure 3 that although the value of
our method is not the best in some data sets, the division
result of the DPLPA is the same as the actual community
distribution, which can be seen from Table 3 and Figure 4.
This is mainly because in the process of label dissemination,
the probability transition matrix well suppresses the ran-
domness of the dissemination process, so that each update
of the node is updated to the label of the same community
node as much as possible, making the result of community
division more stable and closer to the real community situa-
tion. Comparison of K values of different algorithms on dif-
ferent networks is shown in Table 4 and Figure 5.

In addition, from Figure 5, we find that the DPLPA can
detect the true number of communities, which is completely
consistent with the actual K value. This is mainly because the
DPLPA begins to calculate the local density and distance of
nodes through the topology of the network at the very begin-
ning and selects the number of K values through a decision
graph. Therefore, we do not need to provide the K value,
and the DPLPA has the advantage of detecting the K value.

In order to better show the experimental results, we use
the Karate network and the Dolphins network as case studies
to visualize the detected communities. Nodes in the same
community are divided by the same color. Figure 6 is the
visualization result of DPLPA division of the Karate net-
work. Figure 7 is the visualization result of the DPLPA divi-
sion of the Dolphins network.

It can be seen from Figure 6 that the local density of
node 1 and node 34 is the highest, and it can be seen from
Figure 7 that the local density of node 15 and node 18 is
the highest, and these nodes have higher node distance, so it
is very reasonable for the DPLPA to select these nodes as K,
and the result of the division is completely consistent with
the result of the actual community division. Therefore, we
believe that the DPLPA is an algorithm that can perform
high-quality community detection in real communities. In
order to observe the convergence of DPLPA, this paper makes
a comparison in multiple data sets, as shown in Figure 8.

Where the X axis is the number of iterations, and Y axis
is the number of changes during node label iteration, as can
be seen from Figure 8, in the process of Karate and Doplhins
data clustering, the DPLPA has completed the division of
most node labels after the first few iterations and then com-
pleted the division of a few nodes. In the process of Polbook
and Football data clustering, the labels of most nodes have
been partitioned until the 30th iteration. After that, the
change curve of node labels becomes flat, indicating that
all nodes have completed the label division and the algo-
rithm has converged.

5. Concluding Remarks

In this paper, we propose a DPLPA for complex network
community detection. It combines the characteristics of den-

sity peak algorithm and can predict the number of commu-
nities without a prior condition. It avoids the defects of
random label algorithm, such as unstable division and
strong randomness, and effectively improves the accuracy
of community mining and the stability of the algorithm. In
addition, the probability transition matrix is constructed to
reduce the number of iterations of label propagation, so that
the algorithm has efficient operation time, and finally can
quickly find the network community structure. In the test
results of the benchmark network and the classical real net-
work, it is found that the proposed algorithm has better sta-
bility and accuracy than other advanced algorithms, and the
number of communities found is always consistent with the
actual number of communities in terms of the predicted K
value. However, there is still room for improvement of the
algorithm. In future research, we will face large-scale net-
work data and further improve the time complexity of the
algorithm. At the same time, dynamic network and overlap-
ping network are also taken as research objects.

Data Availability

The data used in “Label propagation community detection
algorithm based on density peak optimization” is a com-
monly used data set to study complex networks, which can
be queried on multiple data websites, for example: https://
snap.stanford.edu/data/. http://konect.cc/http://konect.cc/.
https://networkrepository.com/index.php. That is where I
read the data I used in my experiments. New data availability
url http://www-personal.umich.edu/~mejn/netdata/.
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The present work proposes to evaluate, compare, and determine software alternatives that present good detection performance
and low computational cost for the plant segmentation operation in computer vision systems. In practical aspects, it aims to
enable low-cost and accessible hardware to be used efficiently in real-time embedded systems for detecting seedlings in the
agricultural environment. The analyses carried out in the study show that the process of separating and classifying plant
seedlings is complex and depends on the capture scene, which becomes a real challenge when exposed to unstable conditions
of the external environment without the use of light control or more specific hardware. These restrictions are driven by
functionality and market perspective, aimed at low-cost and access to technology, resulting in limitations in processing,
hardware, operating practices, and consequently possible solutions. Despite the difficulties and precautions, the experiments
showed the most promising solutions for separation, even in situations such as noise and lack of visibility.

1. Introduction

The most widely used approach in image separation is to
integrate its components based on their color similarities, i.
e., color detection. In the agricultural environment, its appli-
cation is widely used to identify pests and seedlings as
opposed to soil and to identify fruits due to their character-
istic colors. Access to cameras is easier by obtaining a color

image by providing more information about the environ-
ment than monochrome cameras, and the comparative sim-
plicity of the color approach is advantageous compared to
approaches that are separated by shape and structure appli-
cation of these techniques [1].

However, this color separation technique still has many
challenges, especially when it is used outdoors, due to the
difficulties in working in an uncontrolled environment. [2]
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In particular, the effects of lighting and the presence of
shadows are important sources of variation in the visible
properties of the object, making detection and identification
very unstable and difficult, especially in terms of color. To
overcome these challenges, image processing techniques
and methods can be developed and improved, removing
noise associated with ambient conditions and extracting
only useful information from the image [1, 3, 4].

Approaches to removing the effects of a light source on the
colors of an object are called color consistency methods. Pro-
posals for solving problems described on the basis of assump-
tions about visual, optical, capture device, or their
combinations [5] are very different. However, despite the
many proposed mechanisms for color stability, no single solu-
tion has been identified, the possibilities of applications and
environmental conditions are so vast and diverse that they
prevent the global solution from being achieved, and thus
approaches are highly dependent applications and specific
issues [6, 7]. Recent advances have shown promising results
through convolutional neural networks and in-depth learning
[8–10], but its operation requires training data and relatively
high computational costs, restricting its use.

Because the agricultural environment is a highly con-
trolled universe of conditions and applications, there are cer-
tain approaches to treating light variations. Many spaces and
color codes were created and used for color pictures for the
plant segment, based on specific conditions, such as the nat-
ural difference between plants’ green and soil in general.
However, again, there is no evidence for a single approach
to problem solving because the conditions of the experi-
ments are so specific that the methods are difficult to com-
pare, and the accuracy of the documents is unclear [11].

Despite the different approaches to color coding, there is
a lack of use of broad and traditional methods for light sta-
bility in the agricultural environment. Another small
explored feature is the estimation of processing times and
cost of methods, while the hardware used is less discussed
and processing is rarely carried out on embedded units,
making it difficult to analyze performance and reliability
all-in-one view settings.

Considering what has been presented here, it can be
observed that the path to technological development in agri-
culture is very promising because; in addition to the chal-
lenges of mitigating environmental impacts, most
productive plantations of global production are below its
potential [12]. Similarly, the applications of color stabiliza-
tion algorithms can be shown to be an interesting alternative
to the use of vision systems in outdoor and agricultural envi-
ronments. Although there are different types of algorithms
for color consistency, the solutions are very specific to the
applications and operating conditions of the vision system.
Developments to explore these nodes should ensure a more
stable environment and an equal global food supply [13].

2. Implementation

The determination of the project hardware was the main
motivation for accessibility, cost, and strength in aligning
with the proposed objectives of the project. A wide range

of comprehensive and basic hardware solutions with accept-
able performance and affordable price were sought in the
market. In addition, more than one solution was considered
in the study, which aims to expand compatibility and ensure
greater consistency to its results. In this excuse, two different
capture settings were defined: a Logitech USB webcam
model C615 and a Raspberry Pi model Raspicam rev1.3
embedded system module. Both devices have RGB sensors,
and their specifications are summarized in Table 1.

For some analyzes, two different processing systems with
different operating systems and operating systems were eval-
uated, and their configurations can be found in Table 2. The
two systems proposed, although very accessible, and have
very different characteristics. The first desktop personal
computer (PC), running on the Windows operating system,
was fully compatible with the webcam capture device but
could not communicate directly with the RaspiCam module
[14, 15]. The second smaller and cheaper module, the Rasp-
berry Pi 3 Model B (Rpi), is worth approximately 35 USD as
of the date of the study and is offered as one of the most
popular alternatives for embedded applications: credit card
size, 45 g, 5 volt and 4W power, audio output, HDMI video,
and a built-in Wi-Fi internet adapter [16]. In addition to the
hardware features, the module runs an open and free operat-
ing system based on Debian, and the system is compatible
with both its dedicated camera, RaspiCam and webcam.

As for the software, again, two different approaches were
used in [17]. Advanced programming software Wolfram
Mathematica (WM) was selected for the development of
algorithmic logics and fast performance evaluations. It has
a wide range of imaging tools that greatly speed up algo-
rithm development time. In addition, the software was used
as a second measurement system to analyze the performance
of research approaches, i.e., to provide information on the
reproduction of algorithms, which were evaluated in parallel
to the main one.

The main software was implemented using the Python
programming language, a relatively high-level language with
excellent transparency, autonomy, and computational
power, in [18] addition to being widely spread and recog-
nized that the recognized language is not arbitrary, and its
use aims to ensure the proposed access through research,
ensuring its compatibility and ensuring the portability and
usability of algorithms in different systems. In this way, test
codes can use the same codes, regardless of the hardware
and operating system used [19–21].

The development of algorithms in Python relies on the
use of the OpenCV (Open Source Computer Vision) pro-
gramming functions library, which supports computer
vision applications for a free and open source, educational,
and business use. Its development, based on computational
skills and application in real-time applications, builds a set
of all the basic tools and structures needed for image cap-
ture, manipulation, and processing throughout the study.

3. Experimental Results

The test campaign was basically divided into two stages, the
initial stage for analyzing the test parameters, the second
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tests for validating the measurements, and evaluating the
measurement method and comparing the division strategies.
These two moments of the project share the same capture
and acquisition method but use different infrastructures.

Several components need to be defined and adjusted to
ensure the representation of the experiments with the appli-
cation and consequently the validity of the study results.
Infrastructure features cover everything from the implemen-
tation to the elements that make up the scenery for creating
experimental images. Its character and reason for study are
given below. Information about the configurations of these
elements in the experiments will be described in Section 3.6.

Following the section of the test campaign discussed, two
different test sites were used, the first being an indoor environ-
ment with strict control of lighting conditions. The second
approaches the application stage, under experiments in the
external environment and under natural light conditions.

The interior environment consists of a room with white
walls without windows, with only light coming from artificial
lighting. The room was illuminated by two lamps with a color
temperature of 6800K, i.e., colored equal to daylight, and a
lamp with a temperature of 3000K was used to simulate light
at the end of the day, all with a high reproducibility ratio of
fluorescent and color (IRC). In this configuration, with
approximate brightness of 161.0 lux and constant distortion
of 5.4 lux was the object of interest throughout the experi-
ments, this variation is within the expected range for devices.

The external environment, on the other hand, is created
by an open environment with exclusive exposure to natural
light and, therefore, subject to its variations. Seizures at this
stage occurred during the first week of November 2018, and
all of this was carried out between 19 : 30 and 19 : 15 to the
day level (evening) between 14 : 30 and 15 : 30 hours and
between 11 : 45 and 19 : 50 in the main light (at dusk).

The material of interest in the pictures created by the
plant seedlings characterizes an important aspect of the divi-

sion process and, consequently, the experiments. In prelim-
inary studies, three types of seedlings were selected with
deliberately different characteristics of structure, size, leaf
shape, and mainly color. Selected seedlings can be found in
coriander leaves, mint, and curry leaves (Figure 1).

For comparative testing, it was decided to use seedlings
from cultures that were more explicit in the national context
to bring more relevance and applicability to the results; soy
and corn seedlings were used. These, in addition to their
high agricultural importance, have distinctive characteristics
of color and texture, with corn seedlings being soft and
slightly lighter green shades and soybean seedlings being
coarse and dark (Figure 2).

In the background of the scene, the soil is mostly made
of clay soil, also known as terra roxa, as it is in line with
the proposals in the study area (State of Tamil Nadu) and
is one of the most common soils seedlings for testing.

In some experimental stages, small portions of the
organic substrate, naturally black, were added to create
visual disturbances, as well as coconut fiber, pine bark,
spruce, dried leaves, sticks, and small stones. These compo-
nents were added to simulate unpredictable and complex
conditions in the final application, commonly referred to
as debris or visual noise testing. To reduce the variance
between test conditions, soil and other debris were placed
in a plastic reservoir, and for each capture stage, the seedling
was transplanted to the center of this situation.

Furthermore, the position of the camera relative to the
base is guaranteed by the support attached to the height-
gain system and the adjustable angle, which ensures control
over the capture pose. Finally, a reference object was devel-
oped to classify lighting conditions in an open environment
and to implement color consistency through the reference
method. The instrument consists of an image of 4 squares,
each in pure colors, white, red, green and blue, and a
40mm dark gray sphere, which ensures that light is captured
from different angles by minimizing the concentration
points in your grip. This last component was inspired by
the work of [13–21]. Figure 3 shows the note in our
application.

4. Metrics

This topic explores the criteria used to evaluate and differen-
tiate sectional approaches, i.e., we currently define test
response variables based on planned experiments.

Table 1: Capture device specifications.

Description Logitech C615 Raspicam rev1.3

Maximum resolution 1920 × 1080 2592 × 1944
Field of view 74° (diagonal) 53.5°H/41.4°V

Maximum acquisition rate 30 fps at 640 × 480 60 fps at 640 × 480
Focal length Not informed 3.6mm

Light correction Yes Yes

Mass 138 g 3 g

Price 70 USD 25 USD

Table 2: Proportional increase in processing through the use of
morphological operations.

Resolution PC Rpi WM

1280 × 960 13.32% 87.45% 36.65%

640 × 480 7.05% 82.50% 47.55%

320 × 240 8.60% 82.60% 113.10%

Average 12.05% 86.20% 42.18%
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Evaluation focuses on two different, one aimed at evaluating
unit performance, measuring aspects such as sensitivity,
errors, and accuracy. The other looks at the delay of the cal-
culated cost and approaches. Both responses were calculated
in standard scenes of the scene, not in the videos. However,
it is important to emphasize that this approach is appropri-
ate for the application. The codes generated using the
OpenCV library process the images from the cameras as well
as the sequence of photos.

4.1. Computational Performance Metrics. For performance
evaluation, techniques related to classification measure-
ments were used. If the partition is considered a binary clas-
sification function, in other words, as a result of the
partition, each pixel of the image is immediately marked as
belonging to the plant group or background group.

Several classification measurements were used to evalu-
ate specific features of the results, but due to the extensive

data size of the test campaign, it was decided to use a single
measurement. In the first analysis, a total error was used, but
after some evaluation of the measurement method, the F
-score metric was chosen to compare the results. The latter
proved to be a good alternative, with a high representation
of segment performance, summarizing the critical accuracy
and sensitivity information of approaches at the same value.

Also known as the F-score, the F-rating is defined as the
corresponding average between accuracy and sensitivity and
other measurements discussed in its formation and
sequence:

Total error = FP + FN
TP + TN + FP + FNð Þ =

FP + FN
Total elements

,

ð1Þ

Sensitivity = TP
TP + FNð Þ , ð2Þ

Precision =
TP

TP + FPð Þ , ð3Þ

F − score =
2 ∗ precision ∗ sensitivity
precision + sensitivityð Þ =

2 ∗ TP
2 ∗ TP + FP + FNð Þ :

ð4Þ
TP (true positive) is the number of true positive classifi-

cations, TN (true negative) is the number of correct negative
classifications, and FP (false positive) is the number of false
classifications such as false positive (type I error) and FN
(false negative) and number of lost classifications of the
object of interest (Type II error).

In a practical way, total error refers to the ratio of mis-
alignment relative to total, which, although intuitive in use,
depends on the size of the object of interest in the scene,
which creates an unwanted relationship. Results and discus-
sion. Sensitivity or recall, on the other hand, provides the
ratio of the exact classifications relative to the total number
of pixels owned by the plant; so, the higher the sensitivity
of the approach, the more likely the plant is to be properly
classified. However, false positive errors are not considered.
Accuracy observes the ratio of positive and correct classifica-
tions relative to the sum of the positive classifications, i.e.,
the higher the accuracy, the more certain that a classification
as a plant actually belongs to this class. Its calculation evalu-
ates the relevance of the exam but does not look at the abso-
lute ratio of the correct answers.

The F-score metric combines the properties of both
measurements and mitigates their main implications; so,
only high-sensitivity and precision approaches can yield
good results. This measurement covers the area from 0 to
1, where 1 is the exact classification and 0 is the absence of
true positives. This measurement proved to be very strong
to produce uniform performance results and show variation
regardless of the distance of the object in the scene.

To calculate the classification criteria, it is necessary to
use references to determine whether the image pixel classifi-
cation is accurate or not, so that for each image evaluated in
the study, a real image will be created manually and carefully

Figure 1: Coriander leaves, mint, and curry leaves seedlings,
respectively.

Figure 2: Soybean and corn seedlings, respectively, in soil with
debris.

Figure 3: Use of the reference in the open and cloudy weather
conditions, respectively.
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by experts and acted upon as a standard.. The best part of
the plant is on display.

Considering that one of the possible purposes of separat-
ing plant seedlings is to guarantee the recognition and mon-
itoring of this material, a second performance indicator was
used, which estimates the distance between the centers of the
material separated by a given method. This distance is deter-
mined by the difference in pixels between the centers in the x
and y directions of the adjusted images as a function of the
diagonal size of the image. Creating a percentage error result
that does not affect the image size is specified as follows:

Distance error %ð Þ = 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Δx2p+Δy2p
width2 + height2

s

: ð5Þ

With Δx2p and Δy2p, the difference in pixels from the cen-
ter of the segmented object in relation to the center of the
reference on the x and y axes of the image.

4.2. Computational Performance Metrics. The calculation
was performed by measuring the operating times of the algo-
rithms based on the performance rating. For this purpose,
high-precision time counters were implemented in specific
functions associated with each approach, so that the com-
mon processing for all approaches, such as capture, output
image recording, and interface commands, was not
calculated.

It only considers aspects related to timing, including
color sampling functions, required data manipulations and
transitions, scale adjustment, color rearrangement functions,
entry functions, classification, and other required process-
ing. Postprocessing steps such as color stabilization
approaches and postprocessing were monitored separately
from the section process.

To guarantee greater accuracy and reliability in process-
ing time estimation, the processing value calculated by an
average of 100 consecutive processes for each approach
was calculated during the acquisition process by the process-
ing unit and all data in the same context.

5. Result Analysis

Due to the causal structure of the experiment, most
researchers used common tools and techniques for this type
of approach. Results are often evaluated graphically and
occasionally analytically using statistical tools.

In graphic analysis, all the data of the test are arranged in
a graphic to facilitate a practical analysis of the results: the Y
axis contains the answers, and the X shows the test condi-
tions by the titles of the appropriate groups of the test. This
method of compiling data classifies a map into a variance
chart or a multivariable chart.

For quantitative analyzes, the effects of factors and the
correlations between factors were calculated. The response
to change at the factor level has a numerical effect indicating
the change of the variable, i.e., explaining the cause-and-
effect relationship between the factor and the experimental
response. Its calculation is simple and is based on the sum

of the values of all the test stages, in which the factor or cor-
relation level is one (+) with the conditions at level two (-).
Its calculation can be described as follows:

Effect = Σ values at level one − Σ values at level two
number ofobservations/2

: ð6Þ

After calculating all the outcomes of the experiment, an
occasional Barreto chart facilitates the comparative visuali-
zation of the results, thus highlighting the largest contribu-
tors to the change in the response variable of the experiment.

6. Acquisition System

Despite the different test conditions, the computer and data
used in the study are consistent and configure the basic func-
tions of the test campaign. As described in the Infrastructure
section, the plants are mounted on the bases and the device
attached to the capture system is attached, which ensures the
display and pose of the images.

The capture system is characterized by the Raspberry Pi
embedded module, a capture device (webcam or rospecam)
and battery, which ensures portability on the system and
enables its use in the open environment. Capture commands
are carried out by remote access to the computer via a VNC
(Virtual Network Computing) connection over a wireless
local network using a portable router, which allows the cam-
era to display the image and control the capture time
(Figure 4). Images are then stored in the mobile device’s
memory and stored for analysis.

Capture software was developed in Python and followed
the acquisition process used in the application, aimed at
accessing customized images for higher capture speed and
processing. Therefore, the captured image samples are more
relevant to those obtained in practice. Additionally, the pro-
gram allows you to manually configure the parameters of
both cameras, allowing you to calibrate and adjust the gain
of their channels, as well as enable or disable the automatic
white and brightness adjustment functions of the cameras.

The captured images were classified as test samples.
These were submitted to preprocessing or section
approaches, eventually forming binary images, which were
exported with their average processing time. Two versions
of this program were created, one on Python, the other on
Wolfram Mathematics, and the Python version on both
processors.

These images were then evaluated with their actual
image, and the data were finally compiled into spreadsheets
for analysis, generating final answers to the functions of a
program section in mathematics and the computational per-
formance measurements described in the previous sections.

In other words, this first inquiry aims to understand the
problem of comparing approaches and to assess the condi-
tions and configurations that may affect this process.
Table 3 below provides an overview of the rated components
and capture system with internal environment, 400mm
height, and Rpi + Raspicam.

In the results, we looked at the impact of plant character-
istics, the impact of capture resolution on measurements, the
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relationship between different processors and software
effects, and the representation of total error (%) and bot sec-
tion performance measurements based on the calculation.
Check the performance generated based on the processing
time (MS) to measure the performance and also check the
gain generated by the simulation process in subsequent
processing.

This first test was carried out indoors under control
lights, disabling the standard pose and white camera’s auto-
matic pose and exposure, which minimizes test variations as
a result of lighting. Its morphological postprocessing and
other experimental approaches have completion functions
following the opening by a 3 × 3 square structural element.
Furthermore, three sample repetitions were performed for
each condition, i.e., three consecutive recordings of the
scene. Eventually, 30 different images of the scene were
obtained. These were used in 4 section approaches, with
two image states on three different processors, a total of
650 processes, each with processing time data and total sec-
tion error.

7. Results

The experiment used the experimental framework of vari-
ance component analysis, with three corrections, to evaluate
the measurement method and graphic analysis of the exper-
iment (Figure 5).

Groups A1 to A4 correspond to the conditional 1 to 4
section approaches in Table 4, respectively.

With data covering values from less than 1ms to more
than 1 s, a large variation in processing times was initially
observed. Many elements produced changes in the results
of time, demonstrating the sensitivity of the measurement
system and showed repeated values at each test stage, and
their variance was significantly smaller than the variances
found on the system. The estimated standard deviation for
the duration of this test is 0.110ms, which demonstrates
the high accuracy of the submitted test. However, the occur-
rence of some erroneous points proves that the processing is
not uniform enough, and that the increase in the number of

repetitions will benefit the metric and, consequently, the
results.

In turn, it should be noted that the main contributors to
the difference in computational times are processors, with
OpenCV placing a clear emphasis on system performance
and, for worst results, Raspiberry Pi executing on the
embedded module. By checking the algorithms, it also ver-
ifies that the material in the same process does not have a
significant impact over time, which shows signs of visual
freedom at the calculated cost. These graphical observations
can be found in Table 5.

Furthermore, it is noteworthy that other factors also
contribute to the variability in results. To better illustrate
the contribution of the sources of variation, the diagram in
the time results normalized by the mean value of each
processor.

For these maps, the mean values (green horizontal lines)
correspond to the approaches (from A1 to A4), which
explains the apparent difference they make in the process;
so, the higher green approach will take longer, followed by
the HSV transition, with Otsu is directly expecting only
HSV and short-term function. In addition, by adjusting the
scale, the regeneration of time between processes is greater,
and assumptions and evaluations of approaches and results
can be made under any process so that the answers are suf-
ficiently similar, thus making use reasonable. Very powerful
processors for prototype or preliminary evaluations of the
performance of approaches in embedded modules.

However, this assumption is not exhaustive, there are
processing differences, and it is worth noting that real-time
can only be obtained on the target processor, which becomes
clear when observing the effects of image operations between
processes. Its use constantly increases the calculation cost for
all conditions, but its contribution to the algorithm time for
each processor is different as seen in Table 2.

This difference may be due to architectural differences,
different levels of memory, and the mathematical processing
of its variables. As an important observation, this type of
function presents a significant computational challenge for
the embedded module, although relatively small (14%

Capture device
(Rpi+camera+battery)

Plant+Background Router for VNC access and
control via wireless network

Computer for remote capture
control

Figure 4: Scheme of the capture system used in the experiments.

Table 3: Experimental conditions.

Variables Condition (1) Condition (2) Condition (3) Condition (4)

Object Mint Curry leaves Coriander leaves

Resolution 320 × 240 640 × 480 1280×960
Processor Rpi +OpenCV PC+OpenCV PC+WM

Segmentation Otsu Hue segmentation Modified hue interval Excess green
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Figure 5: Variability chart of processing times in milliseconds.

Table 4: Addition of time due to morphological operation (ms).

Resolution PC Rpi WM

1280 × 960 1.63 235.92 33.20

640 × 480 0.17 60.90 11.15

320 × 240 0.06 14.68 6.07

Average 0.62 103.80 16.76

Table 5: Comparison of processing times (ms).

Processor
PC Rpi WM Average

Mint 5.63 174.57 48.03 76.10

Coriander leaves 5.50 176.84 48.02 76.82

Curry leaves 5.52 165.91 48.34 73.26
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increase) for the personal computer, thus increasing the
computational cost of the system operation to 80%. A para-
doxical behavior is observed for small images in mathemat-
ics, with an excessively proportional increase in the cost of
calculation, perhaps due to some overlap with activity.

Since it is classified as a postprocessing step, the mor-
phological function does not depend on the submitted
approach or view, and its function depends only on the size
of the structural elements and the number of pixels in the
image, i.e., for each resolution., Although these are found
in Table 4, its duration increase is approximate.

In addition to the other observations made so far, this
map shows the apparent impact of image size on the cost
of computing the large number of pixels. The resolution
levels are 4 times higher than the ratio of the number of
pixels between them, and this ratio is noticeable in average
operations, especially in the Raspberry Pi bag, but differ-
ences in processing indicate that they handle different
amounts of data. The differences in these relationships can
be seen in Table 6.

This table indicates the relationship of the calculated
times between the processors, which will act as a measure
of the time for simulation and algorithmic testing between
different sites. This speed ratio depends on the resolution
of the image, but on average, the calculated times on the
embedded module are approximately 30 times longer than
the advanced system and 3.5 times longer than the advanced
language Wolfram Mathematica Computer.

It is important to highlight that despite the great influ-
ence of matter on sectoral responses, and consistency was
maintained in sectoral approaches, i.e., best and worst
methods were maintained despite the analyzed plant. This
information can be used to recreate results for different
plants and expand the potential of the results. The graphic
results discussed can be found in Table 7.

In terms of morphology, its application demonstrates
total error reduction in all applications, making consistent
improvements to the results. However, the improvement
was not as significant as expected, especially in situations
where the error was already reduced by the use of
approaches aimed at color separation. The mean reduction
of the total error with the morphological application was
0.706%, a difference of 0.059%, which was even smaller
when considering color approaches alone, indicating a pro-
portional improvement of approximately 3%.

The resolution, in turn, reflects the most significant
impact, taking into account most variations in the same
approach. In color-based approaches, there is a tendency to
reduce the error as the image size increases, from averaging
to low resolution: 1.17%, 1.73%, and 2.19%, respectively. This
difference can be explained by two effects, some changes and
incorrect classifications in current noise and material defini-
tions; so, the higher the resolution, the smaller the ratio of
pixels to the change and, consequently, the lower the error.
Another possibility is that the quality of the reference image
deteriorates, reducing clarity increases classification errors,
making the manual process for determining plant pixels more
difficult, and having a greater impact on measurements due to
any errors in the actual image for a small number of pixels.

8. Discussion

Visual systems are already a technology in precision farm-
ing, and in its various applications, the image processing
problem for the plant segment is the initial and important
step in obtaining valuable information from the environ-
ment, and the importance of this process is comparable to
its difficulty. The study shows that the process of separating
and classifying plant seedlings is complex and depends on
the captured scene, which becomes a real challenge when
exposed to unstable conditions of the external environment
without the use of light control or more specific hardware.
These restrictions are driven by functionality and market
perspective, aimed at low-cost and access to technology,
resulting in limitations in processing, hardware, operating
practices, and consequently possible solutions.

Under these restrictions, literary analyses suggest color-
based separation processes as one of the most effective in
identifying plants. Therefore, common devices such as
RGB cameras and modular processing units and open and
widespread software were considered. On this basis, several
techniques based on color separation and color stabilization
methods were combined, compared, and tested under differ-
ent and general lighting conditions. Despite the difficulties
and precautions, the experiments showed the most promis-
ing solutions for separation, even in situations such as noise
and lack of visibility.

Preliminary tests have identified key features of the mea-
surements to support other comparative efforts. The pro-
cessing time measurement was accurate and very effective
in differentiating approaches, but the process showed signs
of instability. It was found that display features did not affect
processing times, lighting conditions, objects in the scene, or
the distance of the capture system. On the other hand, the
resolution directly triggers the processing, which is propor-
tional to the number of pixels. The different processing units
analyzed showed the limitations of low-cost modular hard-
ware, but the reproduction of responses found in both pro-
cessing time and segment performance allowed for the
adjustment of factors and encouraged the use of high-level
software for prototype and testing approaches.

In terms of division performance, the first tests helped to
modify and improve the classification measurements, indi-
cating that the F-score was a more accurate and accurate
measure of the division than the total error used in the first
attack used in conjunction with the proportional error: mea-
surement between centers for comparative studies. Both
measurements show sensitivity to related test methods and
factors, and with the right increase in the number of test
reviews, they set the correct response variables for the mea-
surement method.

The rated components in the first experiments show that
high-resolution images have made little progress in the cat-
egory for most strategies, but their influence has not been
precursor and high reproducibility has been observed
between responses. The differences were said to be due to
the actual loss of actual images, calculations, and ultimately
the transition between object and background. Capture
devices showed significant differences in performance
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associated with transient approaches, where the intrinsic
oscillations of the capture were related to the less separable
nature of the system; otherwise, the difference was not
observed. Morphological operations such as postprocessing
and noise removal in binary images showed consistent
improvements in results, but an increase in their computa-
tional time, especially in the embedded volume, did not
compensate for the minor improvements made, and this
function is only recommended.

9. Conclusion

In conclusion, we obtained the following results from this
experiment by combining computational performance and
segment answers:

(i) The measurements were able to detect differences
between the other test variables, showing great
potential in the proposed measurement system;
although, it has been predicted that the potential
variation in the responses of the approaches to the
continuous images could provide better use of the
best estimates of the mean value. In addition to
providing important information about the stability
of the proposed solutions.

(ii) Processors have a great influence on the calculated
cost, but one can observe the regeneration by
adjusting the size. Features of the scene, subject,
etc. do not seem to change the timing of the
answers

(iii) Since it is proportional to the number of pixels, the
resolution directly and significantly affects the pro-
cessing time. However, the increase in processing,
with significant improvements in segment perfor-
mance, establishes a cost-benefit ratio

(iv) The morphological function produced improve-
ments in all responses, but its high computational
cost, especially in the embedded module, encour-
ages its use due to the small segment gains

(v) The characteristics of seedlings affect the response
of the segment and should be considered in perfor-
mance analyzes

(vi) Approaches are expected to have a major impact on
extraction, with HSV location-based approaches
showing the best results in this experiment; in addi-
tion, the responses of the methods show reproduc-
tion between different seedlings

(vii) Because both the computer and the embedded
module (Rpi) are closely related to the required
alerts, advanced tools such as math and software
can be used for prototyping and testing approaches
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Online live streaming has been widely used in distant teaching, online live shopping, and so on. Particularly, online teaching live
streaming breaks the time and space boundary of teaching and has better interactivity, which is a new distant education mode. As
a new online sales model, online live shopping promotes the rapid development of Internet economy. However, the quality of live
video affects the user experience. This paper studies the optimization algorithm of ultra-high-definition live streaming, focusing
on superresolution technology. Convolutional neural network (CNN) is a multilayer artificial neural network designed to
process two-dimensional input data. It takes advantage of CNN in image processing. This paper proposes an image
superresolution algorithm based on hybrid dilated convolution and Laplacian pyramid. By mixing the dilated convolution
module, the receptive field of the network can be improved more effectively to obtain more context information so that the
high-frequency features of the image can be extracted more effectively. Experiment was running on Set5, Set14, Urban100, and
BSD100 datasets, and the results reveal that the proposed algorithm outperforms baselines with respect to peak signal to noise
ratio (PSNR), structural similarity index measurement (SSIM), and image quality.

1. Introduction

At the end of 2019, the COVID-19 pandemic spread across
the world. However, with the continuous spread of the pan-
demic, the application of online live streaming is becoming
more and more extensive, such as online live streaming for
shopping and online live streaming for teaching [1, 2]. How-
ever, the quality of live video needs to be further improved.
With the continuous development of multimedia technol-
ogy, online live streaming, short video, and other video
applications have gradually become mainstream media for
people’s study, life, and entertainment due to their strong
social and interactive characteristics [3]. According to rele-
vant survey [4], video media generated 60% of Internet traf-
fic in 2016, and it will develop further. By 2020, that figure
has reached 78%. However, the video system is often limited
by various objective conditions, especially in the video send-
ing end, the video collection equipment with insufficient
accuracy, limited network bandwidth, and terminal with

insufficient processing capacity make it difficult for the video
system to provide adequate ultra-high-definition video
sources [5–7].

In order to solve the above problems, superresolution is
used in the video system so that the video application with
limited objective conditions can also provide high-quality
video presentation [8]. For example, wearable video devices
with relatively weak CPU processing capacity are often
unable to support high-resolution video and can only use
low-resolution video formats. But users of these devices still
want high-definition video content. Therefore, using super-
resolution technology to restore the video quality at the
video display end can greatly improve the visual experience
of users [9, 10]. In addition, video superresolution technol-
ogy is also used in many fields such as medical image
research, security monitoring processing, and video coding
and decoding, which has very high research value. Although
many video superresolution methods have been proposed,
due to the characteristics of video frames and the diversity
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of video scenes, their superresolution results are not
completely satisfactory. Further research is needed to
improve the performance of video superresolution.

Superresolution is the process of generating high-
resolution images from a set of low-resolution images [11].
This process supplements the spatial pixels of the image,
increases the texture details of the image, restores the high-
frequency information lost in the imaging process, and
makes the image exquisite in detail, natural in picture, and
has a better visual effect. This process can also be seen as
the reverse process from high-resolution images to multiple
low-resolution images. The simplest method of video super-
resolution is to perform single-frame superresolution on
each frame of low-resolution video directly and finally
restore all the obtained high-resolution images to high-
resolution video according to the sequence of video stream
[12]. However, such methods do not take into account the
correlation between frames in the video, and the resulting
high-resolution video may have problems such as poor
interframe transition and interframe flicker. When superre-
solution technology is used in video, not only the current
low-resolution video frame to be restored but also the tran-
sition relationship between the current frame and adjacent
frames should be considered [13, 14]. Based on the single-
frame image superresolution technology, combined with
the imaging characteristics of video sequence, video superre-
solution technology often uses the redundant information
between adjacent frames to further improve the superresolu-
tion performance.

Convolutional neural networks (CNN) imitating biolog-
ical vision mechanisms are widely used in the field of
computer vision. In superresolution reconstruction, CNN
takes advantage of its learning function to establish the
mapping relationship between low-resolution images and
high-resolution images through training [15]. Due to its
unique properties, CNN not only provides good perfor-
mance in feature perception but also can detect features
close to human visual system observation, so it has been
widely applied in the field of superresolution technology.
Accordingly, the main contribution of this paper is that a
hybrid dilated convolution and Laplacian pyramid-based
image superresolution algorithm is proposed.

The remainder of this paper is organized as follows.
Section 2 reviews related work. In Section 3, the improved
image superresolution algorithm is presented. Experimental
results are presented in Section 4. Section 5 concludes
this paper.

2. Related Work

Video is a sequence of images that are projected onto the
screen at a rate that gives it image continuity. In order to
improve the image resolution and display effect, many image
resolution enhancement algorithms have been proposed by
relevant researchers. Traditional superresolution algorithms
include image interpolation, image superresolution based
on sparse representation, and image superresolution based
on manifold learning. In [16], the authors proposed a new
single image superresolution method, which obtained the

initial high-resolution image by feature constrained polyno-
mial interpolation. In [17], a new random forest method for
image superresolution feature enhancement was proposed,
using the traditional gradient-based feature to enhance the
image superresolution feature, and formulated different fea-
ture formulas in different stages of image superresolution
processing. In [18], a new superresolution algorithm for verti-
cally guided neonatal image was proposed. In [19], a single
image recognition method combining comprehensive sparse
coding and analytical sparse coding was proposed. In [20],
the author proposed a sparse Bayesian estimation-based single
image superresolution method to reconstruct the superresolu-
tion image. In [21], a manifold learning-based improved tex-
ture image superresolution algorithm was proposed.

Many superresolution methods based on neural network
have been proposed. In [22], the authors developed a capsule
attention and reconstruction neural network (CARNN)
framework to incorporate the capsule into the image super-
resolution CNN. In [23], the authors constructed a full
deconvolution neural network (FDNN) and used FDNN to
solve the problem of single image superresolution. In order
to improve the resolution of remote sensing images, in
[24], a superresolution neural network called progressive
residual depth neural network (PRDNN) was proposed. In
[25], a new perceptual image superresolution method was
proposed to gradually generate visually high-quality results
by constructing a stage network. In [26], the authors used
CNN to generate superresolution underwater images. In
[27], the authors used the enhanced attention network to
realize the superresolution of compressed images. In [28],
an arbitrary scale superresolution method of medical image
was proposed, which combined meta learning with genera-
tive adversarial networks. In [29], the authors used gradual
strategy to train CNN and proposed an efficient superresolu-
tion model. In [30], a deformable residual convolution net-
work for image superresolution was proposed to enhance
the transformation modeling ability of CNN. The emergence
of deep learning has greatly promoted the development of
image superresolution reconstruction, motivating this paper.

3. Proposed Method

Inspired by the Laplacian pyramid structure, in this section,
a hybrid dilated convolution and Laplacian pyramid-based
image superresolution algorithm is proposed.

As shown in Figure 1, the network can be divided into
log2RT levels, and RT is the reconstruction times. Each level
can be divided into feature extraction and image reconstruc-
tion. The feature extraction of each level is composed of a
hybrid dilated convolution layer and a deconvolution layer.
The reconstruction consists of a convolution layer and an
element-wise summation layer [31]. The feature extraction
of the first level is slightly different from that of other levels.
Compared with other levels, the first level has an extra con-
volution layer for extracting shallow features and channel
transformation because of the number of channels in the
input image is different from that of each level [32, 33].
Therefore, a convolution layer with input channel 1 and out-
put channel 64 is added at the beginning of the first level to
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extract shallow features from low-resolution images with
input channel 1 and output 64 feature images. In feature
extraction, high-dimensional features are extracted, and
then, the extracted features are amplified by two times with
a deconvolution layer, which serves as the input of feature
extraction at the next level and reconstruction at this level.

The input of the image reconstruction is the output
image of the reconstruction of the upper level and the output
of the feature extraction of this level. The image goes
through a deconvolution layer with input channel 1 and out-
put channel 1, and the image is amplified by two times. The
feature image is fused by a convolution layer with input
channel 64 and output channel 1, and the original feature
image with channel number 64 is transformed into a
residual image with channel number 1. Finally, the amplifi-
cation image and residual image are added together by
element-wise summation operation to obtain the output of
the reconstruction of this level and then serve as the input
of the reconstruction of the next level. In this way, feature
extraction and reconstruction are performed level by level.
Moreover, after log2RT level feature extraction, high-
resolution images with the required amplification of RT
can be obtained.

Different from upsampling and downsampling, this
section adopts the Laplacian pyramid structure step by step
for image reconstruction to better balance the accuracy and
efficiency of reconstruction. Let input low-resolution image
from the network be ILR, and CRT is used to represent the con-
volution layer of the first layer for shallow feature extraction.

CRT ILR
� �

=max 0:3 × log wc ∗ ILR + bc
� �

,wc ∗ ILR + bc
� �

,
ð1Þ

where wc and bc are the weight and bias of the first-level
convolution kernel, ∗ is the convolution operation, the
convolution kernel size of the first-level convolution is 3 × 3,
the input channel is 1, and the output channel is 64. Among
them, max() is the activation function ReLU, and then,
CRTðILRÞ is passed into the network as the input of the
first-level feature extraction.

Let Ck
HD represent the hybrid dilated convolution mod-

ule of the kth level feature extraction, Ck represents its out-
put feature map, Ck

D represents the deconvolution layer of
the kth level feature extraction, and Ck,D is its output feature
map; then we have

C1 = C1
HD CRT ILR

� �� �
, ð2Þ

Ck,D = Ck
D Ckð Þ,  k = 1, 2,⋯, log2RT, ð3Þ

Ck = Ck
HD Ck−1,Dð Þ, k = 1, 2,⋯, log2RT: ð4Þ

As can be seen from equations (2) to (4), each level of
Laplacian pyramid structure network feature extraction is
made by hybrid dilated convolution module that is followed
by deconvolution layers. The output of the hybrid dilated
convolution module for deconvolution layer at the corre-
sponding level of input and the output of the deconvolution
layer to the next level is regarded as the input feature extrac-
tion at the next lower level hybrid dilated convolution of the
input [34]. The hybrid dilated convolution module Ck

HD is
composed of multiple hybrid dilated convolution blocks.
The deconvolution layer can be defined as follows.

Ck
D Ckð Þ = ReLU log wd ∘ Ck + bdð Þ, ð5Þ
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Figure 1: Overall network architecture of the proposed method.
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where wd and bd are the weight and bias of the deconvolu-
tion layer and ∘ is the deconvolution operation. The size of
the convolution kernel of the deconvolution layer of the
specific feature extraction is 4 × 4, and the step size is 2
(amplified twice each time). The input channel is 64, and
the output channel is 64.

At the first level in reconstruction branch, the low-
resolution image ILR is input to the deconvolution layer of
the reconstruction, Ck

O,D is used to represent the deconvolu-
tion layer of the reconstruction branch, and Ok represents its
output; then, we have

O1 = C1
O,D ILR

� �
: ð6Þ

Ck
R represents the convolution layer of the reconstruction

branch, and OR represents its output; then, we have

OR = Ck
R Ck,Rð Þ,

Ck
R Ck,Rð Þ =wk

R ∗ Ck,R + bkR,
ð7Þ

where Ck,R is the output of the feature extraction branch of

this level and wk
R and bkR are the weight and bias of the con-

volutional layer of the reconstruction branch of the kth level,
respectively. While the size of the convolutional kernel of the
convolutional layer is 3 × 3, the input channel is 64, and the
output channel is 1. The output of the reconstructed branch
at this level is defined as follows.

OR
k = ReLU Ok ⊕ORð Þ, ð8Þ

where ⊕ represents the element-wise summation layer.
The output expression of other level is defined as follows.

Ok = Ck
O,D Ok−1ð Þ,

Ck
O,D Ok−1ð Þ =wk

O,R ⊙Ok−1 + bkO,R,
ð9Þ

where wk
O,R and bkO,R are the weight and bias of the deconvo-

lution layer of the reconstruction branch of the kth level,
respectively. While the size of the convolutional kernel of
the convolutional layer is 4 × 4, the step size is 2, the input
channel is 1, and the output channel is 1.

ISR Ok
log2RT

� �
= CRT ILR

� �
∘ Ck

D Ckð Þ + Ck
R Ck,Rð Þ ⊕ Ck

O,D Ok−1ð Þ:
ð10Þ

Given the above, it can be concluded that the input of the
reconstruction network at this level is the output of the
reconstruction network at the upper level (except the first
level, which is the input low-resolution image ILR) and the
output of the feature extraction network at this level. The
whole network is extracted and reconstructed step by step.
Finally, after log2RT times of extraction and reconstruction,
high-resolution image ISR of target multiple can be obtained,
namely, Ok

log2RT
. Although the network is divided into two

parts, the whole network is trained and optimized together.
Compared with the upsampling method, the proposed
method can greatly reduce the time and space consumption
of the algorithm.

4. Experiments

4.1. Evaluation Metrics. The evaluation index of image
superresolution reconstruction algorithm can be divided
into subjective evaluation index and objective evaluation
index. The subjective evaluation index is mainly scored by
the assessor after comprehensive consideration of all aspects
of the image based on experience. This method is intuitive
and can well reflect the visual quality of the reconstructed
image. However, this method is affected by many factors.
In order to avoid the situation of different evaluation scores
for the same reconstructed quality image, we need objective
evaluation indexes that can reflect subjective evaluation and
not be transferred by subjective will. However, there is no
objective evaluation index that can completely describe sub-
jective evaluation, which can only reflect to a certain extent.
In this paper, the two most commonly used metrics are
selected for detailed introduction, respectively, peak signal
to noise ratio (PSNR) and structural similarity index mea-
surement (SSIM). Both of these two evaluation metrics use
mathematical formulas to describe the similarity of two
images, which are not interfered by subjective factors and
are more scientific than subjective impression scoring.

PSNR evaluates the image quality by calculating the ratio
of the error of the corresponding pixel point between image
X to be evaluated and the standard reference image Y to the
maximum pixel of the image. PSNR is intuitive, simple, and
easy to understand with a small amount of calculation, but it
is a pixel-by-pixel evaluation index. It is error sensitive and
often differs from human visual perception because it does
not take into account the visual characteristics of human
eyes, such as brightness structure and other information
[35]. Unlike PSNR, which only considers pixel difference
between images, SSIM describes the similarity between
image X to be evaluated and the standard reference image
Y from three aspects: brightness, contrast, and structural
information. The value range of SSIM is ð0, 1�. The larger
the value is, the better the quality of reconstructed image
is. SSIM takes into account various factors to evaluate the
quality of an image, including brightness, contrast, and
structural information of the image, so as to measure the
quality of reconstructed high-resolution images in a more
comprehensive way and the evaluation results are more con-
sistent with human vision.

4.2. Datasets. The training set used in this paper consists of
292 pictures with different resolutions, scenes, and types.
However, the data amount of 292 images is not enough to
support CNN learning, so data enhancement is needed for
the training set. The process of enhancement is as follows.
(i) The original image is image-resized using bicubic method
(to save the texture, the image is only downsampling;
upsampling will destroy the texture information of the
image), and the scaling factor is ð1, 0:9, 0:7Þ. (ii) The scaled
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image is conducted image-rotate with ð0, 90, 180, 270Þ
degree. (iii) Image-flip is performed on the rotated image
in both horizontal and vertical directions. After image
enhancement, the amount of image data (number of images)
can be 48 times as much as before (4 × 4 × 3). The test sets
used in this paper are Set5, Set14, Urban100, and BSD100.

4.3. Experiment Settings. The experiment was running on an
Intel i7-12700KF 3.6GHz CPU, 32GB of RAM (3333MHz),
and NVIDIA RTX 3080 Ti, 12GB GDDR6X GPU. wc = 0:35,
bc = 0:92, wd = 0:37, bd = 0:91, wk

R = 0:41, bkR = 0:89, wk
O,R =

0:42, and bkO,R = 0:90, where w is set randomly and b is set
according to literature [36]. The batch size is set as 64, and
initial learning rate of weight is le − 4. Every 200 epochs, the
learning rate of weights decreases by 10 times. To verity the
effectiveness of superresolution, CARNN [22], FDNN [23],
and PRDNN [24] were selected for performance comparison
and image reconstruction.

4.4. Model Analysis. Figure 2 shows that the hybrid dilated
convolution and Laplacian pyramid-based image superreso-
lution algorithm proposed in this paper was relatively high
within 150 epochs at the beginning. However, after 150
epochs, the network based on Laplacian pyramid structure
had a fast convergence speed and a high PSNR value, and
the learning was stable and forward. The results show that
the image superresolution reconstruction based on Laplacian
pyramid structure network can better learn the low-
resolution image and high-resolution imagemapping. It is also
indicated that the step-by-step upsamplingmethod adopted in

this paper can better extract features in different resolution
spaces, alleviate the learning limitations of one-layer deconvo-
lution when the amplification is too large, better learn the
mapping from low-resolution image to high-resolution image,
and obtain more high-frequency information. Moreover, a
high-resolution image with sharp edges and rich texture
details is obtained. As can be seen from Figure 3, the SSIM
of the algorithm proposed in this paper is always at a stable
level and always higher than 0.9. In contrast, the other three
baselines fluctuated frequently between 0.75 and 0.92, which
was unfavorable to the reconstruction process of superresolu-
tion images. This also confirms the validity of the algorithm in
this paper.

To more intuitively feel the quality of image reconstruc-
tion of the model, we also show the high-resolution images
reconstructed by the above compared algorithm. Four
images from Set5, Set14, Urban100, and BSD100 datasets
were selected, and the final experimental results are shown
in Figures 4–7. Set5 dataset and Set14 dataset are low-
complexity single-image superresolution datasets based on
nonnegative neighborhood embedding, and the training set
is used for single-image superresolution reconstruction, that
is, to reconstruct high-resolution images from low-resolution
images to obtain more details. Urban100 dataset has rich
texture images and is generally used as a dataset for network
testing, while BSD100 is a classical image dataset having 100
test images.

From Figures 4–7, it can be seen that the high-resolution
image reconstructed by the algorithm proposed in this paper
is more similar to the real high-resolution image, and the
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Figure 4: Visual comparison of different models of Set5.
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real image texture is reconstructed. Although there are flaws
in performance, compared with other baselines, the perfor-
mance of the algorithm proposed in this paper is the best.
It can also be seen from Figure 4 that, compared with other
baselines, the algorithm proposed in this paper has recon-
structed the edge contour of the font better and is closer to
the real high-resolution image. The experimental results
show that the image superresolution algorithm based on
hybrid dilated convolution and Laplacian pyramid proposed
in this chapter can extract the medium- and high-frequency
features of images more effectively, reduce the attenuation
phenomenon when features are transmitted in the network,
and reconstruct high-resolution images that are more con-
sistent with human visual perception.

5. Conclusion

In this paper, an image superresolution algorithm based on
hybrid dilated convolution and Laplacian pyramid structure
is proposed. The hybrid dilated convolution module is used
to extract image features, which can better expand the recep-
tive field of the model without introducing additional
parameters. In this way, the model can obtain more context
information and improve the feature extraction ability of the
model and will not cause grid effect. To alleviate the prob-
lems of insufficient learning ability of the upsampling layer
when the reconstruction multiple is large and the large
amount of calculation and long reconstruction time of the
front upsampling model, the step-by-step upsampling
method based on Laplacian pyramid is used to gradually

amplify the image, which balances the relationship between
reconstruction time and reconstruction quality and allows
the model to learn more high-frequency information. Exper-
iments show that the proposed algorithm effectively
improves the image quality.

This paper proposes a solution to the shortcomings of
the existing CNN-based image superresolution reconstruc-
tion algorithm and verifies the effectiveness of the proposed
method through experiments. However, there are still some
problems to be solved in this field. The follow-up work will
be carried out from the following aspects in the future.

(i) For standard low-resolution and high-resolution
image datasets, the existing image superresolution
algorithm acquires low-resolution images by down-
sampling high-resolution images from public datasets
to obtain corresponding low-resolution images.
However, low-resolution images acquired in this
way cannot completely simulate the image degrada-
tion process, and acquired low-resolution images
have similar styles. Therefore, in the future, efforts
will be made to establish a complete set of low-
resolution and high-resolution image data to make
up for this shortcoming in the field of image superre-
solution reconstruction

(ii) The existing image based on CNN superresolution
algorithm is to rebuild a multiple single algorithm.
When the reconstruction multiple is different, a new
model has to be retrained, which is extremely inflex-
ible. Moreover, the existing algorithms can only

Ours CARNN
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Figure 7: Visual comparison of different models of BSD100.
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reconstruct high-resolution images with integer mul-
tiple and cannot achieve arbitrary amplification. The
future will be how to realize the reconstruction of
the flexible network

(iii) Natural images are rich in prior information, while
the existing CNN-based image superresolution
ignores the prior information. In the future, we will
focus on the exploration of prior information and
make full use of the prior information of images to
reconstruct high-resolution images with richer
high-frequency information
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With the wide application of location detection sensors in maritime surveillance, a large amount of raw automatic identification
system (AIS) data is produced by many moving ships. Anomaly detection and restoration of the big AIS data are important issues
in marine data mining, because they offer a reliable support to users to mining the behaviors of ships. This paper develops a novel
approach to detect anomaly AIS data based on the ships’ maneuverability, such as the maximum acceleration, the minimum
acceleration, the maximum distance, and the maximum angular displacement, which were designed to detect the anomaly AIS
data. Furthermore, the performance of the developed approach is compared with that of Daiyong-Zhang’s method and
Behrouz-Haji-Soleimani’s method to assess its detection efficiency. The results show that the proposed approach can be applied
to easily extract the abnormal data. Finally, based on the developed approach to detect the anomaly data and cubic spline
interpolation method to restore the AIS data, experiments are conducted on the AIS data of Xiamen Port of Fujian Province,
China, that prove to be effective for marine intelligence research.

1. Introduction

With the rapid development and maturity of positioning
technology, communication technology, and network tech-
nology, various types of mobile intelligent terminals with
positioning and navigation functions are becoming more
and more widely used, and the location of mobile objects
(including people, vehicles, ships, and animals) relevant
information is increasingly accessible and can be collected
on a large scale. This type of location data usually contains
information such as geographic coordinates, speed, direc-
tion, and time, and it continues to increase and update rap-
idly over time [1]. It is called trajectory big data. Given that
trajectory big data records the movement of moving objects
over time and can objectively reflect the activities of individ-
uals or groups of moving objects, as well as their impact on
the environment, it has led to the concern of scholars in var-
ious fields such as natural sciences, social sciences, and envi-
ronmental science [2–4]. With the rapid increase on
international trade, an increasing number of vessels have

been come into service; as a result, the safety and security
of marine transportation have become the most dominating
attention of marine surveillance. Since 2002, the Interna-
tional Maritime Organization (IMO) requires automatic
identification system (AIS) transponders to be aboard ves-
sels that are above 300 gross tonnages on international voy-
ages, cargo ships over 500 gross tonnages in all waters, and
all the passenger ships regardless of size [5]. The AIS tracks
vessel movement by means of electronic exchange of naviga-
tion data between vessels, with onboard transceiver, terres-
trial, and satellites. This navigation data is related to the
ship itself (including its static parameters and dynamic activ-
ity records, such as ship name, ship maritime mobile service
identity, ship size, ship type, speed, location, time, heading,
and rate of turn) and includes other features such as the
sea state. For all reasons mentioned above, a massive amount
of AIS data is produced. The use of this massive AIS data is
an important part of intelligent marine transportation sys-
tem and conducts research on ship collision avoidance
[6–8], ship behavior analysis [9, 10], ship emission analysis,
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trajectory analysis [7, 10–21], maritime surveillance [10, 11,
20, 22–24], accident investigation [8, 25], etc. Anomaly
detection and restoration [26, 27]-[20, 23, 24, 28] are the
fundamental key research problems in the marine intelligent
transport system, which aims to identify and restore the
abnormal data in the AIS data generated by the users
through multiple aboard transceivers.

The identification and restoration of anomaly AIS data
play a vital role in the intelligent analyses of AIS data,
because User Datagram Protocol (UDP) is adopted for the
AIS data packet transmission, during which packet-
disordering and data packet dropouts occur. Another related
reason deals with the quality of the raw AIS data, e.g., error
and anomaly, and it is well known that the raw AIS data may
be tampered to inform false types of movements, such as
fishing activity in protected areas. Consequently, the error
and lost AIS data will interfere with maritime management
due to the misjudgment of the maritime state. Besides, it will
decrease the effectiveness of analysis on ship behavior and
traffic flow based on the AIS data.

Recently, many studies have focused on using techniques
to detect and restore the anomaly AIS data based on an opti-
mal trajectory calculated from classification algorithms,
which designed a ranking score inventory considering the
difference between the optimal trajectory and the real ones,
but lots of existing works ignored the impact of ship speed
or just considered the impact of ship’s locations on the opti-
mal trajectory [28]. Besides, with regard to the data veracity
of ship’s movement features, some works [29] focused on
the threshold of ship movement features based on the ship’s
navigation data, such as ship speed, ship location over time,
and ship heading. To deal with the anomaly detection of AIS
data, the current methods proposed in the literature can
mainly be classified into the following two categories as
follows:

(i) One is to design a near-optimal path to evaluate the
matching between the real trajectory and the near-
optimal path, such as Behrouz-Haji-Soleimani’s graph
search algorithm [28], classification methods, or clus-
tering algorithm [7, 14, 20, 30]. However, these
methods need to predict the main route used by ships

(ii) Another one is to design the rules to detect the
unreasonable track points based on ships’ design
specifications [23, 24, 29]. Nevertheless, both the
unreasonable drift track points with slow speed and
the unreasonable acceleration points under certain
limit can hardly be detected

In this work, Daiyong-Zhang’s method is generalized
and extended its unreasonable acceleration from the maxi-
mum acceleration to the minimum acceleration. It must be
mentioned that this paper aims to compensate the detection
of drift track point when its average speed does not exceed
the maximum speed, while [29] only considers to detect
the drift track point when its average speed exceeds the max-
imum speed. In order to avoid a misjudgment of the drift
track point, the proposed mode uses speed integral to obtain
the maximum drift distance in moving. Besides, the detec-

tion of unreasonable turn point is simplified from the detec-
tion rate of turn in [29] to the measurement for the angular
displacement of turn. Considering characteristic of the
packet dropouts and data cleaning, the cubic spline interpo-
lation method is employed to compensate the consecutive of
the trajectories, which aims to minimize the accelerate vec-
tor along longitude, latitude, and velocity in the AIS data.
Case studies over the AIS data sets are carried out to verify
the effectiveness of the proposed method.

In conclusion, the main contributions of this paper are
summarized as follows:

(i) This paper proposes a model to detect the anomaly
drift track point, which builds a maximum distance
and a minimum distance between the drift point
and its adjacent track points

(ii) The minimum acceleration of the ship is modeled
by using the design specifications of ships, such as
the distance for a ship to decelerate from the design
speed to zero. Moreover, the maximum acceleration
of the ship is investigated for the detection of unrea-
sonable acceleration

(iii) An efficient and effective model which is just only
based on the difference of heading between the drift
point and its adjacent track points is proposed to
detect the unreasonable track point of turn

(iv) The 156-AIS data with a cruise of length 110m and
at interval of 10 s in December 22, 2018, from Xia-
men International Cruise Center is employed to
verify the effectiveness of the proposed detection
models. The simulation results demonstrate that
the number of anomaly AIS data by using our
method is less than Daiyong-Zhang’s method, but
our proposed method is superior than Daiyong-
Zhang’s method when anomaly drift track point
has slow speed. Besides, the simulation results also
present that Behrouz-Haji-Soleimani’s method can
also be effective for discriminating the anomaly
state of the objected trajectory, but it needs lots of
trajectories to build the optimal trajectory

(v) For a case study of a passenger ship (call sign: 6285,
ship name: MIN LONG YU 9 777, MMSI:
412596777, ship’s length is 19m, and transmission
time interval is 10 s) in December 22, 2018–January
3, 2019, from Xiamen Port, experiments show that a
new smooth and reasonable trajectory is recon-
structed based on the combination method of our
proposed detection approach with the cubic spline
restore algorithm

The remainder of this paper is organized as follows. The
detection modeling of anomaly activity, such as stop state,
acceleration, drift track point, and turn, is presented in Sec-
tion 2. Section 3 depicts cubic spline interpolation method
for data restoration. In Section 4, case studies are conducted
and experimental results are shown. Section 5 concludes the
paper.
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2. Classification and Determination of
Outliers in Ship AIS Trajectory Data

2.1. AIS Trajectory Representation. Trajectory is an impor-
tant type of spatiotemporal data. It is used to represent the
history and continuous state information of a moving object
changing with time. It can also be considered as a time-to-
state mapping. In other words, given a time tðt ∈ R+Þ, the
state space of moving target at time t can be obtained by
using a continuous function F of time t. For a d-
dimensional state space vector, the mapping can be
expressed as F : R+ ⟶ Sd . A trajectory Tr of a ship is a
finite set Tr = fðs1, t1Þ, ðs2, t2Þ,⋯,ðsn, tnÞg, where si ∈ ½1, n�
is a state at a trajectory point and ti ∈ ½1, n� is a timestamp
at a trajectory point. Yet, traditional studies on state space
of ship trajectory only consider position information of the
targets. In order to identify the anomaly AIS data accurately,
longitude, latitude, speed, and heading are taken into
account when ship’s state space is studied in this paper.

2.2. Classification and Judgment of Abnormal Points of Ship
Trajectory. By analyzing the state space of the raw AIS data
sets provided by the VTExplorer website, such as changes
in longitude, latitude, speed, and heading, rules to identify
the inaccurate AIS data according to the ship’s maneuver-
ability are shown in the following subsection.

2.2.1. Abnormal Stop. According to the message format spec-
ified by the International Telecommunication Union com-
munication standard, AIS transponders may accept a
duplicate message in the packet forwarding mechanism. In
another word, two adjacent AIS trajectory points are almost
the same with each other except their timestamps, i.e., ðsi
= sj, ti ≠ t j, i ≠ j, i, j ∈ ½1, n�Þ. If these duplicate or abnormal
messages are not processed, the false judgement of ship’s
running states as its stop states will occur. With regard to
the detection of these abnormal messages, the determination
method of the abnormal stopping point can be given as fol-
lows. For the AIS sequence, if the speed of the i-th point is
greater than 2 knots (1 knot = 1 nautical mile/hour), but its
geographic coordinates (loni and lati), speed vi, and heading
cogi are the same as that of the i + 1-th point, then the i + 1
-th point is judged as an abnormal stopping point. The
judgement rules are shown in the following:

vi > 2,
loni+1 − lonij j = 0,
lati+1 − latij j = 0,
vi+1 − vij j = 0,
cogi+1 − cogij j = 0:

8>>>>>>>><
>>>>>>>>:

ð1Þ

2.2.2. Abnormal Acceleration Point. According to the current
design standards for ships, the distance between the station-
ary and the design speed trajectory points for a ship in full
load condition is about 20 times of the length of the ship,
while the distance between the stationary and the design

speed trajectory points for a ship in no load condition is
reduced to 1/2~2/3 times of the original distance. The stop-
ping stroke of a ship, which is affected by its displacement, is
generally 8-20 times of the length of the ship. As is shown in
equation (2), to obtain the maximum and the minimum
acceleration, the minimum distance equals to 10 times and
8 times of the length of the ship, respectively. Assuming that
the length of the ship is L, the design speed is Vd , the max-
imum acceleration is amax, the minimum acceleration is amin,
the time interval from the stationary to the design speed Vd
with a uniformly accelerating is ti max, and the time interval
from the design speed Vd with a uniformly decelerating to
the stationary is ti min.

Vd = amax × tti max
= −amin × ti min,

10L = 1
2 amaxt

2
i max,

8L = 1
2 amint

2
i min:

8>>>>><
>>>>>:

ð2Þ

Based on equation (2), the maximum acceleration amax
and the minimum acceleration amin of the ship can be
obtained as follows.

amax =
V2

d

2 × 10L ,

amin = −
V2

d

2 × 8L :

8>><
>>:

ð3Þ

After the speed and time difference between the i-th
point and the i + 1-th point, transient acceleration at time i
+ 1-th can be derived by (4). If the calculated transient
acceleration is greater than the maximum acceleration or
less than the minimum acceleration, then the i + 1-th point
is an abnormal acceleration point.

a = vi+1 − vi
ti+1 − ti

,

amax − að Þ a − aminð Þ < 0:

8<
: ð4Þ

2.2.3. Anomalous Drift Point. Theoretically, the travelling
reachability distance between two trajectory points can be
obtained by the integral calculation with the speed change
on the route. For a trajectory data sequence, if the distance
between two adjacent AIS trajectory points exceeds their
maximum reachability distance, the trajectory point is
judged as an abnormal drift point. Assume that the time-
stamp and speed for the i-th trajectory point is ti and vi,
respectively. At the same time, ti + 1 and vi + 1 represent
the timestamp and speed for the i + 1-th trajectory point,
respectively. In theory, the travelling reachability distance
between the i-th and i + 1-th trajectory points should beÐ ti+1
ti

vdt. But in a fact that the velocity variation pattern can-

not be obtained through the measurement, the maximum
reachability distance between the two trajectory points is

3Wireless Communications and Mobile Computing



estimated.

smax =
ðtm
ti

vi + amax t − tið Þð Þdt +
ðti+1
tm

vi+1 + amin ti+1 − tð Þð Þdt,

ð5Þ

where tm satisfies the condition of vi+1 = vi + amaxðtm − tiÞ
+ aminðti+1 − tmÞ, ship is in the uniformly accelerative
motion with maximum accelerate amax in time interval ½ti,
tmÞ, and ship is in the uniformly decelerative motion with
minimum accelerate amin in time interval ½tm, tm+1Þ.

After the integral calculation with the speed change on
the route, the maximum reachability distance of the i-th tra-
jectory point and the i + 1-th trajectory point can be derived
by (5). As is shown in (6), if the calculated spherical distance
disði, i + 1Þ between two adjacent AIS trajectory points is
greater than the maximum reachability distance, then the i
+ 1-th point is an abnormal drift point.

dis i, i + 1ð Þ >
ðtm
ti

vi + amax t − tið Þð Þdt +
ðti+1
tm

vi+1 + amin ti+1 − tð Þð Þdt:

ð6Þ

2.2.4. Anomalous Turning Point. As is well known, the swing
diameter is an important parameter for evaluating the steer-
ing capability of a ship. Generally speaking, the maximum
swing diameter d of a ship can be obtained by the formula
d = k × l, k ∈ ½2, 4� based on the design specification of ships,
in which l is the length of ship, k is the coefficient to mea-

sure the ship maneuverability, and usually the value range
of k is [2,4]. If the speed of the ship is v and the maxi-
mum swing diameter is d, then the maximum rate of turn
is r = 360v/πkl; as shown in (7), the maximum angle of
turn ωmax from i-th trajectory point to the i + 1-th trajec-
tory point can be obtained through the integral calculation
with the maximum rate of turn.

ωmax =
ðti+1
ti

360v
πkl

dt ≤
360
πkl

smax: ð7Þ

In equation (7), smax is the maximum reachability dis-
tance between the two trajectory points.

(a) Original trajectory of oil tanker (b) Original trajectory of passenger ship

Figure 1: Original trajectory diagram.

Table 1: Trajectory outlier distribution.

Trajectory point Ship type Quantity

Normal trajectory point
Tanker 7800

Ship 503

Anomalous drift point
Tanker 4035

Ship 67

Abnormal stop point
Tanker 0

Ship 0

Abnormal acceleration point
Tanker 12

Ship 0

Abnormal turning point
Tanker 3118

Ship 0
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Note that an abnormal turning point can be easily identi-
fied by using the heading difference jcogi+1 − cogij between
two adjacent AIS trajectory points, as shown in the following.

cogi+1 − cogij j > ωmax =
ðti+1
ti

360v
πkl

dt ≤
360
πkl

Smax: ð8Þ

3. Ship AIS Trajectory Data Repair

The ship trajectory established based on AIS data is a
sequence of points including discrete space-time informa-
tion. In order to satisfy the subsequent research and applica-
tion based on trajectory, it is necessary to delete the
abnormal points in the raw data. However, the deletion of
the abnormal points will cause the trajectory sequence to
become discontinuous; the loss of AIS messages can also
lead to this situation. Therefore, synchronous interpolation
processing is needed to obtain continuous trajectories in
practical applications. Cubic spline interpolation is one of
the commonly used methods for spatiotemporal trajectory
interpolation and synchronization. In the case of spatiotem-
poral data with few missing or intermittent missing, the
cubic spline interpolation method has good repair and syn-
chronization effects.

According to the International Telecommunication
Union communication standards, the time interval for send-
ing navigation and location-related messages is related to the
type of ship and its speed. For class A ships, the interval for
sending AIS messages should be no more than 10 seconds;
for class B ships, the interval should be no more than 30 sec-
onds. In the case of normal navigation, the trajectory data
that can be obtained is relatively dense. The number of dis-
continuity trajectory points caused by message loss and out-

lier deletion is relatively small. Therefore, the cubic spline
interpolation method is suitable for trajectory point repair
and synchronization. But when the ship is berthing, the
AIS message sending time interval will become 3 minutes.
Interpolation is not necessary in this case. In addition, the
ship may also shut down its AIS radio station on its own ini-
tiative. This will lead to a long segment of missing trajectory
points. In this case, the ship behavior is uncertain, so it is not
suitable for interpolation too.

According to the AIS message characteristics men-
tioned above, we segment the trajectory data after deleting
outliers. Based on the time interval and speed of the
points, the trajectory is divided into normal navigation
section, stop section, and closed radio section. The rules
to divide segments are as follows: (1) AIS messages in
which interval time is less than 3 minutes are segments
of normal navigation; (2) AIS messages in which interval
time is greater than or equal to 3 minutes and less than
or equal to 5 minutes and speed is less than 1 knot are
segments of stop; (3) AIS messages in which interval time
is greater than 5 minutes are segments of turning off AIS
radio. In the process of trajectory data repairing, we will
only use cubic spline interpolation for the first case. For
the second and third cases, interpolation is not carried
out. In the first case, the interpolation is carried out
according to different ship types and speeds, and the spec-
ified time interval of AIS message is used as the step size.

Suppose there are m trajectory points in the AIS spatio-
temporal sequence and the corresponding times of the m
points are tiði = 1, 2,⋯,mÞ, xi, yi, vi, and θi that represent
the longitude, latitude, speed, and heading angle of point i,
then the velocity of point i in the longitude direction is vxi
= vicosθi, and the velocity of point i in the latitude direction
is vyi = visinθi. Setting the time starting point of the

(a) Oil tanker (b) Passenger ship

Figure 2: The trajectory after clearing the abnormal point.
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sequence to be interpolated as zero time, and using the cor-
responding latitude and longitude coordinates as the origin
of the coordinates, for the space-time sequence to be inter-

polated, the derivatives at the endpoints of the latitude and
longitude directions are vxi and vyi. The coefficient matrix
can be obtained by substituting vxi and vyi into the cubic

(a) Track points before data restoration

(b) Track points after data restoration

Figure 4: Track trajectory diagram of passenger ship.

(a) Track points before data restoration (b) Track points after data restoration

Figure 3: Track trajectory diagram of oil tanker.

6 Wireless Communications and Mobile Computing



spline function for each segment. Then, the coordinates of
longitude and latitude corresponding to any time t can be
obtained by cubic spline function in each segment.

Take longitude calculation of ships as an example. Let
the longitude coordinate of ship yðtÞ be a function of time,
and satisfy the cubic spline function yðtÞ = aΔt3 + bΔt2 + c
Δt + d in the time period [ti, tj]; then, vy = dyðtÞ/dt = 3aΔt2
+ 2bΔt + c, and ay = dvyðtÞ/dt = 6aΔt + 2b.

According to the boundary conditions, for the specific
time t1 and t2, it should be satisfied:

y t1ð Þ = at31 + bt21 + ct1 + d,
y t2ð Þ = a t2 − t1ð Þ3 + b t2 − t1ð Þ2 + c t2 − t1ð Þ + d,
vy t1ð Þ = 3at21 + 2bt1 + c,

vy t2ð Þ = 3a t2 − t1ð Þ2 + 2b t2 − t1ð Þ + c:

8>>>>><
>>>>>:

ð9Þ

According to the boundary values yðt1Þ, yðt2Þ, vðt1Þ, vð

t2Þ of the sequence to be interpolated, the spline function
coefficients can be obtained. Therefore, we can obtain the
function expression of longitude coordinate yðtÞ with
respect to time t. According to the interpolation time inter-
val, we can further obtain the longitude coordinates of the
corresponding trajectory points using the function yðtÞ.
The interpolation methods of other parameters of the trajec-
tory sequence (latitude, speed, and heading) are the same
and will not be described again.

4. Experiment Analysis

In order to verify the effect of the method for processing and
repairing the abnormal points of ship trajectory data pro-
posed in this paper, some original AIS data were down-
loaded through the VTExplorer website for experiments.
We select the part of data about Xiamen Port and surround-
ing waters. The time range is from 11 : 46 : 37 on December
21, 2018, to 7 : 30 : 22 on January 3, 2019; the spatial range
is 117.7737° E and 24.08784° N to 118.63037° E and
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Figure 5: Comparison of speed changes.
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24.691° N, including 12158622 pieces of position data and
387745 pieces of static data. The experiment selects the tra-
jectory data of an oil tanker and a passenger ship for analy-
sis, processing, and comparison. The MMSI number of the
oil tanker is 413698470, the call sign is BVHW8, the name
is HAI GONG 167, the length of the ship is 32m, and the
time span of the track point is from December 21, 2018,
hours 46 minutes 41 seconds to December 22, 2019 23 : 59
minutes 50 seconds, a total of 14,965 position data; passen-
ger ship MMSI number is 412596777, call sign is 6285, the
name is MIN LONG YU 9 777, the length of the ship is
19m, the track point time span is from 12 : 52 : 57 on Decem-
ber 22, 2018, to 3 : 15 : 32 on January 3, 2019, and there are
570 pieces of location data.

4.1. Outlier Identification and Elimination. Before processing
of the AIS original position data, the trajectories of the two ships
are shown in Figures 1(a) and 1(b) within the set time span.

As can be seen from Figure 1, the trajectories established
based on the original position data sequence of the two ships
are somewhat messy, and some abnormal drift points can be

seen intuitively. The existence of anomalous drift points
makes some trajectory segments even cross land, which is
obviously not credible. If these ship’s original position data
are used as the data source of statistical analysis system, it
will cause the statistical analysis results to deviate from the
actual situation. For the ship management, monitoring,
and analysis system, it will cause erroneous alarms due to
abnormal ship behavior frequently. Using the discriminate
method for abnormal trajectory points proposed in this
paper, we can find that the different types of abnormal
points and their number in the original position data of
the two ships are shown in Table 1.

It can be seen from the distribution of the abnormal
point types of the two ships in Table 1 that the abnormal
points of oil tankers account for a relatively large amount,
exceeding 50%, while the abnormal points of passenger ships
account for a relatively small amount, around 10%; anoma-
lous drift points account for the highest proportion of all
types of abnormal points. In addition to the abnormal drift
point, the oil tanker also has some abnormal turning points
and a few abnormal acceleration points, while the passenger
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ship has not found any other abnormal points; no abnormal
stopping point has been found in two ships’ trajectories. The
main reason for the large difference in the distribution of
abnormal points between two different types of ships may
be that the passenger ship we selected has a short voyage
period and basically sailing along the coast, so AIS data
transmission is relatively standardized and normal; the voy-
age period of the oil tanker is relative long and includes the
process of entering and leaving the port, which results in
abnormalities in AIS data transmission and reception. In
addition, there is no abnormal stopping point for both ships.
The main reason may be that there is no repeated message
forwarding.

According to the abnormal point processing method we
proposed in this paper, we can remove all kinds of abnormal
points found in the original AIS data. After removing all the
abnormal points, the trajectories of the two ships are shown
in Figures 2(a) and 2(b). It can be seen from Figure 2 that
after clearing the abnormal points, the trajectories of both

ships became clear and identifiable. But for the passenger
ship trajectory, there is still a trajectory line across the land.
By querying AIS data, we can find that the timestamps of the
two points are 13 : 27 : 59 on December 22, 2018, and
13 : 32 : 19 on December 22, 2018. The time span of the two
points does not exceed the normal range, but the ship speed
is faster and the track point span is somewhat large, so the
track line passes through the land. This problem will not
exist after the subsequent track point repairing that we will
discuss in the next part.

4.2. Trajectory Missing Point Repair. The overall trajectory of
the two ships becomes clear after identifying and deleting
the abnormal trajectory points, but the time interval between
the trajectory points is somewhat large and uneven, which
sometimes cannot meet the requirements of local trajectory
analysis and application. It can be seen from the static data
that these two ships belong to class B vessels. Therefore,
we can repair the trajectories using the cubic spline
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interpolation method given in Section 2 of this paper and set
the AIS message transmission interval to 30 seconds for
interpolation. For the oil tanker, a total of 5,419 trajectory
points were inserted, and the ratio of the inserted trajectory
points to the total trajectory points is 36.21%. The compari-
son of the scatter points of the ship trajectory before and
after data restoration is shown in Figures 3(a) and 3(b).
For passenger ship, a total of 654 trajectory points are
inserted, and the ratio of the inserted trajectory points to
the total trajectory points is 57.93%. The comparison of scat-
ter points of ship trajectory before and after data restoration
is shown in Figures 4(a) and 4(b).

As can be seen from Figures 3 and 4, the density of the
ship’s trajectory points increased significantly after the data
was repaired, so the trajectory became more continuous.
However, some segments in trajectories are still in discontin-
uous state after repairing. As shown in the rectangular mark-
ing part of Figures 3(b) and 4(b), there is an obvious gap in
each trajectory. The main reason why the trajectory seg-
ments have not been repaired is that the time interval
between two adjacent track points in the segment is too long,
more than 5 minutes for this case. It indicates that the ship is
in the state of shutting down AIS equipment during this
period, and its behavior is uncertain, so it will not be
repaired.

In addition to restoring the abnormal points of position
data, we also restore the abnormal points of data such as
speed anomalies, acceleration anomalies, and heading
anomalies. In the two ships we selected, only the oil tanker
has acceleration and heading abnormal points, so only AIS
data of the oil tanker was processed for speed, acceleration,
and heading anomalies. Before and after clearing and repair-
ing the abnormal points, the comparison of the ship’s speed,
acceleration, and heading changes can be illustrated by a
part of trajectory data, as shown in Figures 5–7 (data range
is from 2018-12-22 8 : 22 : 51 to 2018-12-22 9 : 37 : 45).

As can be seen from Figures 5–7, the abnormal changes
of speed, acceleration, and direction beyond the range of
ship’s maneuverability in the original data have been elimi-
nated. The ship’s speed, acceleration, and direction changes
tend to be continuous, smooth, and all within a reasonable
range after restoration.

5. Conclusion

With the application and popularization of AIS equipment
on ship, AIS data has become one of the important data
sources for ship traffic flow analysis, maritime supervision,
and accident analysis. However, it is difficult for upper-
layer applications to apply these AIS data directly because
of its unreliability. Aiming at the problem of ship trajectory
construction based on AIS data, a method of abnormal point
detection and repair in AIS data is proposed in this paper.
The proposed method classifies AIS abnormal point and
processes them separately according to the longitude and
latitude, speed, acceleration, and direction information in
AIS data. It is worth noting that the proposed method only
needs the AIS data of the ship itself and does not need the
support of the historical track data. In addition, the cubic

spline interpolation method is used to repair the trajectory
after eliminating the abnormal points, which further
improves the continuity and integrity of the trajectory.

The results of processing actual ship trajectories show
that the method proposed in this paper can identify all kinds
of trajectory abnormal points in AIS data effectively. The
interpolation processing method after removing abnormal
points can effectively eliminate the sudden changes in posi-
tion, speed, acceleration, and heading. The trajectory data
after being restored are in a reasonable range in terms of lat-
itude and longitude, speed, acceleration, and heading, and
the changes are continuous and smooth.

Data Availability

In order to verify the effect of the method for processing and
repairing the abnormal points of ship trajectory data pro-
posed in this paper, some original AIS data were down-
loaded through the VTExplorer website for experiments.
We select the part of data about Xiamen Port and surround-
ing waters. The time range is from 11 : 46 : 37 on December
21, 2018, to 7 : 30 : 22 on January 3, 2019; the spatial range
is 117.7737° E and 24.08784° N to 118.63037° E and
24.691° N, including 12158622 pieces of position data and
387745 pieces of static data.
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Deep deterministic policy gradient (DDPG) algorithm is a reinforcement learning method, which has been widely used in UAV
path planning. However, the critic network of DDPG is frequently updated in the training process. It leads to an inevitable
overestimation problem and increases the training computational complexity. Therefore, this paper presents a multicritic-
delayed DDPG method for solving the UAV path planning. It uses multicritic networks and delayed learning methods to
reduce the overestimation problem of DDPG and adds noise to improve the robustness in the real environment. Moreover, a
UAV mission platform is built to train and evaluate the effectiveness and robustness of the proposed method. Simulation
results show that the proposed algorithm has a higher convergence speed, a better convergence effect, and stability. It indicates
that UAV can learn more knowledge from the complex environment.

1. Annotation Demo Section

In recent years, unmanned aerial vehicles (UAVs) have been
widely applied, and their high maneuverability and rapidly
deployable UAVs have been applied to search and rescue
[1], multi-UAV cooperation [2], formation flight [3], remote
surveillance [4], and other fields [5–7]. UAV faces a variety
of complex challenges and complicated tasks. Among them,
path planning is the first problem faced by UAV. How to
make the UAV safely fly to the destination in an unknown
working environment becomes a hot topic for researchers.
Faced with complex and uncertain environments, many
algorithms have been proposed for solving the UAV naviga-
tion problems. The most common method is the motion
control problem in the unknown environment such as A-
Star [8], artificial potential fields [9], rapidly exploring ran-
dom tree (RRT) algorithm [10], and so on [11–15]. How-
ever, due to the constraints of model mismatch, insufficient
measurement means, high accurate cost, and model migra-
tion, it is difficult to obtain an accurate dynamic model of
aircraft in practical engineering. These model-based strate-

gies can hardly be applied to practice in a complex uncertain
environment.

In order to overcome the limitations of model-based
strategies in uncertain environments, some researchers
introduce learning-based methods to overcome these short-
comings. The first is supervised learning that uses large
amounts of data to simulate real situations [16, 17]. How-
ever, supervised learning needs enough data; it cannot simu-
late a lot of changes in the real world [18]. The other is
reinforcement learning (RL), which uses the interactive
learning of the mapping from environment to behavior to
seek the most accurate or optimal action decision by maxi-
mizing the state-value function and the action-value func-
tion [19]. Reinforcement learning has been applied in
UAV path planning problem [20]. It transforms the UAV
online path planning problem into a decision problem.
The next time series of UAV actions are decided according
to the current environment and its own state determined
by sensors or external information. In the unknown complex
environment, UAV has little prior knowledge related to the
environment. Therefore, it is required to have strong
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adaptive ability to such uncertainty. RL provides a better
idea for this kind of problem by using historical data to
obtain the nonlinear function relationship between approxi-
mate fitting state and overall performance [21–24].

Reinforcement learning has been extensively studied in
recent years. For example, DeepMind innovatively proposed
a deep reinforcement learning (DRL) through the combina-
tion of deep learning (DL) and RL. DRL transforms high-
dimensional input into a lower-dimensional state. It achieved
a promising result. Currently, Mnih et al. [25] proposed a deep
Q-network (DQN) algorithm, which utilized the powerful
function fitting ability of deep neural network to avoid the
huge storage space of Q table. DQN enhances the stability of
training process by using experiential replay memory and tar-
get network. Double DQN [26] and dueling DQN [27] are
proposed gradually along with DRL research to overcome
the defect of overestimation. DQN algorithm has achieved
great success in discrete space. However, in high-
dimensional continuous space, DQN will increase exponen-
tially with the increase of discrete degree of action segmenta-
tion, resulting in training difficulties. Actor-critic (A-C)
algorithm [28] adopts a method similar to policy gradient
and uses actor network to output the probability value of the
action, while critic network is responsible for evaluating the
output action. A-C algorithm uses critic network approximate
value function to guide agent update and provide low variance
learning knowledge [29, 30]. Lillicrap et al. [31] proposed a
deep deterministic policy gradient (DDPG) algorithm to
improve the stability of A-C algorithm evaluation by using
the target network and empirical replay of DQN. DDPG can
be applied in the applications with continuous action space
and achieve great success [32]. However, the performance of
DDPG in practical applications is not very stable.

Reinforcement learning is independent of environmental
models and prior knowledge. Thus, it can effectively solve
the UAV path planning problem in unknown environments.
The research of reinforcement learning in UAV path planning
has received extensive attention from scholars. UAV naviga-
tion was modeled as a reinforcement learning problem and
validated autonomous fight in unknown environments in
[33]. Junell et al. [34] used reinforcement learning method to
solve the flight test of quadrotor aircraft in an unknown envi-
ronment. The continuity of DDPG is widely used in path plan-
ning, but its convergence is often unstable in complex
environments. Model-free reinforcement learning algorithms
are based on time division orMonte Carlo [35]. It suffers from
the problem of overestimation. In large state space, the appli-
cation of policy gradient method will bring a high variance of
estimation results. It makes policy learning more sensitive and
even leads to training failure.

Numerous researchers improved the accuracy of numerical
estimation by improving the neural network. For example,
double DQN [26] is guaranteed not to overestimate Q value
via two critic networks. Twin-delayed DDPG (TD3) [36, 37]
algorithm solves the overestimation problem by introducing
three key technologies. In a real UAV flight, paper [38] solved
the problem of slow convergence caused by sparse rewards by
introducing the reward function of an artificial potential field.
Paper [39] started with DDPG experience base combined with

simulated annealing algorithm, and accelerated the learning
process of DRL through multiexperience pool (MEP). Papers
[38, 40] use LSTM to approximate the critic network by com-
bining the current training observation sequence with the his-
torical observation sequence, so that the UAV can break
away from the U-shaped obstacle in large path planning. Paper
[41] presented three improvements, environmental noise, delay
learning, and hybrid exploration techniques, to enhance the
robustness of DDPG. Nevertheless, robustness is still a great
challenge for UAV path planning. In the TD3 algorithm, the
algorithm solves the critic’s overestimation problem by the
method of clipped doubleQ-learning for actor-critic. However,
only using low estimation often leads to slow convergence.

In order to solve the problem that actor network relies
heavily on critic network, which makes DDPG performance
very sensitive to critic learning, this paper proposes a
multicritic-delayed DDPG method for solving UAV path
planning. It uses the average estimation of multicritics net-
work to reduce DDPG’s dependence on critic network and
delayed learning method to reduce the overestimation prob-
lem of DDPG and reduce the error accumulation of the tar-
get network. Considering the sensitivity of the UAV to
parameters in the real environment, adding Gaussian noise
to action and state increases the robustness of the UAV.
The main contributions of this paper are as follows:

(1) We propose a multicritic-delayed DDPG method,
which includes two improvement techniques. The
first is to add state noise and regularize it, which
increases the robustness training network. The sec-
ond is to use multicritic to average error and solve
the error accumulation caused by overestimation

(2) We apply the proposed multicritic-delayed deep
deterministic policy gradient method for solving
UAV path planning. A nonsparse reward mode is
designed

(3) A UAV mission platform is built to train and evalu-
ate the effectiveness and robustness of the proposed
method. Simulation results show that the proposed
algorithm is effective with strong robust and adap-
tive capability for solving the path planning of the
UAV flying destination under complex environment

The remainder of this paper is organized as follows: In
Section 2, we briefly review reinforcement learning methods,
i.e., DDPG, DT3, and MCDDPG, for solving UAV path
planning. Section 3 gives a detailed description of the pro-
posed multicritic-delayed deep deterministic policy gradient
method. Section 4 provides the simulation results and anal-
yses the empirical results. Finally, we draw a conclusion and
future work in Section 5.

2. Reinforcement Learning for Solving UAV
Path Planning

2.1. UAV Motion Model. Motion model of UAV is a basis of
path planning problem. The UAV system is usually con-
trolled by six degrees of freedom, representing three
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coordinates of the UAV position ½x, y, z� and controlling the
three freedoms of the yaw angle ψ, the roll angle δ, and the
pitch angle ϕ. Six degrees of freedom kinematics mode ½x, y
, z, ψ, δ, ϕ� is used to describe the internal state of the UAV.

For the sake of brevity and without loss of generality, we
adopt the kinematic model of three degrees of freedom
instead of six degrees of freedom. Assume that the UAV is
fixed at a horizontal altitude, so that UAV’s activity is con-
fined to the x − y plane. Ignoring the momentum impact of
the UAV during fight, assuming that the UAV adopts a con-
stant velocity v, the vector ζ = ½x, y, ψ� is used to simplify the
description of the position and motion of the UAV. There-
fore, the vector ζ can be expressed as:

xt+1 = xt + vt × cos ψt ,
yt+1 = yt + vt × sin ψt ,
ψt+1 = ψt + Δψ:

8>><
>>:

ð1Þ

where Δv is the change in velocity and Δψ is the change in
yaw angle.

The state obtained by the environment of UAV is com-
posed of three parts, i.e., the internal state, the interactions
with the environment, and the location of the target. There
are six coordinates ξu = ½x, y, xv, yv, v, ψ� representing the
information about the their internal state, where ðx, yÞ is
the absolute position of the UAV, ðxv, yvÞ is the velocity
component of the corresponding coordinate, v is the speed
of flight, and ψ is the yaw angle. ðv, ψÞðv, ψÞis used to con-
trol the internal information of the UAV flight. The sur-
rounding environment state is determined by radar, range
finder, and other tools in the real-time interaction between
UAV and environment. In this paper, we use range finders
to receive the environment state ξf = ½d0,⋯, dN �, where di
is the ith range finder mounted on the UAV as shown in
Figure 1(b). Besides, the target position of the UAV is
expressed as ξT = ½xT , yT � as shown in Figure 1(a). Through
the combination of the three observation methods, we can
obtain the final description of the state s by combining ξu,
ξf , and ξT .

s = x, y, xv, yv, v, ψ, d0,⋯,dN , xT , yT½ �: ð2Þ

The control of UAV is complicated in the actual situa-
tion, which requires multiple commands to achieve the
motion of the UAV. In this paper, we appropriately selected
the UAV’s speed and roll as the motion control commands.
The control vector of UAV is a = ½av , aψ�, where av ∈ ½−1, 1�
denotes the ratio of the current speed to the maximum speed
and aψ ∈ ½−1, 1� is a steering signal that can be selected to
turn the UAV to the desired roll angle.

2.2. Reinforcement Learning. In reinforcement learning, the
agent changes its state through interaction with the environ-
ment so as to obtain returns and achieve the optimal strategy.
The model is usually expressed using five tuples S, A, P, R, γ of
a Markov decision process (MDP), where S is a collection of
environmental state descriptions of s and A is a set of all pos-

sible actions a. P : S × A × S⟶ ½0, 1� represents the transi-
tion probability of taking an action from S to the next S.
R = S × A represents the immediate reward after the agent
takes action. Reinforcement learning is designed to maximize
future rewards, and a set of rewards can be expressed as Rγ

t

=∑T
i=tγ

i−trðsi, aiÞ. Based on the reward, reinforcement learn-
ing introduces two functions, the state-valued function when
an agent adopts the policy π:

Vπ stð Þ = E 〠
∞

l=0
γlr st+l, at+lð Þ stj

" #
, ð3Þ

where π is to map system states to a probability distribution
over the actions.

And the action value function:

Qπ st , atð Þ = E 〠
∞

l=0
γlr st+l , at+lð Þ st , atj

" #
, ð4Þ

where γ ∈ ½0, 1� is the discounting factor which represents
the difference in importance between future rewards and
present rewards.

The value functions are used to measure the advantages
and disadvantages of a certain state or action state, that is,
whether it is worth an agent to select a certain state or exe-
cute an action in a certain state. Figure 2 illustrates the con-
trol of the agent under reinforcement learning model.

2.3. Nonsparse Reward Model. The reward function of tradi-
tional RL uses a simple sparse reward model, that is, an
agent gets the reward only when the agent reaches the desti-
nation. This paper utilizes a nonsparse reward method to
provide guidance for model learning. Obviously, nonsparse
rewards provide more navigation domain knowledge than
sparse rewards and do not change the policy invariance of
rewards.

The nonsparse reward consists of four constructions:

r s, að Þ = λ1r1 + λ2r2 + λ3r3 + λ4r4, ð5Þ

where λ1, λ2, λ3, and λ4 are the contribution rates of the four
items, and

r1 = dpre − dcur,
r2 = −rstep,
r3 = −Δψ + rfree,
r4 = −e−ωdobs ,

ð6Þ

where r1 represents the change in distance between the cur-
rent position and the destination and dpre and dcur are the
previous and current relative distance between UAV and
the target. When dpre > dcur, r1 is a reward that is related to
speed, guiding the UAV to its destination quickly. r2 is a
constant penalty advance to the UAV reaching its destina-
tion with a minimum number of steps. The UAV should
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be encouraged to complete its missions as quickly as possible
and punished after each transition. rfree represents a reward
for flying without obstacles. Encourage UAV to fly to acces-
sible places to explore more space. r3 encourages UAV to
shorten its range but at the same time ensure it can explore
more space. The UAV should be able to fly toward its targets
as soon as possible with penalties for deviations, but it
should be encouraged to move towards free space if there
are obstacles in the direction of flight. r4 prevents the UAV
from getting too close to the obstacle, and dobs is the mini-
mum distance between the UAV and the obstacle, and ω is
a constant which is to control the size of the distance. Expo-
nential function is used to prevent UAV from getting too
close to obstacles, but it can also fly near obstacles. The
UAV should actively avoid obstacles. If it gets close to obsta-
cles, it will be punished greatly, so as to ensure that the UAV
can stay away from obstacles.

2.4. Deep Deterministic Policy Gradient. Deep deterministic
policy gradient (DDPG) adopts the network framework of
actor-critic reinforcement learning, the critic can judge the

value of the action based on the actor, and the actor can
modify the probability of the action based on the value of
the critic. The convolution neural networks Q network and
μ network of DDPG method are used to approximate the
state-action value function (3) and state-value function (4),
respectively. θQ and θμ are the parameters of the Q network
and μ network. The critic network learns the state-action
value by minimizing time-difference (TD) errors:

L = r st , atð Þ + γQ′ st+1, at+1 θQ
′

���� �
−Q st , at θQ

���� �� �2
: ð7Þ

In addition, deep Q-learning target network is used to
remove the coupling during the update of formula (7).
Figure 3 illustrates the DDPG motion control framework,
where Q′ represents the target critic network and μ′ repre-
sents the target actor network.

Obviously, we know that the samples obtained by the
agent in RL are highly correlated. The researcher uses the
reply buffer to address this problem. The correlation of sam-
ples is broken by storing experiences ðst , at , rt , st+1Þ, and

X
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Figure 1: (a) The direction of the UAV on the coordinate axis. (b) The sensor of the UAV.
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Figure 2: Control of agent under reinforcement learning model.
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then, random samples are taken from experience reply when
the network trains. DDPG is derived from the deterministic
policy gradient theorem for MDP. In this theorem, for MDP
with continuous action space, the deterministic policy gradi-
ent exists. When the variance of probability policy
approaches zero, it is deterministic action at = μðstjθμÞ, i.e.,

∇θμ J θμð Þ = ES~ρπ ∇θμμ s θμjð Þ∇aQ s, a θQ
���� ����

a=μθ sð Þ

� �
, ð8Þ

where ρπ denotes the state distribution under a selected pol-
icy π. The actor network guides the choice of actions by
maximizing performance objectives (8). DDPG trains the
network with the stochastic gradient descent (SGD) algo-
rithm with minibatch and then updates the target network
with the soft update algorithm:

θQ
′

⟵τθQ + 1 − τð ÞθQ′ ,

θμ
′

⟵τθμ + 1 − τð Þθμ′ ,

8<
: ð9Þ

where τ is the updating rate.

2.5. Twin-Delayed Deep Deterministic Policy Gradient.
Twin-delayed deep deterministic policy gradient (TD3)
adopts an improved clipped variant of double Q-learning
to reduce network overestimation problems. Following the
idea of double Q-learning, TD3 uses two critics with the
same pool of experience. Algorithm 1 contains the pseudo-
code of TD3. The minimum values of the two networks
are used to update the critic networks:

Lcd = r st , atð Þ + γ min
i=1,2

Q′ st+1, at+1 θQ
′

i

���� �
−Q st , at θQi

���� �� �2
,

ð10Þ

where θQ1 and θQ2 are the parameters of two different critic

networks and θQ′1 and θQ′2 are the parameters of the corre-
sponding target networks, respectively. The action network
is updated only according to θQ1 . Both θQ1 and θQ2 are updated
by using Equation (10) to minimize the loss function. When
the deterministic policy is updated, the value estimate of
narrow peaks will occur. TD3 smooths the small area around
the action and adds noise to the Q value of the target action:

at+1 = μ st+1 θμ
′

���� �
+ ε,

ε ~ clip N 0, σð Þ,−c, cð Þ,
ð11Þ

where N is a Gaussian distribution with mean 0 and vari-
ance σ. Noise ε can be seen as a regularization method,
which makes value function updates smoother. c is for con-
trolling the size of noise.

Deterministic policy is prone to errors caused by func-
tion approximation errors and increases the variance of
the target. The regularization of Equation (11) can smooth
the target policy. On the other hand, TD3 uses a stable
target network approach to reduce error accumulation.
The change is to update only the policy and target net-
work after updating the target critic at a fixed frequency
d. The method of delayed updating the target network
can interrupt the accumulation of errors and ensure the
TD error is small so as to slowly update the target net-

work θQ′i ⟵ τθQi + ð1 − τÞθQ′i , i = 1, 2.

2.6. MCDDPG. Although DDPG is widely used in UAV path
planning because it can well solve the continuous motion
space, a large number of researchers have improved DDPG
in UAV application due to the poor stability of the algorithm,
and the convergence rate is slow. Because actor’s learning abil-
ity depends on the judgment, paper [42] proposed a multicri-
tic deep deterministic policy gradient (MCDDPG) to
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Figure 3: DDPG motion control framework.
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overcome the sensitivity of training the critic network.
MCDDPG is applied for solving UAV path planning in [20].
Algorithm 2 contains the pseudocode of MCDDPG. Specifi-
cally, it uses the average of the value of K critics to approxi-
mate instead of the action-value function.

Qavg s, a θQ
��	 


= 1
K
〠
K

i=1
Qi s, a θQi

���� �
, ð12Þ

where θQi ∈ θQ is the parameter of the ith critic. The average of
all critics can diminish the impact of the overestimation prob-
lem caused by the individual critic. We further rewrote the TD
error according to Equation (7). Thus, the average TD error is:

Lavg = r st , atð Þ + γQavg′ st+1, at+1 θQ′
���� �

−Qavg st , at θQ
���� �� �2

,

ð13Þ

where the Qavg′ is the average of the target critic networks.
Using the same TD error update can cause critics to lose diver-
sity, while a separate update can make a big difference. There-
fore, different from DDPG critic network, the local error and
global error must be considered when calculating the loss of
critic network. According to Equation (13), the loss function
for ith critic is defined as:

Lmc = αLavg + βL + η Qi st , at θijð Þ −Qavg st , at θjð Þ	 

, ð14Þ

where α, β, and η represent the weighting factor. The values of
α, β, and η are between 0 and 1. And the sum of α and β is 1.
When K = 1, Lmc should be the same as formula (7).

3. Multicritic-Delayed DDPG Method

The delayed updating of the critic network is very important
in practical applications. The critic network of the tradi-
tional DDPG method is frequently updated in the training

1 ⋄ Initialize the critic networks Q1, Q2 and actor network μ with parameters θQ1 , θ
Q
2 , and θμ, separately.

2 ⋄ Initialize the target critic networks θQ ′
1 ⟵ θQ1 , θ

Q ′
2 ⟵ θQ2 and actor target network θμ

′
⟵ θμ, separately.

3 ⋄ Initialize the reply buffer R, maximum flight time T .
4 forepisode = 1 : Mdo.
5 ⋄ Reset environment and receive initial observation state s.
6 fort = 1 : Tdo.
7 ⋄ Select action at = μðst jθμÞ +N ð0, σÞ and obtain the reward rt and new state st+1.
8 ⋄ Store transition ðst , at , rt , st+1Þ in R.
9 ⋄ Sample a random minibatch of N transitions ðsi, ai, ri, si+1Þ from R.

10 ⋄at+1 ⟵ μðst+1jθμ′Þ + ε, ε ~ clipðN ð0, σÞ,−c, cÞ:
11 ⋄ Update the critic networks by minimizing loss function in Equation (10).
12 ift mod dthen
13 ⋄ Update the actor network with policy gradient Equation (8).
14 ⋄ Update the parameters of target networks with updating rate τ.
15 end
16 end
17 end

Algorithm 1: TD3 method.

1 ⋄ Initialize the K critic networks Qi and actor network μ with parameters θQi and θμ, separately.

2 ⋄ Initialize the K target critic networks Qi′ and actor target network μ′ with parameters θQ ′
i ⟵ θQi and θμ

′
⟵ θμ, separately.

3 ⋄ Initialize the reply buffer R, maximum flight time T , parameters α, β, η, updating rate τ.
4 forepisode = 1 : Mdo
5 ⋄ Reset environment and receive initial observation state s.
6 fort = 1 : Tdo
7 ⋄ Select action at = μðstjθμÞ +N tð0, σÞ according to the current policy and exploration noise.
8 ⋄ Obtain the reward rt and observe new state st+1.
9 ⋄ Store transition ðst , at , rt , st+1Þ in R.
10 ⋄ Sample a random minibatch of N transitions ðsi, ai, ri, si+1Þ from R.
11 ⋄ Update the K critic networks by minimizing loss function in Equation (14).
12 ⋄ Update the actor network with policy gradient Equation (8).
13 ⋄ Update the parameters of target networks with updating rate τ.
14 end
15 end

Algorithm 2: MCDDPG method.
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process. It may lead to increase the training steps and cause
overestimation. If overestimated actions occur in the learn-
ing process, agents will get lost in the learning process, lead-
ing to training failure. From the perspective of UAV, delayed
update strategy is equivalent to global guidance of UAV
flight, while traditional DDPG guides UAV flight through
small correction. The existing studies show that the delayed
update strategy is more in line with actual UAV flight guid-
ance. Thus, this paper proposes a multicritic-delayed DDPG
method, named, MCD, for solving the UAV path planning
problem. Algorithm 3 contains the pseudocode of MCD. It
uses the delayed update strategy to improve the robustness
of the algorithm. TD3 using clipped double Q network can
effectively solve the overestimation problem caused by neu-
ral network, it also leads to underestimation at the same
time. We adopt the error updating method formula (14) of
multicritic to approximate the Q value of critic network in
the proposed MCD.

MCD prevents network underestimation by retaining the
global mean error of multicritic networks and preserving at
the same time the error between the average and the individual
guarantees diversity. Another improvement is to add noise to
the state. DDPG increases agent’s exploration of the environ-
ment by adding an Ornstein-Uhlenbeck (OU) noise. In fact,
the acquisition of the real environment by UAV is often inac-
curate. If the UAV is overly dependent on the training model,
the deviation of state will often cause the UAV to crash. We
simulate the deviation of the environmental state input in
the real situation by adding a Gaussian noise:

snoise = s +N 0, σsð Þ: ð15Þ

These noises obey the standard deviation σs of Gaussian
distribution. When the model is trained to Tm, the robustness
of the state noise training network is introduced. Introducing
noise after the network has been trained to a certain extent

can ensure that the initial network will not be trained to fail
by noise.

4. Experiments

In this section, in order to verify the performance of the pro-
posed MCD, we compare it with three algorithms, i.e.,
DDPG, TD3, and MCDDPG, on a synthetic test problem.

4.1. Experimental Platform Setting. We built a random envi-
ronment of different complexity. The terrain of each envi-
ronment is a rectangular area of 1000 × 1000. As shown in
Figure 4. The simulation environment is randomly gener-
ated by 49 cylindrical obstacles with diameters of ð30, 60Þ
in the rectangular region (there may be overlapping of cylin-
drical obstacles). The UAV is fixed at horizontal altitude of

1 ⋄ Initialize the K critic networks Qi and actor network μ with parameters θQi and θμ, separately.

2 ⋄ Initialize the K target critic networks Qi′ and actor target network μ′ with parameters θQ
′

i ⟵ θQi and θμ
′
⟵ θμ, separately.

3 ⋄ Initialize the reply buffer R, maximum flight time T , parameters α, β, η, updating rate τ.
4 forepisode = 1 : Mdo
5 ⋄ Reset environment and receive initial observation state s.
6 fort = 1 : Tdo
7 ⋄ Select action at = μðstjθμÞ +N tð0, σÞ according to the current policy and exploration noise.
8 ifepisode > Tmthen
9 ⋄at = μðsnoisejθμÞ according to Equation (15).
10 end
11 ⋄ Obtain the reward rt and observe new state st+1, and Store transition ðst , at , rt , st+1Þ in R.
12 ⋄ Sample a random minibatch of N transitions ðsi, ai, ri, si+1Þ from R.
13 ⋄ Update the K critic networks by minimizing loss function in Equation (14).
14 ift mod dthen
15 ⋄ Update the actor network with policy gradient Equation (8).
16 ⋄ Update the parameters of target networks with updating rate τ.
17 end
18 end
19 end

Algorithm 3: MCD method.

Figure 4: UAV’s obstructed environment.
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100 meters and equipped with nine sensors with a detection
range of 100 meters. The UAV flies from its initial position
to its designated target. The maximum speed of the UAV
is limited to av,max = 45m/s, and the maximum yaw is
aψ,max = π/2.

The critic networks adopt the same network structure of
19 × 200 × 300 × 1. The observed states as inputs are nor-
malized to 19 dimensions, and the actor network composed
of 19 × 200 × 300 × 2 uses 2 dimensions output action to
control the UAV. The parameters α, β, η are set to 0:8, 0:2,
0:1 in MCDDPG and MCD. The number K of the critic net-
works in Equation (12) is set to be K = 3. When K is set too
high, the overestimation ability of the algorithm will be
greatly reduced but the operation efficiency will be too low.

According to paper [42], K = 3 is a more appropriate value.
UAV observation and action are normalized to ½−1, 1�.
Adam optimizer [43] is used to learn network parameters.
The learning rates of the actor and critic networks are set

Table 1: The result of algorithms.

Learning stage Exploiting stage
Success Collision Loss Success Collision Loss

DDPG 73.6% 19.3% 7.1% 80.5% 10.1% 9.4%

TD3 78.5% 17.1% 4.4% 88.4% 5.6% 6.0%

MCDDPG 81.9% 15.8% 2.3% 92.1% 3.4% 4.5%

MCD 89.8% 10.1% 0.1% 94.3% 1.9% 3.8%

(a) DDPG (b) TD3

(c) MCDDPG

MCD

(d) MCD

Figure 7: Performance of four algorithms in the same environment.

Table 2: The length and the steps of the flight paths obtained by
the compared algorithms.

Path length Step

DDPG 1432.2m 112

TD3 78.5m 242

MCDDPG 81.9m 124

MCD 89.8m 153

9Wireless Communications and Mobile Computing



to be 10−3. In addition, the discount factor is γ = 0:99, and
the soft update rate is τ = 0:001. The other hyperparameters
are given as follows: minibatch size N = 64, experience reply
R = 10000. In addition, Gaussian distribution N ð0, 0:25Þ is
used to increase motion detection space, and the Gaussian
distribution deviation σs of the state noise is 0.2. When the
training number reaches Tm = 4000, the state noise will be
enabled. In TD3, the action adds smoothing N ð0, 0:2Þ and
is clipped to ð−0:5, 0:5Þ. The parameter of reward is set to
λ1 = 1:2, λ2 = 1:5, λ3 = 32, and λ4 = 25, and the maximum
value of iteration is T = 1000.

4.2. Performance of Multicritic Delayed. As shown in
Figure 5, 3000 sets were used to train both models. MCD
has a success rate of 89:8%, which is significantly better than
that of the compared algorithms. In the training of MCD,
the training effect is not as good as that of TD3 and
MCDDPG in the early, which is due to the minimization
of multicritic networks. However, it ensures that the MCD
estimation is not too high and can grow steadily, and it obvi-
ously exceeds other algorithms in the later period. For more
specific verification, we trained the model three times, inter-
cepted 3000 episodes in 6000 sets and averaged them, and
selected the number of the average reward per episode and
the total reward per episode, as shown in Figure 6. From this
figure, we can see that MCD fluctuates much less and
rewards better than the other three algorithms.

In order to prove the generalization ability of the algo-
rithms, we further calculated the success rate, collision rate,
and loss rate of agents. Table 1 lists the results obtained by
the compared algorithms. The results showed that the gener-
alization of MCD is better than that of TD3. The success rate
is 94.3% which is more than 88.4% of TD3. It is proved that
the algorithm can effectively improve the success rate and
obtain more environmental information by using the aver-
age critic network. We can note that the loss rate of model
exploiting is greatly improved compared with the mode

training. The model training can avoid the collision of
UAV with obstacles, which is useful in practical situations.

4.3. Testing of Different Algorithms. In this part, we will use
the actor network completed in the training in the last sec-
tion to observe the influence of different algorithms on
UAV flight. We loaded the actor network with DDPG,
TD3, MCDDPG, and MCD algorithms training onto the
UAV to guide the UAV flight. From the same starting posi-
tion ð230, 277Þ, the UAV flies through 49 cylindrical obsta-
cles composed of radius ð30, 60Þ and reaches the target
position ð820, 809Þ. Figure 7 plots the flight paths obtained
by the algorithms. Table 2 lists the length and the steps of
the flight paths.

From this figure, we can see that UAV moves fast in a
way that is close to the obstacle obtained by DDPG algo-
rithm. UAV approaches the obstacle with fewer steps and
faster speed, but at the same time, makes it easier to hit the
obstacle obtained by DDPG. And because the target point
is near the obstacle, DDPG tends to avoid the obstacle when
planning the path, resulting in loss in the environment far
from the obstacle. UAV flies in a safer manner and can cor-
rect the course if the target navigation goes wrong at a small
cost obtained MCDDPG. TD3’s path planning is more con-
servative, but it sacrifices time for longer path planning.
During the first half of the flight, hesitancy resulted in a zig-
zag flight path. Multicritic delay absorbs the advantages of
the above three algorithms to reach the destination with
the shortest path and takes less turns than TD3, which is
not far from the other two algorithms. Obviously, we can
get that multicritic delay is superior to other algorithms
because it enables the UAV to complete the task with mini-
mal path cost and lower time.

4.4. Testing of Complex Environment. To further verify the
robustness of MCD in more complex environments, we set
up a more complex environmental threat test to investigate
the robustness of MCD. We set up a series of environments
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with different numbers of obstacles. As shown in Figure 4, it
represents a complex environment with a density of 0.5.
Density 1 represents 100 obstacles, and 10 obstacles are
reduced for every decrease of 0.1. We repeated 2,000 epi-
sodes of the four algorithms in the same obstacle environ-
ment, redeploying drones and targets in each episode. The
success rate for 2000 sets is shown in Figure 8. Obviously,
as the number of obstacles rose, the success rate of all four
algorithms began to decline. However, MCD algorithm
declined the most slowly and still maintained a success rate
of 58:9% in the most complex environment. The other three
algorithms MCDDPG, TD3, and DDPG are reduced to
43:4%, 35:5%, and 24:8%, respectively. Therefore, MCD is
highly adaptable to complex environments.

5. Conclusion

In this paper, we proposed a reinforcement learning method,
named, MCD, for solving the UAV path planning problem
under a complex environment. It uses multicritic networks
and delayed learning methods to reduce the overestimation
problem of DDPG and adds noise to improve the robustness
in the real environment. Moreover, a UAV mission platform
is built to train and evaluate the effectiveness and robustness
of the proposed method. Simulation results show that the
proposed algorithm is superior to the traditional DDPG in
path planning. However, some issues remain to be resolved,
such as MCD hyperparameter settings, improvements to
nonsparse rewards, and experience reply settings.
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To implement co-operation among applications on the Internet of+ings (IoT), we need to describe the meaning of diverse sensor
data with the sensor ontology. However, there exists a heterogeneity issue among different sensor ontologies, which hampers their
communications. Sensor ontology matching is a feasible solution to this problem, which is able to map the identical ontology
entity pairs. +is work investigates the sensor ontology meta-matching problem, which indirectly optimizes the sensor ontology
alignment’s quality by tuning the weights to aggregate different ontology matchers. Due to the largescale entity and their complex
semantic relationships, swarm intelligence (SI) based techniques are emerging as a popular approach to optimize the sensor
ontology alignment. Inspired by the success of the flower pollination algorithm (FPA) in the IoT domain, this work further
proposes a compact FPA (CFPA), which introduces the compact encoding mechanism to improve the algorithm’s efficiency, and
on this basis, the compact exploration and exploitation operators are proposed, and an adaptive switching probability is presented
to trade-off these two searching strategies. +e experiment uses the ontology alignment evaluation initiative (OAEI)’s benchmark
and the real sensor ontologies to test CFPA’s performance. +e statistical comparisons show that CFPA significantly outperforms
other state-of-the-art sensor ontology matching techniques.

1. Introduction

To implement the co-operations among applications on
the Internet of +ings (IoT) [1], we need to describe the
meaning of diverse sensor data with the sensor ontology
and express them in a machine-interpretable way. As the
kernel technique of the semantic web [2], sensor ontol-
ogies, such as the CSIRO sensor ontology (CSIRO) [3],
semantic sensor network ontology (SSN) [4], and MMI
device ontology (MMI) [5], have been widely used in the
IoT domain. Although they own lots of overlapped in-
formation, the heterogeneity issue also exists among
them. For example, a sensor concept might be defined

with different terminologies or contexts, which hampers
their communications. Sensor ontology matching is a
feasible solution for this problem, which is able to map the
identical ontology entity pairs [6].

To find the semantically identical sensor concepts, it is
necessary to use the ontology matcher to measure the two
concepts’ similarity value. However, due to the limitations of
the natural language processing domain, one single ontology
matcher is not able to ensure its effectiveness in various
heterogeneous contexts. +e problem of how to compre-
hensively combine different ontologymatchers tomake their
advantages and disadvantages complement each other, so as
to enhance the final ontology alignment’s quality, i.e., sensor
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ontology meta-matching problem, has attracted many re-
searchers’ attention. Fernandez et al. [7] propose a fuzzy
theory-based method of aggregating the ontology matchers.
Later on, the global and local ontology alignment extracting
technique [8] is presented to find the alignment from diverse
alignments obtained by different ontology matchers. +eir
proposal is able to take each correspondence’s preference
into consideration, which improves the alignment’s
quality. +e generative adversarial network (GAN) [9] is
used to iteratively combine different matchers. +e Sia-
mese neural network (SNN) [10] is also used to train
problem-specific ontology matchers on the basis of the
existing ones. +e semisupervised learning-based method
[11] first requires the expert to provide the partial
alignment and then use it to train the Bayesian probability
model and determine the rest of the alignment. Multi-
objective evolutionary algorithm (MOEA) [12], coevo-
lutionary algorithm (CEA) [13], evolutionary tabu search
algorithm (ETSA) [14], co-firefly algorithm (CFA) [15],
and differential evolution algorithm (DEA) [16] are also
proposed to optimize the sensor ontology alignment.
Particle swarm optimization (PSO) [17] is also used to
determine highquality sensor ontology alignment, which
introduces the simulated annealing strategy (SA) to im-
prove the algorithm’s performance by trading off the
exploitation and exploration. Inspired by the success of
swarm intelligence (SI) in the ontology matching domain,
this work investigates a newly emerging SI algorithm, i.e.,
flower pollination algorithm (FPA) [18], which has suc-
cessfully been applied in wireless sensor network (WSN)
[19] to address complex optimization problem. To
overcome the population-based FPA’s disadvantages,
such as slow convergence speed [20], this work proposes a
compact FPA (CFPA) and uses it to address the sensor
ontology meta-matching problem. In particular, CFPA
uses a probability vector (PV) [21] to present the whole
population, and on this basis, it stimulates the original
FPA’s search process. Since it does not need to tune any
parameters and significantly simplify the population-
based FPA’s evolving operations, which are helpful to
improve FPA’s searching efficiency. To be specific, the
contributions made in this work are as follows: (1) we
present the mathematical formula for the sensor ontology
meta-matching problem; (2) we propose a problem-spe-
cific CFPA to efficiently address the problem, which uses
the compact exploitation operator and compact explo-
ration operator to mimic FPA’s evolving process and an
adaptive switching probability to trade-off CFPA’s ex-
ploitation and exploration; and (3) we employ CFPA on
ontology alignment evaluation initiative (OAEI)’s
benchmark and the task of matching sensor ontologies.
+e results reveal that CFPA is able to efficiently solve the
sensor ontology meta-matching problem.

+e rest of the paper is organized as follows: the sensor
ontology meta-matching problem is defined in Section 2;
CFPA is presented in Section 3 in detail; the statistical ex-
perimental results are shown in Section 4; and finally,
Section 5 draws the conclusions.

2. Sensor Ontology Meta-Matching Problem

+e ontology matcher measures two sensor concepts’
similarity values with a real number in [0, 1]. +e higher
the similarity value, the more possible it is that two
concepts are identical. In general, there are three kinds of
ontology matchers, which are based on a string, linguistic,
and ontology structure [22]. An ontology matcher cal-
culates the similarity value by taking into consideration
only one or two linguistic features, and thus none of them
is able to ensure the result’s confidence when facing
different heterogeneous contexts. Usually, it is necessary
to comprehensively aggregate their results, which is of
help to enhance the final value’s confidence. For the
convenience of this work, a sensor ontology O is defined as
a 3-tuple (C, P, R), where C, P, and R are respectively the
sensor concept set, concept’s property set, and the con-
cepts’ relationship set [23]. To overcome two sensor
ontologies’ heterogeneity issues, we need to find their
entity mappings, and each correspondence is defined as 4-
tuple (e1, e2, simValue, rel), where e1 and e2 are two on-
tologies’ entities, simValue is their similarity value and rel
is two entities’ semantic relationship [24]. In this work, we
aim at finding the identical sensor concepts from two
ontologies, and thus, a correspondence’s rel is an
equivalence. Given two ontologies O1 and O2, an ontology
matcher is executed to determine their corresponding
alignment, which is a set of entity correspondences [25].
In this work, the alignment is denoted by a matrix with
real numbers in [0, 1] as its elements, whose rows and
columns are two entity sets, and its element is two cor-
responding entities’ similarity value.

To combine these matchers, we assign the weights for
their corresponding similarity matrices and then aggre-
gate these matrices into the final one. +e sensor ontology
meta-matching problem investigates how to find an op-
timal weight set to determine a highquality alignment
[26]. Here, we model the sensor ontology metamatching
problem as a singleobjective optimization problem, which
takes maximizing the alignment’s quality as the objective.
Given a sensor alignment, the more correspondences it
has and the higher the mean similarity value of all the
correspondences is, the better quality it owns. Based on
this, we use the following two quality metrics on an
alignment A:

f1(A) �

�������������
|A|

max O1


, O2


 



∈ [0, 1],

f2(A) �

������
 simi

|A|



∈ [0, 1],

(1)

where |O1|, |O2|, and |A| are the number of two ontologies’
entities and the correspondences in the alignment and simi

is i-th correspondence’s similarity value. After that, we
calculate two metrics’ harmony mean to comprehensively
measure the alignment’s quality, which is defined as
follows:
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f(A) �
2 × f1(A) × f2(A)

f1(A) + f2(A)
∈ [0, 1]. (2)

On this basis, the mathematical model of the problem is
defined as follows:

maxF(W),

s.t. W � w1, w2, . . .( 
T
,

wi ∈ [0, 1]

 wi � 1,

,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

where wi is the i-th weight of the ontology matcher’s cor-
responding matching matrix and F(W) first uses W to
aggregate all the matching matrices and then use the
function f() to calculate the final matrix’s corresponding
alignment’s quality.

3. Compact Flower Pollination Algorithm

FPA is inspired by the pollination of natural flowers, and its
evolving process consists of two distinct operators, i.e.,
global pollination and local pollination, whose formulas are
defined in the following equations:

x
t+1
i � x

t
i + L x

t
i − x
∗

 , (4)

x
t+1
i � x

t
i + rand(0, 1) x

t
p − x

t
q , (5)

where t is current generation, xt
i is i-th pollen in t-th

generation, xt
p and xt

q are two neighbor pollens, x∗ is the
best pollen found, and L is the step length that draws from
Levy distribution [27]. FPA’s exploration and exploitation
are controlled by a switching probability sp ∈ [0, 1]. In each
generation, for each pollen, FPA generates a random
number in [0, 1] and compares it with p to decide the
operation on it, and after that, FPA tries to update the best
pollen. Classic FPA suffers from low converging speed, and
to overcome this drawback, this work proposes a CFPA,
whose main components, i.e., the encoding mechanism and
exploration and exploitation operators, which are presented
in the following sections, respectively.

3.1. Encoding Mechanism. CFPA uses the gray code (GC)
[28], a popular binary encoding mechanism, to encode
pollen. To be specific, we use GC to encode the integers in [0,
100], and when decoding, we normalize all the integers to
obtain the corresponding weights. For example, given four
ontology matchers and we need to encode four integers in a
pollen, assuming 20, 20, 40, and 80, and the aggregating
weights for the matching matrices are 0.125, 0.125, 0.25, and
0.5, respectively. In this work, we utilize one PV to describe a
population, whose dimension is equal to the length of pollen,
and its element is the probability of being 1 on the corre-
sponding bit of the pollen. In the beginning, all PV’s ele-
ments are initialized as 0.5, which is updated at the end of
each generation according to the best pollen found.

Given a PV (0.2, 0.4, 0.6, 0.8)T, generate four random
numbers in [0, 1], e.g., 0.1, 0.3, 0.5 and 0.9 since 0.1> 0.2, the

first bit of new pollen is 1; similarly, since 0.9> 0.8, the last
bit of newly generated pollen is 0. When updating PV, if the
value of the elite pollen is 1 (or 0), its corresponding PV’s
element will be increased (decreased), which can make the
new pollen generated hereafter closer to the elite pollen. It is
obvious that when all the probabilities are close to 1 or 0, the
CFPA converges.

3.2. Exploration and Exploitation Operators. +e exploita-
tion operator aims at searching for particular pollen’s
neighboring places, while the exploitation operator tries to
search in an unexplored position. +e pseudocode of the
exploration and exploitation operators is shown in Algo-
rithm 1 and Algorithm 2, respectively.

Here, we introduce the exponential crossover operator
(EC) [29] to implement CFPA’s exploration and exploitation
operators. Given two pollens, EC randomly copies a certain
number of sequential bits’ values from the first one to the
second one. Essentially, the obtained new pollen is generated
by the turbulence on its parents, which is very exploitative.
With respect to the exploration operator, we use EC to mix a
newly generated pollen pollennew and the elite pollen
pollenelite, while in the exploitation, we first mix two newly
generated pollens pollenp and pollenq to obtain the mediate
pollen, then we mix it with the pollen pollennew. Essentially,
the exploration operator generates new pollen by moving it
towards the global optima, and the exploitation operator
moves the newly generated pollen to the direction deter-
mined by its neighbor pollens.

3.3. Pseudocode of Compact Flower Pollination Algorithm.
+e pseudocode of CFPA is presented in Algorithm 3. CFPA
first initializes all the elements of PV as 0.5 and then uses
them to initialize the elite pollen pollenelite. In each gener-
ation, CFPA adaptively updates the switching probability sp
and then uses it to decide whether to execute on exploration
or exploitation. Here, sp is the probability of executing the
exploitation operator. In the early phase, the algorithm
mainly focuses on exploration, i.e., sp is large, while in the
late phase, CFPA puts the emphasis on exploitation, i.e., sp is
small. At the end of each iteration, CFPA tries to update the
pollenelite and PV. Finally, when reaching the maximum
iteration number maxT � 3000, the algorithm terminates
and returns pollenelite. Here, we update PV with the step that
is determined by the pollen’s length, and how to adaptively
set the optimal step length for updating PV is one of our
future research directions.

4. Experimental Results and Analysis

4.1. Experimental Setup. +e benchmark of the ontology
alignment evaluation initiative (OAEI) [30] and the task of
matching three real sensor ontologies are used to test CFPA’s
performance. In Tables 1–4, we compare CFPA with five
state-of-the-art sensor ontology matching techniques, i.e.,
compact coevolutionary algorithm (CCEA) [13], compact
evolutionary tabu search algorithm (CETSA) [14], compact
co-firefly algorithm (CCFA) [15], compact differential
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evolution algorithm (CDEA) [16], and simulated annealing
particle swarm optimization (SAPSO) [17], on all testing
cases in terms of recall, precision, and f-measure,
respectively.

+ree kinds of ontology matchers used in this work are
the N-gram distance [31] (string-based ontology matcher),
wordnet-based distance [32] (linguistic-based matcher), and
profile-based distance [33] (structure-based ontology
matcher), and the configurations of SIs are referred to in
their literature. +e results shown in the tables are the av-
erage of thirty independent runs.

To fairly compare with other matching techniques, we
use recall, precision, and f-measure [34] to evaluate the

obtained alignments. In Table 5, we briefly describe the
testing cases used in the experiment, and in Tables 1–4, the
testing cases 1XX, 2XX, and 3XX are the ones starting with
the numbers 1, 2, and 3, respectively.

4.2. Statistical Experiment. We utilize the statistical testing
method T-test [35] to compare different competitors’ per-
formances in terms of recall, precision, and f-measure, re-
spectively. Tables 1 and 2 show the six SI-based sensor
ontology matching techniques’ mean recall, precision, and
f-measure, and the corresponding standard deviation on all
the testing cases, and Tables 3 and 4, respectively, present the
t value and p value on recall, precision, and f-measure.

(1) pollennew � generatePollen(PV);
(2) int num � round(random(0, 1) × pollen.length);
(3) int index� 0;
(4) for (int i � 0; i<pollen.length, i � i + 1)
(5) if (index + 1> num)
(6) break;
(7) end if
(8) if ((index + 1> pollen.length)
(9) num � 0;
(10) end if
(11) pollennew

i � pollenelite
i ;

(12) end for
(13) return pollennew;

ALGORITHM 1: Exploration operator.

(1) pollennew � generatePollen(PV);
(2) pollenp � generatePollen(PV);
(3) pollenq � generatePollen(PV);
(4) int num � round(random(0, 1)) × pollen.length);
(5) int index� 0;
(6) for(int i � 0; i<pollen.length, i � i + 1)
(7) if (index + 1> num)
(8) break;
(9) end if
(10) if ((index + 1> pollen.length)
(11) num � 0;
(12) end if
(13) pollen

p
i � pollen

q
i ;

(14) end for
(15) int num � round(random(0, 1)) × pollen.length);
(16) int index� 0;
(17) for(int i � 0; i<pollen.length, i � i + 1)
(18) if (index + 1> num)
(19) break;
(20) end if
(21) if ((index + 1> pollen.length)
(22) num � 0;
(23) end if
(24) pollennew

i � pollen
p
i ;

(25) end for
(26) return pollennew;

ALGORITHM 2: Exploitation operator.
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As can be seen from Tables 1 and 2, CFPA’s results are
much better than those of other SI-based sensor ontology
matching techniques. +anks to the adaptive switching

probability, CFPA is able to better trade-off the algorithm’s
exploitation and exploration, which not only ensures the
solution’s quality but also the algorithm’s stability. From

(1) ∗∗Initialization∗∗
(2) generation t � 0;

(3) set all elements in PV as 0.5;

(4) pollenelite � generatePollen(PV);

(5) ∗∗Iteration∗∗
(6) while t<maxTdo

(7) sp � e− t/maxT;
(8) ∗∗∗UpdatePollen∗∗∗

(9) if random(0, 1)< sp

(10) pollennew � exploration;
(11) else
(12) pollennew � exploration;

(13) end if
(14) [winner, loser] � compete(pollennew, pollenelite);

(15) if (winner � pollennew)

(16) pollenelite � pollennew;

(17) end if
(18) ∗∗∗∗ UpdatePV∗∗∗∗

(19) for ( i � 0; i < PV.length; i � i + 1)

(20) if pollenelite
i � 1 then

(21) PVi � PVi + (1/pollen.length);

(22) else
(23) PVi � PVi − (1/pollen.length);

(24) end if
(25) end for
(26) t � t + 1;

(27) endwhile
(28) returnpollenelite;

ALGORITHM 3: Compact flower pollination algorithm.

Table 1: Comparison among swarm intelligence-based sensor ontology matching techniques in terms of alignment quality.

Testing Case CCEA CETSA CCFA CDEA SAPSO CFPA
f(r, p) f(r, p) f(r, p) f(r, p) f(r, p) f(r, p)

1XX 1.00 (1.00, 1.00) 0.81 (0.72, 0.90) 0.95 (0.94, 0.95) 1.00 (1.00, 1.00) 1.00 (1.00, 1.00) 1.00 (1.00, 1.00)
2XX 0.92 (0.91, 0.93) 0.72 (0.84, 0.61) 0.82 (0.79, 0.86) 0.91 (0.88, 0.94) 0.73 (0.72, 0.74) 0.94 (0.95, 0.94)
3XX 0.78 (0.81, 0.74) 0.42 (0.37, 0.48) 0.71 (0.67, 0.77) 0.89 (0.85, 0.94) 0.82 (0.85, 0.79) 0.92 (0.89, 0.96)
MMI-SSN 0.90 (0.86, 0.94) 0.92 (0.90, 0.95) 0.92 (0.90, 0.95) 0.94 (0.92, 0.95) 0.88 (0.90, 0.87) 0.95 (0.91, 0.98)
CSIRO-SSN 0.92(0.89, 0.96) 0.94 (0.94, 0.95) 0.94 (0.94, 0.94) 0.94 (0.94, 0.95) 0.90 (0.88, 0.93) 0.96 (0.95, 0.96)
MMI-CSIRO 0.86 (0.88, 0.91) 0.90 (0.87, 0.94) 0.90 (0.87, 0.94) 0.92 (0.90, 0.93) 0.90 (0.87, 0.94) 0.94 (0.92, 0.97)
Average 0.89 (0.88, 0.92) 0.78 (0.77, 0.80) 0.87 (0.85, 0.90) 0.93 (0.91, 0.95) 0.87 (0.87, 0.87) 0.95 (0.93, 0.96)
+e symbols f, r, and p, respectively, stand for f-measure, recall, and precision.

Table 2: Comparison among swarm intelligence-based sensor ontology matching techniques in terms of standard deviation.

Testing Case CCEA CETSA CCFA CDEA SAPSO CFPA
fd(rd, pd) fd(rd, pd) fd(rd, pd) fd(rd, pd) fd(rd, pd) fd(rd, pd)

1XX 0.01 (0.01, 0.01) 0.03 (0.02, 0.02) 0.01 (0.03, 0.02) 0.01 (0.01, 0.01) 0.01 (0.01, 0.01) 0.01 (0.01, 0.01)
2XX 0.01 (0.02, 0.01) 0.04 (0.02, 0.04) 0.02 (0.01, 0.03) 0.02 (0.02, 0.02) 0.03 (0.02, 0.03) 0.01 (0.01, 0.01)
3XX 0.02 (0.01, 0.03) 0.05 (0.02, 0.04) 0.02 (0.01, 0.03) 0.01 (0.02, 0.01) 0.02 (0.02, 0.01) 0.02 (0.01, 0.01)
MMI-SSN 0.01 (0.02, 0.02) 0.03 (0.03, 0.02) 0.03 (0.03, 0.02) 0.02 (0.03, 0.01) 0.04 (0.03, 0.02) 0.01 (0.01, 0.01)
CSIRO-SSN 0.03 (0.01, 0.01) 0.03 (0.02, 0.01) 0.03 (0.02, 0.02) 0.05 (0.03, 0.02) 0.03 (0.02, 0.02) 0.02 (0.01, 0.02)
MMI-CSIRO 0.03 (0.02, 0.01) 0.03 (0.01, 0.01) 0.02 (0.02, 0.03) 0.01 (0.01, 0.01) 0.04 (0.02, 0.04) 0.01 (0.01, 0.01)
+e symbols fd, rd, and pd, respectively, stand for the standard deviation of f-measure, recall, and precision.
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Tables 3 and 4, except those testing cases where the results of
CFPA and other competitors are the same, our approach
outperforms other SI-based sensor ontology matching
techniques on a 5% significant level. Since CFPS does not
need to tune any parameters, it is more stable than other SIs.
In addition, CFPA’s adaptive switching mechanism and two
compact evolutionary operators are able to significantly
improve the algorithm’s performance, which makes it effi-
ciently search for better solutions.

5. Conclusion

To support communication among IoT applications, it is
necessary to describe the sensor data at a semantic level.
Recently, sensor ontology has become a popular knowledge
modeling technique in the IoT, which is able to provide
semantic meanings for diverse sensor data. However, there
exists the heterogeneity issue between different sensor on-
tologies, which hampers IoT applications’ co-operation.
Sensor ontology matching is a feasible solution to this
problem, which aims to find identical sensor concepts at the
semantic level. +is work investigates a sensor ontology
meta-matching problem, which aims to indirectly optimize
the sensor ontology alignment’s quality by tuning the
weights to aggregate different ontology matchers. Inspired

by the success of FPA in the IoTdomain, we further propose
a CFPA to efficiently address the sensor ontology meta-
matching problem. In particular, we introduce the compact
encoding mechanism to improve the algorithm’s searching
efficiency and the adaptive switching parameter to trade-off
the algorithm’s exploitation and exploration. +e experi-
ment compares CFPA with five state-of-the-art sensor on-
tology matching techniques based on SIs, and the
experimental results show that CFPA outperforms other SI-
based sensor ontology matching techniques.

In the future, we will further improve CFPA tomatch the
largescale sensor ontologies, especially at the instance level.
We are also interested in further improving CFPA to match
the specific ontologies in the biomedical domain and geo-
graphical domain. When dealing with largescale matching
tasks, efficiency-improving strategies should be introduced,
such as ontology partition and correspondence pruning.
Also, the problem that how to choose the suitable back-
ground knowledge base to distinguish the complex entity
correspondence also needs to be addressed.

Data Availability

+e data used to support this study can be found in http://oaei.
ontologymatching.org.

Table 3: T-test’s t value.

Testing Case (CCEA, CFPA) (CETSA, CFPA) (CCFA, CFPA) (CDEA, CFPA) (SAPSO, CFPA)
ft(rt, pt) ft(rt, pt) ft(rt, pt) ft(rt, pt) ft(rt, pt)

1XX 0.00 (0.00, 0.00) − 180 (− 375, − 134) − 106 (− 56, − 67) 0.00 (0.00, 0.00) 0.00 (0.00, 0.00)
2XX − 42 (− 53, − 21) − 160 (− 147, − 240) − 160 (− 339, − 75) − 40 (− 93, 0.00) − 199 (− 308, − 189)
3XX − 148 (− 169, − 208) − 278 (− 697, − 349) − 222 (− 466, − 180) − 0.40 (− 53, − 42) − 106 (− 53, − 360)
MMI-SSN − 106 (− 67, − 53) − 28 (− 9, − 40) − 28 (− 9, − 40) − 13 (− 9, − 63) − 50 (− 9, − 147)
CSIRO-SSN − 33 (− 127, 0.00) − 16 (− 13, − 13) − 16 (− 13, − 21) − 11 (− 9, − 10) − 49 (− 93, − 31)
MMI-CSIRO − 75 (− 53, − 127) − 37 (− 106, − 63) − 53 (− 67, − 28) − 42 (− 42, − 84) − 29 (− 67, − 21)
+e symbols ft, rt, and pt, respectively, stand for the t-value on f-measure, recall, and precision.

Table 4: T-test’s p value.

Testing Case (CCEA, CFPA) (CETSA, CFPA) (CCFA, CFPA) (CDEA, CFPA) (SAPSO, CFPA)
fp(rp, pp) fp(rp, pp) fp(rp, pp) fp(rp, pp) fp(rp, pp)

1XX 0.50 (0.50, 0.50) 0.001 (0.0008, 0.0023) 0.003 (0.005, 0.004) 0.50 (0.50, 0.50) 0.50 (0.50, 0.50)
2XX 0.007 (0.006, 0.015) 0.001 (0.002, 0.001) 0.001 (0.002, 0.001) 0.007 (0.003, 0.50) 0.001 (0.001, 0.001)
3XX 0.002 (0.001, 0.001) 0.001 (0.0004, 0.0009) 0.001 (0.0006, 0.001) 0.378 (0.006, 0.007) 0.003 (0.006, 0.0008)
MMI-SSN 0.003 (0.004, 0.006) 0.011 (0.035, 0.007) 0.011 (0.035, 0.007) 0.024 (0.035, 0.005) 0.006 (0.035, 0.002)
CSIRO-SSN 0.009 (0.002, 0.50) 0.019 (0.024, 0.024) 0.019 (0.024, 0.015) 0.028 (0.035, 0.031) 0.006 (0.003, 0.010)
MMI-CSIRO 0.004 (0.006, 0.002) 0.008 (0.003, 0.005) 0.006 (0.004, 0.011) 0.007 (0.007, 0.003) 0.010 (0.004, 0.015)
+e symbols fp, rp, and pp, respectively, stand for the p-value on f-measure, recall, and precision.

Table 5: Descriptions of the ontologies in the testing cases.

Testing case Ontology Scale
OAEI’s benchmark Bibliographic ontology 97 entities

Real sensor ontology
CSIRO sensor ontology (CSIRO) 33,205 entities

Semantic sensor network ontology (SSN) 32,298 entities
MMI device ontology (MMI) 24,034 entities
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To address the urgent issue of car owners wasting a lot of time because they cannot find empty parking spaces in the largely
multistorey car park, the paper conceives a solution including algorithm ParkIG. This scheme uses the infrared photoelectric
switch to monitor the parking space status. At the same time, we define a special communication protocol named MCP to
analyze the parking space data when analyzing the data transmitted by the photoelectric switch. Algorithm ParkIG is used in
finding the nearest empty parking space and optimal path planning. Based on the MCP protocol and navigation system, the
algorithm ParkIG initially identifies the layer of multistorey where the car is positioned. Our algorithm ParkIG greatly reduces
the time and space size of the search domain and update domain when searching for vacant parking spaces in optimal path
planning and ends the algorithm running to avoid a lot of computations that are not essential when the algorithm found an
optimal path from the entrance to empty of parking space. Simulation experiments show that the performance of our scheme
has been significantly improved, such as the time that it takes for the car owner to search for a vacant parking space is
decreased by about 25.8% and reduced the space size of search domain and update domain by 70% compared to the algorithm
Dijkstra.

1. Introduction

With the rapid development of the economy, private car
travel is becoming increasingly common. The increased
number of vehicles not only puts a strain on traffic but also
causes a slew of problems for car owners [1]. People’s travel
is increasingly inextricably linked to automobiles, so they
will inevitably encounter parking during travel [2, 3]. In
office buildings or shopping malls with heavy traffic, espe-
cially during the peak parking period, the problem of park-
ing difficulties is more prominent. The main reasons for
the “difficult parking” problem are the following: current
urban parking spaces are in short supply, and more impor-
tantly, people can obtain less valuable parking spot info in
the process of finding parking spaces [4]. This means that
there is currently short of a parking space information man-

agement platform to provide reasonable parking guidance to
vehicle drivers.

In outdoor car parks, there are already many technolo-
gies that can find and navigate empty parking spaces and
guide car owners to find appropriate empty parking spaces
to meet their parking demands [5, 6]. However, for some
indoor car parks, there is no suitable solution due to techni-
cal limitations. According to the survey, the current popular
map navigation can only reach the entrance of the car park
and cannot see the empty parking spaces inside the car park
[7]. The previous path planning algorithms can only be car-
ried out in the same layer, which is more difficult for multi-
storey car parks. Indoor navigation technology and outdoor
navigation technology are essentially the same, and both
require three types of technical support: indoor positioning
technology, indoor map, and route planning technology [8].
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Many car owners often circle the car park to park, but
they never find a suitable empty parking space. This brings
great trouble to the car owners. For car park managers, in
the case of heavy traffic, they can only direct the car owners
to park in person, and even the managers do not know
where there are vacant parking spaces [9]. This situation
not only greatly discounts the parking efficiency of car
owners but also is not conducive to the work of car park
managers.

This paper gives a series of solutions to this type of prob-
lem. Each parking place has an infrared photoelectric switch
to gather parking data, and the MCP protocol is configured
for data transfer. Simultaneously, the algorithm ParkIG is
built and employed while planning the path from the entry

to the empty parking spot. In addition, our solution contains
a set of car park navigation systems that are convenient for
users to park and the management of the car park by the
administrator. The car owner may utilize the empty parking
spot navigation applet to find an empty parking place and
park quickly, increasing the car owner’s parking efficiency.
The car park manager may also observe and manage the park-
ing places in the car park using the multistorey parking lot
management system, which makes the managers’ jobs easier.

2. Materials and Methods

2.1. Introduction to Algorithm ParkIG. Algorithm Dijkstra is
a classic single-source shortest route algorithm. As a greedy

Input: reserve the first K free parking spaces as candidate empty parking spaces,
Output: The route distance and route of the nearest empty parking space.
Begin
1. Use IPS technology to locate the location information I of the entrance of the parking lot, locate the vehicle's location infor-
mation Icar in real time, and the initial number of layers of the vehicle Nlayer←0;
2. if the vehicle is on the ground and I=Icar
3. then Nlayer←Nlayer+1;
4. elseif the vehicle is underground and I=Icar
5. then Nlayer←Nlayer-1;
6. end if
7. Load Nlayer layer information; P← Free parking space;
8. W← the Manhattan distance between the entrance, intersection, and the candidate’s empty parking space.; // The adjacency
matrix
9. P← {The first k parking spaces with the smallest Euclidean distance from the entrance in P};
10. S[1~K]←0; H[1~K]←Ø; // Path distance S, path H of candidate parking spaces
11. for i=1 to K do
12. Si, Hi←ParkD (Pi, W);
13. end for
14. S←min{S}; I←index (min{S}); H←HI;
15. Return S, H
End

Algorithm 1: ParkIG(K).

Input: Candidate vacant parking space P, an adjacency matrix W formed by the Manhattan distance between the entrance, intersec-
tion, and the candidate vacant parking space.
Output: The path distance and path from the entrance to the candidate vacant parking space P.
Begin
1. V←entrance, n intersections, and candidate parking spaces; //a total of n+2 nodes;
2 initialize mark set T[1~n+1]←0, adjacent node set Adj(Vi), path distance set D(V), used to record the set L(V) of the previous
node in the path;
3 while T(n+1)≠1 do
4 m←{m|T(m)=0 and min{D(m)}}; T(m)←1;
5 For each i∈Adj(m) and T(i)≠1 do
6 D(i)←min{D(i), D(m)+W(i,m)};
7 if D(m)+W(i, m)<D(i), L(i)←m;
8 end for
9 end while
10. H←backtracking according to L(n+1) to find the optimal path from the entrance to the candidate parking space;
11. Return D(n+1), H
End

Algorithm 2: ParkD (P, W).

2 Wireless Communications and Mobile Computing



strategy, it is often used in path planning problems [10].
Compared with other path planning algorithms, such as
algorithm Floyd, algorithm ant colony, and algorithm A∗
(A Star) [11–13], algorithm Dijkstra has certain advantages
in both time complexity and space complexity. And for car
park path planning, we only need to find the route from
the outset to the destination and do not care about other
paths [14]. Dijkstra is a single-source shortest path algo-
rithm, so it is more suitable for solving car park path plan-
ning problems [15]. In addition, the algorithm Dijkstra is
used to determine the shortest path, and other conditions
such as the intersection of the car park lanes, parking spots,
and their occupancy are configured. The empty parking
space resources can be used more efficiently and with higher
accuracy [16]. However, the search for empty parking spaces
in a car park only requires the path and path distance from
the outset to the parking space, while the traditional algo-
rithm Dijkstra will compute the route from the outset to
all the other dots, especially when the car park is very large
and the number of nodes will be many. It will cause many
unnecessary calculations and waste a lot of time [17]. There-
fore, it is necessary to improve the algorithm Dijkstra to
meet the demand of finding the nearest empty parking space
in the car park [18, 19].

The traditional algorithm Dijkstra is used in the process
of finding empty parking spaces in the car park. There will
be a lot of redundant calculations, especially when the car
park is relatively large; the time wasted will be very long,
which will not improve the parking efficiency of the car owner
[20]. Furthermore, the Dijkstra algorithm is unsuitable for
multistorey parking garages. The car owner enters from the
entrance of the car park, so the empty parking space closest
to the entrance can be prioritized given the Euclidean distance.
In an environment like a car park, the number of adjacent
intersections at each intersection is generally no more than
4. The search domain can bemodified to reduce the time com-
plexity. In addition, determining which floor the vehicle is on
is a key part of a multistorey car park.

Based on these ideas, this paper proposes the algorithm
ParkIG; the detailed introduction of the algorithm is as fol-
lows: first, use IPS technology to locate the vehicle and deter-
mine which floor it is on. After the vehicle goes on a certain
floor, load the parking lot layout of that floor. The entrance
of this floor is taken as the starting point, and K parking
spaces with Euclidean distance closest to the European-
style entrance (K value can be determined according to the
actual size of the car park) are selected as the endpoint.
For each of the K empty parking spaces, an undirected
weight map is formed together with the starting point and
intersection, and the weight is the Manhattan distance
among each node. When algorithm Dijkstra is applied to
the undirected weighted graph, the concepts of the label set
and adjacent node set are introduced to reduce the search
domain and update domain from n to less than 4, which
decreases the cost of time to a certain extent. In the ParkIG
algorithm, for empty parking spots and intersections, the
midpoint of parking spots is selected to calculate the dis-
tance and other data. The entrance, intersection, and candi-
date empty parking space are defined as nodes, and the

collection of adjacent nodes is defined as the collection of
adjacent nodes of each node. The tag set is defined to mark
whether the nearest route and route distance of the node are
determined by the algorithm. If it is “0,” it means it is not
determined, and “1” indicates that the path is determined.
The path distance set defines the route distance of each node
from the outset. The previous node set is used to record the
previous node of the currently determined path. The com-
prehensive algorithm procedures are as follows:

The algorithm ParkIG will call the algorithm ParkD,
which adopts the thought of the algorithm Dijkstra and
improves it. Algorithm ParkD realizes the optimal path
planning from the vehicle to each vacant parking space. As
a result, you simply need to use the algorithm ParkD for
each candidate’s available parking space to determine the
closest distance and optimal path.

The time complexity of the algorithm ParkIG is O(n3), but
due to the particularity of car park routes, the count of adja-
cent points of nodes is generally notmore than 4 in the process
of cyclic finding the nearest adjacent points. And because K is
a constant, the choice of K is generally not exceeding 10
(depending on the size of the car park). The algorithm ends
directly after finding the optimal path from the entrance to
the parking space with no vehicles; that is, the maximum
count of cycles is n. After adding these constraints, the overall
time consumed in the algorithm is nomore than 4Kn, and the
overall performance has been greatly improved.

2.2. Car Park Hardware Deployment and MCP Protocol. At
present, there are many methods for obtaining the situation
of parking spots. For example, the GPP and PGS2 systems
use ultrasound, while the Siemens system is a parking sensor
placed on the ground [21]. Considering that this system is
mainly aimed at large- and medium-sized car parks, and
ultrasonic sensors are very sensitive to temperature changes
and extreme air, it is one of the wisest methods to monitor
vehicles through infrared sensors [22]. Therefore, out of
considerations such as funding and accuracy, diffuse reflec-
tion infrared photoelectric switches are used at the car park,
and four infrared photoelectric switches are arranged in each
parking space. Figure 1 depicts the location of the switches
in the parking slots. In this figure, the length and width of
each parking space are 5.0 meters and 2.6 meters, respec-
tively. The four photoelectric switches are all on the center-
line of the parking space. Two photoelectric switches are

5.0 m

2.6 m1.0 m

0.6 m

Figure 1: Distribution of four infrared photoelectric switches in
parking spaces.
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60 cm from the nearest long side, and the remaining two
photoelectric switches are 100 cm from the nearest wide side.

The scheme controller uses a single-chip microcomputer
to output the parking status information collected by the
infrared photoelectric switch. Each photoelectric switch
returns one bit of data, and the overwritten data of the photo-
electric switch is “0”; otherwise, it is “1.” The communication
module adopts a 4G/5G wireless communication module to
ensure the data transmission between the car park and the
multistorey car park management system [23]. The MCP pro-
tocol is based on the distribution of photoelectric switches in
the parking spaces. Because there are four infrared photoelec-
tric switches, the management system can know whether the
parking space is an empty parking space through the returned
data. If it is not an unoccupied parking spot, the management
system can determine whether the vehicle parked in the park-
ing space is parked in a standard manner.

As shown in Table 1, the MCP protocol is a new multi-
storey car park protocol that specifies the following: a total of
16 bytes of data are transmitted, the first six bytes represent
provinces, cities, counties, communities, and car parks, the
seventh byte represents the data collector number, and the
eighth byte to the 15th byte represents the data of parking
spaces collected by the collector. For multistorey car parks,
each floor has a specific car park number as the basis for
judgment. As shown in Table 2, the high and low four digits
of each byte represent a parking space, respectively, in the
parking data transmitted; that is, the status of 16 parking
spaces can be transmitted in one transmission. Such as

Equation (1), if the four-digit data is “1111,” it means an
empty parking space, if it is “0000,” it means parking is reg-
ulated, and the rest of the data type means parking is not
regulated. The last byte is the cumulative checksum.

Status =
Empty parking space, the four‐digit data = 1111,
Regulate parking, the four‐digit data = 0000,
Irregular parking, others:

8
>><

>>:

ð1Þ

2.3. Multistorey Car Park Management System. The parking
space management system for the car park is used by the car
park administrator, including the two roles of ordinary car
park administrator and senior administrator. Ordinary car
park administrators can see the data-receiving page, manual
entry page, parking space data report statistics page, rent
management page, user management page, and personal
information modification page. The data-receiving page is
used to receive real-time data from the car park. The manual
entry page can manually enter data in some fault situations.
Parking space data report statistics page can be statistics of a
variety of parking data reports, including a statistical table of
vehicle entry and exit, a parking information statistical table
of parking spaces, a statistical table of vehicle entry and exit
time intervals, a statistical table of empty parking spaces
within a certain period of time, a statistical table of irregular
parking status within a certain period of time, a statistical
table of standardized parking status within a certain period
of time, a daily report of vehicle entry and exit records, a
weekly report of vehicle entry and exit records, a monthly
report of vehicle entry and exit records, and an annual
report of vehicle entry and exit records. The rent manage-
ment page is used to manage the rent of temporary parking
and long-term parking. The user management page gets
used to managing resident users. The personal information
modification page is used for modifying personal informa-
tion and login password. Senior administrators can see the
ordinary car park administrator management page and
parking space data report statistics page. The ordinary car
park administrator management page is used to manage
ordinary car park administrators. The parking space data
report statistics page has similar functions to ordinary car
park administrators. The difference is that senior adminis-
trators can manage all car park data.

2.4. Navigation Mini Program for Empty Parking Spaces in
Multistorey Car Park. The user terminal includes a page
for finding the nearest available parking space as well as a
page for real-time navigation. The car owner can view the
real-time situation of the parking space in the car park by
scanning the QR code of the WeChat applet at the entrance.

Table 1: The table of byte descriptions in the MCP protocol.

Type Province City County/district
Community/shopping

market
Car park

Data collector
number

Parking
space data

Check code

Byte count 1 2 3 4-5 6 7 8-15 16

Table 2: Parking data table of a single byte in MCP protocol.

The upper 4 bits The lower 4 bits
D7 D6 D5 D4 D3 D2 D1 D0

One parking space
information

One parking space
information

Figure 2: Examples of parking recommendations and real-time
navigation.
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As shown in Figure 2, the system will also recommend the
nearest vacant parking space based on the algorithm ParkIG
and implement real-time navigation to guide the user to the
nearest vacant parking space to park.

2.5. System Architecture Design. The entire system design is
mainly divided into three parts: the car park terminal, the
parking space management system (management terminal),
and the empty parking space navigation applet (user termi-
nal). According to the above algorithm ParkIG, car park
hardware deployment, MCP protocol, multistorey car park
management system, and navigation miniprogram, the over-
all architecture of the solution is shown in Figure 3.

3. Results and Discussion

3.1. Environmental Model Building of Multistorey Car Park.
Unlike urban roads, the roads of car parks are often not so

complicated to facilitate car owners to park [24, 25].
Figure 4 shows the layout of a common car park. The
entrance and exit of the car park are set up separately, and
there is only one. The parking spaces are distributed regu-
larly, which is suitable for discussing path planning issues.
According to the road environment of the car park, the
entrance, intersection, and empty parking spaces are defined
as nodes, and the distance between the intersection and the
intersection is defined as the weight value to form a weighted
undirected graph.

Many factors should be considered when empty parking
spaces are recommended in the car park: the factors of the
parking spot itself, the distance between the empty parking
space and the pedestrian elevator, the distance among the
unoccupied parking spot and the outlet, and the distance
among the empty parking spot and the entrance [26]. How-
ever, priority was given to the factor of path distance from
the entrance to the parking spot where no car is parked

Figure 4: Layout of parking spaces in the multistorey car park.
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Figure 3: The diagram of system architecture.
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because of the urgent need of car owners to park. Set the
empty parking space of the car park as PðiÞ, the length from
the entrance to the empty parking space is SðiÞ, and then, the
minimum path length is min fSðiÞg.

3.2. Experimental Environment. In the Windows operating
system, PyCharm 2019.3.3 is used to write programs to sim-
ulate path planning, and MySQL database is used to store
the relative coordinates of the parking space and whether
the parking space is empty or not. Navicat Premium 12
was used to facilitate the operation of the database.

3.3. Analysis and Simulation of ParkIG Algorithm. Based
on the algorithm ParkIG mentioned above, an example
was selected for analysis. The hardware collector collected
the car park occupation at a certain time, as shown in
Figure 5. In the picture, the red parking spot represents
that the parking spot has vehicles parked and the parking
is regulated, the green parking space means that there is
no parking in the parking space, and the orange parking
spot means that the car is parked irregularly in the park-
ing spot.

The algorithm ParkIG starts at the entrance and ends at
K candidate parking spaces that may be the optimal empty
parking spaces. When K = 5 is set here, the results obtained
by the two algorithms on the same test data are the same.
Both algorithms can successfully find the nearest empty
parking space and plan the optimal route. However, the
algorithm ParkIG takes less time than the traditional Dijk-
stra algorithm. As can be seen from Table 3, when the park-

ing space is in this state, the time it takes to run the
algorithm has been reduced by about 37%.

As shown in Figure 6, the same experiment was con-
ducted for the other parking spaces in other states, and it
was found that the results of the two algorithms were the
same each time, and the running time of the algorithm Par-
kIG was relatively less. The algorithm ParkIG reduces the
average time by about 25.8%.

In the same situation, we use the algorithm ParkIG
and the algorithm Dijkstra to search for empty parking
spaces and route planning and count the size of the
update domain and search domain of each node. The
results are shown in Figure 7. We have counted the data
of 8 nodes. In any case, the size of the update field and
search field of the algorithm Dijkstra is 10, but the algo-
rithm ParkIG is between 2 and 5, which reduces invalid
operations by 70% on average.

4. Conclusions

This paper proposes a set of complete solutions for the
defects of the existing multilevel parking navigation tech-
nology. The scheme includes the layout control of the
infrared photoelectric switch at the car park, the transmis-
sion protocol between the parking lot and the administra-
tor, various statistical reports of the administrator, and the
optimal empty parking space recommendation and route
guidance based on the algorithm ParkIG. It not only
greatly facilitates the car park management and statistics
of the car park manager but also greatly facilitates the

Table 3: Comparison of two algorithm results.

Recommended parking space Path Path distance (m) Time-consuming (ms)

Dijkstra P1 M⟶D1⟶D4⟶P1 45.72 88.79

ParkIG P1 M⟶D1⟶D4⟶P1 45.72 55.82
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Figure 5: Occupancy of parking spaces at a certain time.
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parking of the car owner. We also targeted a simulation for a
classic car park, and the simulation results are achieved the
expected level.

The main innovation of this paper is the arrangement of
a certain regular infrared photoelectric switch to monitor the
situation of the parking slots in real-time, and the MCP pro-
tocol is proposed to analyze the data transmitted by the
hardware. Based on the MCP protocol and real-time parking
space data, the algorithm ParkIG is proposed to achieve the
search and path planning of empty parking spaces in multi-
storey car parks. Thus, the efficiency of route planning is
improved to ensure a good parking experience for car

owners, which has high practical application value. In addi-
tion, it also visualizes and analyzes the data in the car park,
which is convenient for the management of the car park
administrator.

Nevertheless, we still need to improve some areas in this
paper:

(1) Because the car owners are recommended for empty
parking slots at the entrance and the path is calcu-
lated, we cannot predict the changes after the owner
enters the car park, nor can we make adjustments
based on the real-time situation
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Figure 6: Comparison of the time spent by the two algorithms.
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Figure 7: Comparison of search domain and update domain space size.
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(2) For very large car parks, this article does not provide
further proof to ensure the effectiveness of the sys-
tem, so the system is currently only suitable for
small- and medium-sized car parks

(3) In this paper, the weight calculation method is rela-
tively simple, which needs further improvement
and strict comparison with other methods, such as
the predictive control method based on the neural
network [27]

(4) Regarding the parking payment module, the auto-
matic payment is not completely realized in this
paper [28]. The function of payment can be added
to the user miniprogram, so that users do not need
to pay at the exit, which greatly improves the user’s
parking experience [29]. Parking will become
increasingly smarter in the future as smart parking
solutions are continuously optimized
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An anonymous roaming scheme of mobile Internet was discussed in this paper aiming to improve the traditional authentication
protocol that cannot satisfy the demand of user’s identity authentication when the mobile terminal is roaming in mobile Internet.
The authentication server of remote network will complete the identity legitimacy verification of mobile terminal with the help of
the home network authentication server. A temporary identity is used to prevent user’s anonymity protection from being tracked
and eavesdropped, as well as other attacks, which can improve the confidential of user’s identity and location considerably. This
anonymous roaming scheme can achieve a high-level of safety efficiently. This will also satisfy the development of the network
technology.

1. Introduction

The Internet of Things (IoT) realizes the ubiquitous connec-
tion between Things and Things, and between Things and
people, and realizes the intelligent perception, recognition,
and management of objects and processes. That is, IoT is
an information carrier based on the Internet, which enables
all objects that can be independently addressed to form an
interconnected network.

With the rapid development of information network
technology, the evolution of internet from wireless Internet
to wireless mobile Internet has made the latter a develop-
ment trend of the next generation network. Mobile Internet
has the characteristics of dynamic topology, open link, and
limited bandwidth. However, these features make it easier
to intercept and monitor messages, and the mobile Internet
faces security threats such as eavesdropping and replaying
attacks; so, authenticating through a security portal becomes
the top priority. Also, for IoT, the anonymous roaming
authentication mechanism is a key technology to ensure
communication security.

In the case of authentication server in the mobile Inter-
net, the service is hoped to be provided to the legitimate

users or the completely trusted users. The authentication
protocol enables the authentication server and the mobile
terminal (mobile terminal, MT) to realize a two-way anony-
mous authentication. To ensure the legitimacy of MT iden-
tity, for example, in [1], an anonymous identity
authentication and key agreement scheme for global mobil-
ity network is proposed to realize mutual anonymous
authentication between the two parties. In [2], a wireless
anonymous authentication protocol is proposed to avoid
the risk of using the same key for a long time. In [3], an
identity-based anonymous wireless authentication scheme
is proposed to solve the authentication problem of mobile
users while roaming, and the security and anonymity of
the scheme are analyzed in detail by using the characteristics
of bilinear pairs and elliptic curves. In [4], to reduce message
flows of traditional anonymous authentication schemes, a
new kind of delegation-based scheme is proposed for wire-
less roaming networks. In [5], an improved secure anony-
mous authentication scheme using shared secret keys
between home agent and foreign agent was proposed. A
broadcast authentication protocol for smart grid communi-
cations was created in [6], and the security of proposed
scheme was proved with the formal method. In [7], an
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improved lightweight authentication protocol for wireless
body area networks was created, and the security of the
above scheme was proved in the random oracle. In the past
few years, many constructions on the roaming authentica-
tion were created [8–14].

However, the partial roaming authentication protocol [1,
2] only completes the authentication between the authenti-
cation server and the MT for local communication. When
MT roams away from the local network to enter the remote
network, two-way anonymous authentication between MT
and remote network authentication server cannot be real-
ized. Although part of roaming authentication protocol
[3–5] can satisfy the requirement of MT identity legitimacy
authentication while roaming, the large amount of computa-
tion will result in a low efficiency. At the same time, MT will
repeatedly apply for service after entering the remote net-
work. Frequent authentication will increase the execution
load of MT, reduce the efficiency of roaming mechanism,
and threaten the security of privacy information such as
MT identity.

In view of the above shortcomings of roaming authenti-
cation protocol, this paper proposes an anonymous roaming
mechanism for mobile Internet. In this mechanism, when
MT roams into a remote network, the remote network
authentication server will be assisted by its local network
authentication server. Simultaneously, the security of MT
privacy information will be guaranteed. The remote authen-
tication server issues roaming certificate for authenticated
MT. MT can repeatedly apply for roaming service to remote
network during the validity period of the certificate. Based
on roaming certificate, remote authentication server can ver-
ify the identity of MT. The use of certificate improves the
efficiency of the mechanism and reduces the computing load
of mobile terminal.

The main innovation of this paper is its verification of
the identity legitimacy of MT in roaming process, mean-
while ensuring the anonymity of MT identity, which
improves the process’s security and efficiency together, and
makes up for the deficiency of traditional authentication
protocol in identity anonymity and work efficiency while
the MT is roaming.

2. Anonymous Roaming Mechanism of
Mobile Internet

The mobile Internet is mainly composed of MT, home net-
work authentication server (home network authentication
server, hs), and remote network authentication server
(remote network authentication server, rs). At the same
time, it also includes the mobile Internet management center
(management center, mc). The frame structure is shown in
Figure 1.

The relevant variables and operations used in this paper
are defined as follows:

IDA is the identity or related network label of A; TIDA is
the temporary identity generated by the home authentica-
tion server HS for A; NumA is the random secret number
selected by A; S is the secret number generated by the calcu-
lation; ⊕ is the exclusive OR operation ; ‖ connector; KSA is

the private key of A; KPA is the public key of A; CertA is the
certificate of A; and TA is the timestamp generated by A.

E ðk,mÞ and D ðk, cÞ are symmetric key encryption/
decryption algorithms; ENC (KS, m) and DEC (KP, c) are
asymmetric key encryption/decryption algorithms; H ðmÞ
is a hash function.

The authentication server of each network registers with
the mobile internet management center MC, and the MC is
responsible for managing the security and other matters of
each authentication server. At the same time, the MC issues
identity certificates to each authentication server CertA = fI
DA, KPA, DateA, LFA, ENC ðKSMC, IDA‖KPA‖DateA‖LFAÞg,
where DateA is the date the certificate was signed and LFA is
the validity period of the certificate.

2.1. MT Registering Home Network. The MT applies for reg-
istration with the local network authentication server HS to
complete its identity legality verification, and the HS gener-
ates a temporary identity for the legal MT.

(1) The MT sends a registration application to the HS

(2) The HS assigns a unique temporary identification
number TIDMT to the legally qualified MT

First, the secret number SMT is generated by the For-
mula (1), namely,

SMT = H IDMT NumHSkð Þ: ð1Þ

Then, the temporary identity TIDMT for generating the
MT is calculated by using Equation (2), namely,

TIDMT = SMTIDMTIDHS: ð2Þ

The HS establishes the registration information <IDMT
, SMT, TIDMT, NumHS > for the legally legged MT and hands
over the temporary identity TIDMT to the MT for secure
storage through the secure channel.

2.2. MT Anonymous Roaming Mechanism. After the MT is
successfully registered, when the preroaming enters the
remote network, the remote network authentication server
RS will verify the identity of the MT denial identity based
on the anonymous roaming mechanism. The specific appli-
cation process is shown in Figure 2:

(1) After the MT generates the random number X0,
IDHS, IDRS, TIDMT, and the time stamp TMT are
encrypted with the public key of HS, that is, M =
ENC ðKPHS, IDHS‖ IDRS‖TIDMT‖TMTÞ, the messages
IDHS, IDRS, TMT, TIDMT,M, and X0 and the message
signature SigMT are encrypted together with the pub-
lic key of RS, and the public key encryption ensures
that only the authentication server of the target net-
work can decrypt it

(2) RS verifies the integrity of the MT message based on
the message signature followed by the verification of
the freshness of the message’s timestamp to prevent
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the replay attack. If the verification is invalid, the
roaming request of the MT will be rejected; other-
wise, RS will encrypt the message TIDMT, IDHS,
IDRS, TRS, Nonce, ENC (PSRS, CertRS), and M and
then send them to HS together with the message sig-
nature after encrypting them with the public key

(3) HS verifies the validity of RS ID card and the validity
of message integrity and the validity of the time-
stamp. If the verification fails, the execution will be
terminated, and the roaming authentication mecha-
nism will be withdrawn. Otherwise, after the HS
decrypts the relevant messages, the identification of
MT will be verified by formula (3). That is,

IDMT ′ = TIDMTH IDMT NumHSkð ÞIDHS: ð3Þ

MT is an illegal user if IDMT ′ ≠ IDMT, and HS terminates
the operation; otherwise, HS encrypts the message TIDMT,
IDHS, IDRS, THS, Result, ENC (PSHS, CertHS), and SigHS with
the public key of RS and sends it to RS.

(4) RS verifies the authenticity of the HS identity, the
validity of the integrity of the message, and the valid-

ity of the timestamp. If not, the execution terminates
and the operation exits; otherwise, the RS confirms
the identity of the MT according to the relevant
information and issues a roaming certificate
RCertMT for the MT whose identity is legal

First, the RS selects the random secret number N0; then,
the RS calculates the session key k1 = X0, N0. Finally, the RS
sends the message TIDMT, IDRS, TRS, SigRS’, N0, E(k1,
RCertMT), ENC (KSHS, CertHS), and ENC (KSRS, CertRS)
to the MT after encrypting them with the private key of the
RS, where the private key encryption ensures that the roam-
ing response message is sent by the RS.

Through the abovementioned two-round message inter-
action, the MT identity authentication is completed, and the
negotiation between the MT and the RS session key is real-
ized, wherein the session key is determined by the random
secret number generated by the MT and the RS. That is, k
1 = X0 ⊕N0. The MT uses the session key to ensure the secu-
rity of the message in the roaming service process. That is,
the MT security obtains the roaming certificate RCertMT.

2.3. MT Applying for Service with Certificate. When MT
obtains RCertMT, it can apply for roaming to remote net-
work authentication server RS many times during its validity
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Figure 1: Mobile Internet roaming mechanism.

1: <ENC(KPRS, IDHS||IDRS||TIDMT||TMT||M||X0||SigMT)>

4: < ENC(KSRS, N0||TIDMT||TRS||E(k1, RCertMT) ||IDRS||SigRS’||
ENC(KSHS, CertHS)|| ENC(KSRS, CertRS))>

MT identity verification

2: <ENC(KPHS, TIDMT||IDHS||IDRS||
TRS||Nonce||M||SigRS||ENC(KSRS, CertRS))>

3: < ENC(KPRS, TIDMT||IDHS||IDRS||THS||Result|| CertHS||SigHS||
ENC(KSHS, CertHS))>

Figure 2: Anonymous roaming mechanism of MT.
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period. The process of MT applying for roaming within the
validity period of RCertMT is shown in Figure 3.

(1) When MT applies for repeated roaming, it generates
a random number Xi and calculates the temporary
identity of the roaming application. That is,

TIDMTi
= TIDMTi−1

⊕Ni−1 ⊕ Xi,

TIDMT0
= TIDMT, i = 1, 2,⋯, n:

ð4Þ

MT computes the E ðki−1, RCertMT‖XiÞ and message sig-
nature, reads the message, and then sends the SigMTi

TIDMTi
,

e Eðki−1, RCertMT‖XiÞ, to RS.

(2) The RS verifies the freshness of the message and the
integrity of the message. If the authentication fails,
the roaming service request of the MT will be
rejected; otherwise, the message E(ki-1, RCertMT||
Xi) will be decrypted by using the session key ki =
Xi ⊕Ni. If the MT holds a legal certificate, the RS will
generate a random number ni, and the session key
ki = Xi ⊕Ni between the update and the MT will be
updated

After the RS reads the timestamp, the message, SigRSi ,
TRSi , and E ðki−1,NiÞ, will be sent to MT. MT uses Formula
(5) to calculate the session key ki:

ki = Xi ⊕Ni, ð5Þ

in which i = 1, 2,⋯, n. After the identity authentication
between MT and RS has passed, the secure and anonymous
communication between MT and RS can be carried out
according to the anonymous communication model of
mobile Internet in reference [6], which is not discussed in
this paper.

2.4. Roaming Structure

2.4.1. Certificate Structure. Excessive application for roaming
service will not only increase the authentication load of MT
but also require that HS must always be online, which makes
HS become the authentication bottleneck of the whole
roaming mechanism. This paper uses the certificate mecha-
nism to reduce the number of MT verification and to
improve the efficiency of the HS. The basic information of
the certificate is as follows: (1) validity: the effective time of
the certificate, (2) the time of issuance: the time when the
certificate is issued, (3) authorization object: the temporary
identity TIDMT of the certificate holder, and (4) signature:
signature information of RS.

2.4.2. Verification of Legitimacy. During the validity period
of the roaming certificate, MT can apply for roaming service
many times with the certificate and verify the authenticity of
the roaming certificate through the following steps to judge
the identity legitimacy of MT.

(1) Verify the identity of the issuer through signature
information and check whether the contents of the
certificate have been tampered simultaneously

(2) Verify the validity of the certificate based on the
validity of the certificate and the time of issue

(3) Compute TIDMT ′ = TIDMTi
⊕ Xi ⊕ Xi−1 ⊕⋯⊕ X0 ⊕

Ni ⊕Ni−1 ⊕⋯⊕N0, verify whether TIDMT = TI
DMT′ I holds or not, and whether the person who
holds the certificate is the applicant of it. If the above
verification is passed, the MT holds true and valid
legal certificate

3. Security Proof

3.1. CK Model. Bellare etal. [15] introduced modularization
in 1998 to analyze the security of the protocol, which pro-
vides a theoretical basis for constructing a new provable
secure key exchange protocol using reusable modules. Then,
Canetti and Krawczyk further extended the method [16],
which is called CK model.

Two attack models are defined in the ck model, that is,
ideal model AM and real model UM. AM is authenticated
as link modes. In this model, the attacker is passive and
can invoke protocol running, capture protocol participants,
query session key, expose, and test the session key. The um
model is an unauthenticated link model. Thus, it can only
faithfully deliver the same message once and cannot forge,
tamper, or replay the message from an uncaptured partici-
pant. An UM model is an unverified link model. In addition
to performing all attacks in the AM model, attackers can
forge, tamper, and replay messages.

Definition 1. [16]. Let ∏ and ∏′ be n-side message driven
protocols. ∏ runs in AM, and ∏′ runs in UM. If for any
UM adversary U, there exists an AM adversary A, which
makes AUTHA, ∏, and UNAUTHU, π’ indistinguishable
in calculation. Then, the simulation is called in um.

Definition 2. [16].
Compiler c is an algorithm whose input is a protocol

description and output a protocol description.
If a compiler c has a protocol c (π) to emulate in um for

any protocol, the editor is called an authenticator. Define 3
[12] in session key security: if for any adversary A, when
and only when the following properties are satisfied, the pro-
tocol is session key secure in AM.

Property 3. The uncaptured two parties obtain the same ses-
sion key after participating in the entire agreement.

Property 4. If an adversary A performs a query attack, the
possibility that it gets the correct session output value is
not more than 1/2 + ε, where ε is an ignorable decimal in
the safety parameter range.

Theorem 5. [16]. Assumes that λ is a message transmission
authenticator, specifically, λ simulates a simple message
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transfer protocol in um, assuming that c λ is a compiler
defined on the basis of λ, and then c λ is an authenticator.
Authenticator is a very important mechanism in modulariza-
tion method, which can ensure that the security protocol in
am can be transformed into security protocol in UM.

The messaging protocol sends a message from one par-
ticipant to another. A protocol authenticator c λ is a combi-
nation of several message transmission authenticators λ. If
the protocol in AM has only one message flow, a message
transmission authenticator λ can be used as the authentica-
tor c λ. Otherwise, the simulated message transfer authenti-
cator λ of the protocol message flow in AM can be combined
together to act as the authenticator c λ. In [16], the basic
methods of designing authentication and key agreement
protocols based on the CK model are introduced in detail.

3.2. Roaming Protocols in AM. RS relies on the home
authentication server HS to authenticate the identity legiti-
macy and platform credibility of MT. The process of the
agreement is as follows:

(1) The access requests: The MT sends a roaming
request message to the RS, which contains the iden-
tity of the relevant participant fTIDMT, IDHS, IDRSg

(2) The validity verification request: RS after receiving
the roaming request of the MT, it is impossible to
determine whether the MT is a legally authentic
mobile terminal for the reason that the related infor-
mation of the MT is not grasped, and the assistance
authentication of HS is required. RS sends the MT
legitimacy verification request fTIDMT, IDHS, IDRS,
TRS, NonceRS, CertRS,M, SigRSg to the HS

(3) Legitimacy verification response: after HS receives
the request message of RS’s legitimacy verification,
it first checks whether MT is a legitimate and trusted
user and then checks whether RS is a legitimate
remote network authentication server. If the above
verifications are not passed, the protocol will be ter-
minated and exits; otherwise, the information will be
encrypted such as the result of the MT validity veri-
fication with the public key of rs, and the cipher text
will send ENC x
(-
KPRS, TIDMT‖IDHS‖IDRS‖THS‖Result‖NonceRS‖
ENC ðKSHS, CertHSÞ‖SigHS) all the sighs to RS

(4) Roaming response: RS decrypts the cipher text
message sent by hs using its own private key. RS
verifies whether HS is a legitimate home network
authentication server. After the verification has
passed, it constructs the response message ENC
(-
KSRS,N0‖TIDMT‖TRS‖RCertMT‖IDRS ‖SigRS ′‖Nonc
eMT ‖ENC ðKSRS, CertRSÞ ‖ENC ðKSHS, CertHS)) and
sends the message to MT

MT verifies that RS is a desired remote network authen-
tication server based on identity certificate, and whether HS
is a real home authentication server. Verification fails if the
authentication fails.

Theorem 6. The MT roaming protocol is secured in AM
when the signature, asymmetric encryption, symmetric
encryption, and other algorithms are secured and difficult to
solve.

It is proved that in AM, because the message participant
is not captured by the enemy A during the protocol interac-
tion, when the protocol is executed, MT and RS get the
untampered X0 and N0.The calculated shared session keys
are both k1 = X0 ⊕N0. Therefore, the protocol satisfies the
property of session key security 1.

It is assumed that the enemy a can distinguish the key
agreement parameters from a random number of equal
lengths by a probability p, which cannot be ignored. The
probability upper limit of the unsymmetrical encryption
algorithm to be breached is PENC. The enemy a can only
get x0 and n0 by breaking the message encrypted with PKRS
and KSRS and then perform XOR operation to get the ses-
sion key. Because the random secret number N0 generated
by rs is transmitted by KSRS encryption, it is easy to be
obtained by the enemy a. Thereby, the key point of the
enemy is that X0, which means A can only obtain the ran-
dom secret number X0 by breaking the ENC
(KPRS, IDHS‖IDRS‖TIDMT‖TMT ‖M‖X0 ‖NonceMT ‖SigMT).
Then, the probability of the random secret number X0 being
attacked by the adversary A at least is PPENC. If adversary a
can obtain the random number X0 , then there is
(1 − PPENCÞ<<PPENC (that is PPENC is far greater than 1-
PPENC), that is, 1/2 < <PPENC; so, both p and PENC cannot
be ignored. This is contrary to the premise that asymmetric
encryption algorithm is secure and difficult to solve. So, the

1: <SigMNi, TIDMNi, E(ki, RCertMN||Xi), TMNi>

2: <SigRSi, TRSi, E (ki, Ni)>

Certificate verification

Mobile terminal
MT

Remote network
authentication server

RS

Figure 3: MT applies for roaming service with RCertMT.
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probability of the enemy a guessing the correct session key
K1 is no more than 1/2 + ε, in which ε is ignorable. And
the protocol satisfies the property of session key security 2.
The MT roaming protocol is session key secure in am.

In AM, because the enemy cannot forgery, tamper, and
replay the message, they can only transmit the information
produced by the legitimate participant. MT and RS get the
identity legitimacy and platform credibility verification
information without tampering. With the secure session
key K1 negotiated, roaming mechanism is secure in AM.

Proof of completion.

3.3. Authenticator Construction. This paper starts with HS
authenticating MT, RS authenticating HS, and MT authenti-
cating RS to construct authenticator. For the authentication
information flow between RS and HS, and the authentica-
tion information flow between mt and RS a signature
authenticator λsig, T based on timestamp is used, the security
proof process of which is detailed in [16]. The specific inter-
active process of λsig,T is as follows: (1) A obtains timestamp
ta, computes the signature sSig (m, TA, B), and sends a mes-
sage <m, Sig (m, TA, B)> to B. (2) After receiving the mes-
sage, b first checks the freshness of the timestamp ta and
the correctness of the signature. If Ta is fresh and the signa-
ture is correct, b completes the authentication of a.

For the authentication message between hs and mt,
because the message sent by mt is forwarded by rs, the mes-
sage of mt authentication must be processed accordingly,
which cannot directly send relevant real identity informa-
tion, but also enable hs to verify the real identity of mt.
Therefore, the identity-based anonymous authenticator
λENC,TID,T is used. Its security and anonymity proof are
detailed in reference [9]. The specific interactive process of
λENC,TID,T is described as follows: (1) a registers to obtain
tida. Use b’s public key encryption to generate the ENC
(KPB,m‖TIDA‖TA) and finally send tida, ENC
(KPB,m‖TIDA‖TA) to B. (2) After B receiving the message,
the cipher text message is decrypted to verify the validity
of the TIDA. If the user is illegal, the execution will be termi-
nated. Otherwise, the freshness of the timestamp will be
checked. If the verification is passed, a passes the authentica-
tion of b.

3.4. Protocol in UM. First, the above authenticators λsig,T and
λENC,TID,T are applied to the am protocol message flow in
Section 3.2 of this paper. Then, the authentication of mt is
hidden without affecting the provable security of the proto-
col. This prevents an attacker from obtaining their true
and valid identity information. Finally, the protocol in UM
is optimized by using the method in [15], and the mt roam-
ing protocol in UM shown in Figure 4 is obtained.

Theorem 7. When the signature, asymmetric encryption and
symmetric encryption algorithms are secure and difficult to
solve, and the mt roaming mechanism is secure in um.

Proof. It is proved that the mt roaming mechanism in UM
can be automatically compiled according to the ck model
because the authenticator used is provable and secure. Then,

the anonymous roaming authentication mechanism is prov-
able under the ck security model.

Completion of proof.
Similarly, repeated roaming requests from mt certificates

are also verifiable and secure.

4. Model Analysis

4.1. Anonymity Analysis

4.1.1. The Anonymity and Untraceability of Users. The real
identity of the MT does not appear in communication and
at the time of registration, it is replaced by the temporary
identity TIDMT. Since only the HS are in possession of the
secret number NumHS, only HS can correctly verify the real
identity IDMT of the user through the expression (2) to
ensure the anonymity of the MT identity. The different
MT corresponds to a different temporary identity TIDMT
and is generated by a different random number NumHS..
Any legal MT cannot calculate the temporary identity of
the other MT through its own TIDMT.

Each time when a roaming is applied by the same MT, a
different temporary identity TIDMT is used, which has an
untraceable property.

MT encrypts the temporary identity TIDMT and passes it
to RS, which realizes the anonymity of the user’s real identity
idMT to rs and the protection of his temporary identity.
Even if the user’s temporary identity TIDMT is compro-
mised, the attacker can neither know the real identity of
the user nor associate the intercepted temporary identity
with it nor monitor the communication process of the user
and track the message session. To sum up, the use of tempo-
rary identity to protect the anonymity of the user identity
can effectively prevent attackers from tracking users, eaves-
dropping, and doing other attacks. This ensures the ano-
nymity of user identity, location, and other privacy
information. At the same time, it does not reduce the secu-
rity of users.

4.1.2. Anonymity of Certificates. The roaming certificate can
only report whether the identity of its holder is legal. It does
not contain the configuration information of MT and its
identity information, which means, the roaming certificate
is anonymous, and the anonymity depends on the duration
of valid authorization. The shorter the authorization time,
the stronger the anonymity is. Meanwhile, the anonymity
of the certificate is controllable, and controllability depends
on the temporary identity information of the certificate
holder. It allows only the same user to establish a roaming
service. Specifically, it can only prove the identity legitimacy
of the same user during the validity period of the certificate.

4.2. Safety Analysis. MT uses secret number SMT and iden-
tity information to calculate temporary identity TIDMT, by
hash function. The confidentiality of SMT and the security
of hash function ensure the unforgeability of TIDMT.

After the HS checks the freshness of the timestamp, it
calculates the validity of the MT to identity its verification,
i.e., RS completes the authentication of the MT with the help
of HS, in which the message signature guarantees the
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integrity of the message, and the random number can pre-
vent the replay attack.

When the MT repeatedly applies for service, the roaming
certificate can prove the validity of the identity. Each time a
different session key ki is generated, a one-time secret is real-
ized, and the security is enhanced. Since Xi is selected by the
MT and Ni is selected by the RS, ki is a one-time key. Nei-
ther party can calculate the generation separately, ensuring
the fairness, freshness, and perfect presecrecy of the session
key. Specially, PGF-JKNN-c got a dramatic 99.9%, which
outperforms state-of-the-art methods.

Comparing the methods on the four data sets, we can
observe that our proposed methods are better than other
methods in three data sets (Indian Pines, KSC, and Salinas)
except for University of Pavia data set. University of Pavia
data set has the characteristics of few categories and low
dimension, which are more suitable for SVM classifier. The
SSKNN method performs poorly on KSC data set. That is
because SSKNN is more fit able for regular shapes and
large-scale shapes. Our proposed FPF-JKNN and GPF-
JKNN are more robust to solve complex problems.

4.3. Performance Analysis

4.3.1. Calculation Efficiency. In the whole roaming authenti-
cation process, MT only needs one hash operation, one sym-
metric encryption operation, and one asymmetric
encryption operation, while HS performs one asymmetric
encryption operation and three hash operations. Rs per-
forms two hash operations, one symmetric encryption, and
two asymmetric decryption operations. The number of com-
munication rounds between MT and RS and between RS
and HS is one round. This scheme is comparable with [17,
18] in terms of computational overhead. The results are
shown in Table 1.

4.3.2. Communication Efficiency. In the roaming mecha-
nism, the first-round interaction verifies the identity legiti-
macy and platform credibility of MT. If the verification
fails, HS and RS will terminate the interaction after the first
round, which reduces the execution load of the protocol to a
certain extent.

When the identity is legal and the platform is credible,
MT applicants with certificates can apply for roaming ser-
vice on a plurality of times. The use of the certificate mech-
anism improves the working efficiency of the roaming
authentication mechanism, simultaneously effectively
reduces the number of authentication times of the identity
of the MT, and prevents the RS and HS from becoming a
system bottleneck. In the repeated roaming process of the
MT certificate holders, the authentication of the identity of
the MT can be completed without the assistance of the HS
by RS, the MT roaming authentication process for carrying
out the 1-round message interaction is realized, and the
communication time delay of the MT is reduced.

4.3.3. Storage Efficiency. The identity of MT is stored directly
by HS. It is unnecessary for special trust center to store and
manage it uniformly. MT only needs to store the necessary
information, such as temporary identity. The anonymous
roaming mechanism in this paper lightens the storage bur-
den of MT.

4.4. Extensibility. With the rapid development of network
technology, identity legality verification is no longer a neces-
sary and sufficient condition for judging user security. How-
ever, it should be concerned with whether the terminal
platform is trusted while condition for judging user security.
However, it should be the identity is legal. The credibility of
the platform is a necessary condition for user security, which
promotes the rise and development of trusted computing
technology. With the development of trusted computing
technology, the mobile trusted module (MTM) [19, 20]
specification is intended to be established on mobile termi-
nals. The security mechanism protects the user’s private
information and sensitive data and builds a secure and reli-
able mobile trusted terminal. It is only necessary to add the
credibility verification information of the user terminal plat-
form in the authentication message of this document, and
the HS can verify the credibility of the MT platform accord-
ing to the platform credibility verification strategy, so that
the anonymous roaming requirement of the terminal in
the trusted computing environment can be satisfied.

M=ENC(KPHS, AIKCertMT||ATTCertMT||IDHS||IDRS||TIDMT||TMT)

Identity verification

MT RS HS
<TIDMT, ENC(KPRS, M1||TIDMT||TMT)>

M1=IDHS||IDRS|| X0||M||SigMT

M2=IDHS||TIDMT||Nonce||CertRS||M||SigRS

M3=TIDMT||IDRS||Result||ENC(KSRS, CertHS)||SigHS

M4=N0||TIDMT||RCertMT||ENC(KSHS, CertHS)||ENC(KSRS, CertRS)||SigRS'

<IDRS, ENC(KPHS, M2||IDRS||TRS)>

<IDHS, ENC(KPRS, M3||IDHS||THS)>
<IDRS, ENC(KSRS, M4||IDRS||TRS(new))>

Figure 4: MT roaming protocol in UM.
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Similarly, the anonymous roaming mechanism of this
paper can also be applied to roaming communication
and tariff service of mobile user equipment in 3G network
environment. RS provides services for MT and charges. If
MT pays the fees once on every roaming, it will bring
inconvenience. In the MT roaming identity authentication
process, the RS charges service fee to the HS, and the HS
charges the MT again. Since the HS assists the RS to com-
plete the identity authentication of the MT during the
roaming process, the MT cannot deny the cost incurred
by the roaming..

5. Conclusion

The traditional authentication protocol cannot meet the
identity authentication requirements of the mobile termi-
nal roaming service. This paper proposes a mobile Inter-
net anonymous roaming mechanism to improve this
disadvantage. When the mobile terminal applies for the
roaming service, the remote network authentication server
completes the identity verification of the mobile terminal
with the assistance of the home network authentication
server. The use of temporary identity to achieve user ano-
nymity protection not only makes remote networks and
attackers unable to know the user’s true identity but also
ensures the confidentiality of private information such as
user identity and location. The identity is associated with
the existing communication information, which can
ensure the nontrackability of the private information such
as the user identity and location, and effectively prevents
attackers from performing attacks such as tracking and
eavesdropping on the user. The proposed mechanism
does not reduce the process’ security during the imple-
mentation of the anonymous roaming of mobile termi-
nals. It has the characteristics of security, anonymity,
and extensibility.

As the certificate will bring additional storage pressure to
the terminal, the next step will be to further study the effi-
cient roaming authentication mechanism under the mobile
Internet and design a certificate-free one-round message
interactive roaming authentication mechanism.

In the next stage, we will further study the roaming
authentication mechanism with better performance based
on the conclusions on the sensor distribution [21, 22], per-
formance scheduling [23, 24], etc.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The paper was supported by the Science and Technology
Project for the Universities of Shandong Province (No.
J18KB171), Natural Science Foundation of China under
Grant 62102235, Natural Science Foundation of Shandong
Province under Grant ZR2020QF029, and Doctoral Fund
of Shandong Jianzhu University under Grant XNBS1811.
This work was also supported by the Computer Vision and
Image Processing Technology Team Construction Project
for the Shannxi Institute of International Trade &
Commerce.

References

[1] M. Gupta and N. S. Chaudhari, “Anonymous two factor
authentication protocol for roaming service in global mobility
network with security beyond traditional limit,” Ad Hoc Net-
works, vol. 84, pp. 56–67, 2019.

[2] W. Li, S. Zhang, Q. Su, Q. Wen, and Y. Chen, “An anonymous
authentication protocol based on cloud for telemedical sys-
tems,” Wireless Communications and Mobile Computing,
vol. 2018, Article ID 8131367, 2018.

[3] T. Gao, F. Peng, and N. Guo, “Anonymous authentication
scheme based on identity-based proxy group signature for
wireless mesh network,” EURASIP Journal on Wireless Com-
munications and Networking, vol. 2016, no. 1, 2016.

[4] C. Jiang, S. L. Wu, and K. Gu, “New kind of delegation-based
anonymous authentication scheme for wireless roaming net-
works,” International Journal of Network Security, vol. 20,
no. 2, pp. 235–242, 2018.

[5] K. Park, Y. Park, Y. Park, A. Goutham Reddy, and A. K. Das,
“Provably secure and efficient authentication protocol for
roaming service in global mobility networks,” IEEE Access,
vol. 5, pp. 25110–25125, 2017.

[6] S. Aghapour, M. Kaveh, and D. Martín, “An ultra-lightweight
and provably secure broadcast authentication protocol for
smart grid communications,” IEEE Access, vol. 8,
pp. 125477–125487, 2020.

Table 1: Comparison of computing overhead by entity.

Operation Our scheme Literature [17] Literature [18]

Hash operation (MT/HS/RS) 1/3/2 7/10/4 5/3/4

Symmetric encryption and decryption(MT/HS/RS) 2/0/2 2/2/2 ☆

Asymmetric encryption and decryption(MT/HS/RS) 1/1/2 ☆ 2/0/2

XOR operation (MT/HS/RS) 0/2/0 5/3/1 ☆

Exponent arithmetic (MT/HS/RS) ☆ 2/0/2 ☆

Chaotoc-maps (MT/HS/RS) ☆ ☆ 6/2/1

Number of information exchanges(MT-RS/RS-HS) 2/2 2/2 2/2

Note: ☆ indicates that this scheme does not use the operation.

8 Wireless Communications and Mobile Computing



[7] V. Kumar, M. Ahmad, A. Kumari, S. Kumari, and M. K. Khan,
“SEBAP: a secure and efficient biometric-assisted authentica-
tion protocol using ECC for vehicular cloud computing,”
International Journal of Communication Systems, vol. 34,
no. 2, 2021.

[8] U. Chatterjee, D. Mukhopadhyay, and R. S. Chakraborty,
“3PAA: aprivatePUFprotocol foranonymousauthentication,”
IEEE Transactions on Information Forensics and Security,
vol. 16, pp. 756–769, 2021.

[9] B. A. Alzahrani, A. Irshad, A. Albeshri, K. Alsubhi, and
M. Shafiq, “An improved lightweight authentication protocol
for wireless body area networks,” IEEE Access, vol. 8,
pp. 190855–190872, 2020.

[10] G. Zhang, D. Fan, Y. Zhang, X. Li, and X. Liu, “A privacy pre-
serving authentication scheme for roaming services in global
mobility networks,” Security and Communication Networks,
vol. 8, no. 16, 2859 pages, 2015.

[11] S. A. Chaudhry, A. Albeshri, N. Xiong, C. Lee, and T. Shon, “A
privacy preserving authentication scheme for roaming in ubiq-
uitous networks,” Cluster Computing, vol. 20, no. 2, pp. 1223–
1236, 2017.

[12] X. Li, A. K. Sangaiah, S. Kumari, F. Wu, J. Shen, and M. K.
Khan, “An efficient authentication and key agreement scheme
with user anonymity for roaming service in smart city,” Per-
sonal and Ubiquitous Computing, vol. 21, no. 5, pp. 791–805,
2017.

[13] V. Odelu, S. Banerjee, A. K. Das et al., “A secure anonymity
preserving authentication scheme for roaming service in global
mobility networks,” Wireless Personal Communications,
vol. 96, no. 2, pp. 2351–2387, 2017.

[14] J. L. Tsai and N. W. Lo, “Provably secure anonymous authen-
tication with batch verification for mobile roaming services,”
Ad Hoc Networks, vol. 44, pp. 19–31, 2016.

[15] M. Bellare, R. Canetti, and H. Krawczyk, “Amodular approach
to the design and analysis of authentication and key exchange
protocols (extended abstract),” in Proceedings of the Thirtieth
Annual ACM Symposium on the Theory of Computing,
pp. 419–428, Dallas Texas USA, 1998.

[16] R. Canetti and H. Krawczyk, “Analysis of key-exchange proto-
cols and their use for building secure channels,” in Interna-
tional Conference on the Theory and Applications of
Cryptographic Techniques, pp. 453–474, Springer, Berlin, Hei-
delberg, 2001.

[17] M. Karuppiah, S. Kumari, X. Li et al., “A dynamic ID-based
generic framework for anonymous authentication scheme for
roaming service in global mobility networks,” Wireless Per-
sonal Communications, vol. 93, no. 2, pp. 383–407, 2017.

[18] Q. Xie, H. Bin, X. Tan, and D. S. Wong, “Chaotic maps-based
strong anonymous authentication scheme for roaming ser-
vices in global mobility networks,”Wireless Personal Commu-
nications, vol. 96, no. 4, pp. 5881–5896, 2017.

[19] M. Kim, H. Ju, Y. Kim, J. Park, and Y. Park, “Design and
implementation of mobile trusted module for trusted mobile
computing,” IEEE Transactions on Consumer Electronics,
vol. 56, no. 1, pp. 134–140, 2010.

[20] A. Soltani-Farani, H. R. Rabiee, and S. A. Hosseini, “Spatial-
aware dictionary learning for hyperspectral image classifica-
tion,” IEEE Transactions on Geoscience and Remote Sensing,
vol. 53, no. 1, pp. 527–541, 2015.

[21] X. Xue and C. Jiang, “Matching sensor ontologies with multi-
context similarity measure and parallel compact differential

evolution algorithm,” IEEE Sensors Journal, vol. 21, no. 21,
pp. 24570–24578, 2021.

[22] X. Xue, X. Wu, C. Jiang, G. Mao, and H. Zhu, “Integrating sen-
sor ontologies with global and local alignment extractions,”
Wireless Communications and Mobile Computing, vol. 2021,
Article ID 6625184, 10 pages, 2021.

[23] X. Xue and J. Zhang, “Matching large-scale biomedical ontol-
ogies with central concept based partitioning algorithm and
adaptive compact evolutionary algorithm,” Applied Soft Com-
puting, vol. 106, article 107343, 2021.

[24] X. Xue and J. Chen, “Matching biomedical ontologies through
compact differential evolution algorithm with compact adap-
tion schemes on control parameters,” Neurocomputing,
vol. 458, pp. 526–534, 2021.

9Wireless Communications and Mobile Computing



Research Article
Online Missing Data Imputation Using Virtual Temporal
Neighbor in Wireless Sensor Networks

Yulong Deng ,1,2 Chong Han ,1,2 Jian Guo ,1,2 Linguo Li ,3 and Lijuan Sun 1,2

1College of Computer, Nanjing University of Posts and Telecommunications, Nanjing 210003, China
2Jiangsu High Technology Research Key Laboratory for Wireless Sensor Networks,
Nanjing University of Posts and Telecommunications, Nanjing 210003, China
3College of Information Engineering, Fuyang Normal University, Fuyang 236041, China

Correspondence should be addressed to Lijuan Sun; sunlj@njupt.edu.cn

Received 18 December 2021; Accepted 11 January 2022; Published 8 February 2022

Academic Editor: Xingsi Xue

Copyright © 2022 Yulong Deng et al. (is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A wireless sensor network (WSN) is one of the most typical applications of the Internet of(ings (IoT). Missing values exist in the
sensor data streams unavoidably because of the way WSNs work and the environments they are deployed in. In most cases,
imputing missing values is the universally adopted approach before making further data processing. (ere are different ways to
implement it, among which the exploitation of correlation information hidden in the sensor data interests many researchers, and
lots of results have emerged. Researching in the same way, in this paper, we propose VTN imputation, an online missing data
imputation algorithm based on virtual temporal neighbors. Firstly, the virtual temporal neighbor (VTN) in the sensor data stream
is defined, and the calculation method is given. Next, the VTN imputation algorithm, which applies VTN to make estimates for
missing values by regression is presented. Finally, we make experiments to evaluate the performance of imputing accuracy and
computation time for our algorithm on three different real sensor datasets. (e experiment results show that the VTN imputation
algorithm benefited from the fuller exploitation of the correlation in sensor data and obtained better accuracy of imputation and
acceptable processing time in the real applications of WSNs.

1. Introduction

With the development of the Internet of things (IoT) [1],
nowadays more devices and sensors are deployed in the
physical environments. Extracting hidden values from the
data of IoT becomes challengeable and valuable tasks which
make processing ranged from simple tasks such as queries,
predictions and classifications to complex processing such as
ontology matching [2, 3] and knowledge discovery [4]. As
one of the most typical IoT applications, wireless sensor
networks (WSNs) [5] are equipped with more nodes with
different sensors and are deployed in wider areas with
complicated situations. It enables us to obtain a huge
amount of physical data in the environment, and these data
become the basis for WSN applications. Most of the ap-
plications demand complete datasets, i.e., there do not exist
missing values in the data obtained from the WSNs because

the missing values degrade the performance of the pro-
cessing algorithms and even make them inapplicable. For
example, in an application that is applied to recognize
human activities based on the measurement values obtained
from the sensors, such as accelerometer and gyroscopes,
where the random forest classifier and support vector ma-
chine (SVM) are used for classification, the research work
shows that 5%missing rate of values in the dataset makes the
performance of HASC recognition decrease to 83% and 84%,
respectively, 20% missing rate makes them drop down to
45% and 46%, which is unacceptable for the application [6].
We expect to get complete datasets from WSNs, however, it
is a fact that missing values exist commonly and widely in
real situations. (e way WSNs work and the environment
they are deployed in make the data to get lost unavoidably,
for example. Factors including the signal strength fading and
interferences from the environment bring about 9% to 17%
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packet loss over a wireless communication channel ap-
proximately [7], which causes some of the measurement
values missing in the sensor stream. Previous research
showed that 45% of the datasets in the UCImachine learning
repository contained missing values [8]. For example, in one
of the sensor datasets of this repository, the air quality
dataset [9], which is used in our experiments, had ap-
proximately 14% of its measurement values missing.

(erefore, it is very important to deal with the missing
values in a reasonable way, which can benefit the applica-
tions running on the incomplete data of WSNs [10]. Before
we go further, there are several points we need to consider.

Firstly, the presentation form of the sensor data decides
the way to process it. In the common architecture of WSNs,
the way to collect data from the sensor nodes is centralized
by the sink node, i.e., the measurement values acquired by
the sensors on the nodes are directly forwarded to the sink
node using hops or are transferred by the cluster heads till
they get to the sink node [11]. Hence, on the sink node,
which is usually a base station or a data center, if equipped
with more powerful processing resources, the data sent from
all nodes is collected and streamed in the form of a time
series. In this paper, we focus on this presentation form of
data, i.e., sensor data stream on the base station or the data
center, and deal with the missing value in it using the online
imputation algorithm. Different from the offline imputation
that makes processing on the static longtime stored data,
online imputation is triggered by the missing value once it
occurs in the dynamic data stream.

Secondly, missingness mechanisms decide the design of
the imputation algorithms. As a feature to describe the
relationship between the missing variables and the under-
lying values of the variables in the dataset, it comprises of
three types of mechanisms: missing completely at random
(MCAR), missing at random (MAR), and not missing at
random (NMAR) [12]. Among them, MCAR describes the
case when the probability of a missing value occurrence for
an observed attribute is independent of either the known
values or the missing ones, i.e., in WSNs, whether the
measurement value is missing does not depend on the values
acquired by the sensors, including the missing ones. In most
cases, it is a typical situation for the missing values in WSNs
caused by communication errors or the faults of sensors.
(erefore, most of the research works are based on MCAR
so far [13]. In this paper, we carry out our work in the same
way. MCAR is applied to generate sensor data streams with
simulated missing values that are used to test imputation
algorithms.

(irdly, basic ideas to process missing values direct the
way to tackle the incomplete data. (ere are three basic
approaches to cope with missing values: deleting the missing
values, continuing data processing with missing values, and
imputing missing values to get complete data. (e first
method is seldom used because it makes the size of the
dataset reduced, which brings more information loss. (e
second method is to make further operations directly on the
incomplete dataset. A lattice-based direct mining method is
proposed in [14]. It works out the subsets of rules to make
classification on the binary dataset with the existence of

missing values. Targeting at classification for incomplete
data, a selective neural network ensemble (SNNE) classifying
method applies the chosen feature subsets to train neural
networks for making classification [15]. Although these
methods exhibit good performance in the research work,
they are all limited to specified applications, i.e., classifica-
tions, and require complex calculations that are not suitable
for resource-constrained applications in WSNs. (erefore,
the third method, i.e., to make an imputation for the missing
values before further processing, is the most effective way to
deal with the incomplete data in WSNs. Focusing on the
imputing methods to the sensor data stream, lots of algo-
rithms are proposed by researchers. Closed item sets-based
association rule mining (CARM) [16] extracts the most
recent patterns between the sensor nodes and applies them
to impute the missing number of vehicles in a traffic sensor
data stream. Besides the association rule mining, more
machine learning methods are applied in the imputation in
WSNs. Multidirectional recurrent neural network (M-RNN)
based on deep learning is applied to make an estimation for
the missing values in medical data streams [17]. A deep
imputation network (Deep IN) utilizes deep learning to find
a continuous missing pattern that contributes to imputation
for sensor data streams in a smart space [18]. (ese methods
exploit machine learning to improve the accuracy of im-
putation but increase the computational complexity as well.
Compared with them, statistical technique-based methods
are simpler for calculation and more explainable when they
are applied in imputation. Mean imputation [19] is the
simplest method, however, it presents the worst perfor-
mance in most cases because it ignores the relationship
between the adjacent values, whereas another simple
method, i.e., the linear interpolation model (LIN) [20],
applies the temporal relationship to interpolate the missing
values and gets improved in accuracy. Lots of data analysis
results prove that there exist correlations between mea-
surement values in sensor data streams. Data estimation
using a statistical model (DESM) [21] utilizes both spatial
and temporal correlations between the sensor nodes and
applies previous values to make estimates for the missing
values. It is weighed by the Pearson correlation coefficient. In
[22], the tensor-based description of the multiple attribute
sensor data is used to exploit the correlation between the
attributes to make imputation with higher accuracy.
Moreover, regression tools are widely used by many re-
searchers to design imputation algorithms. In the spatial
correlation-based adaptive missing data estimation algo-
rithm (AMR) [23], spatial correlations between the nodes in
WSNs are exploited and adjustable regression models are
applied to calculate the estimations for the missing values.
For improving the accuracy of imputation, in a new esti-
mation model based on a spatial-temporal correlation
analysis (STCAM) [24], four subalgorithms based on re-
gression are combined to deal with the missing values in the
sensor datasets. Temporal and spatial nearest neighbor
value-based missing data imputation (TSNN) [25] is pro-
posed to make imputation in WSNs by the combination of
four spatial and temporal nearest neighbor values, which can
exploit the correlation information more effectively.
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In this paper, we focus on the way that combines the
correlation information with regression tools because it can
obtain high imputation accuracy with relatively simple
calculations. (e aforementioned research works utilize
correlations in different ways, however, there still exists
room for improvement. Besides, when we deal with missing
values in the sensor data stream with limited information, in
other words, when the measurement values from spatial
neighbor nodes are unavailable or partly available, some of
these previous methods present reduced performance,
which requires further research work to design a more
suitable imputation algorithm. In addition, the computa-
tional time is seldom discussed in the previous research
work, however, it is very important, especially for online
imputation. It is analyzed in this paper based on experiment
results.

(e rest of this paper is organized as follows: firstly, in
Section 2, we make a review of representative imputation
algorithms in WSNs and summarize the main contributions
of our work. (en, in Section 3, we give the definition of
VTN, and based on it, we propose our VTN imputation
algorithm. Next, the experiments for evaluating the VTN
imputation algorithm and the results are elaborated in
Section 4. Finally, in Section 5 and 6, we make a discussion
and conclude our research work.

2. Related Work

In this section, we present the typical algorithms in previous
research works. Firstly, for discussing the related work
conveniently, we propose the description of the sensor data
stream in WSNs. (en, the representative algorithms can be
redescribed briefly by math expressions. Finally, based on
the discussion of the deficiencies of previous works, we
present our contributions in this paper.

(e imputation for missing values in the sensor data
stream is one of the attractive research areas in WSNs, and
many researchers have proposed a variety of imputing al-
gorithms in recent decades. (ey make the imputation for
missing values from the perspective of time, space, or both
dimensions. Before introducing our VTN algorithms, sev-
eral representative algorithms are summarized as follows,

and they are also used as comparative algorithms in this
paper.

(e sensor data stream in WSNs is the common object
that all imputation algorithms deal with for redescribing the
implementation of these typical algorithms, and to present
our algorithm later easily, we give the subsequent
description.

In general, the nodes in a wireless sensor network are
working continuously. Let N be a set of m sensor nodes,
N � n1, n2, . . . , nm−1, nm , ni ∈ N, and let T be a time point
series T, T � t1, t2, . . . , tm−1, tm, . . . , tj ∈ T. For each node
ni, G(i, j) represents its spatial nearest neighbors at the time
point tj, and the number of the spatial nearest neighbors is
ks. U(i, j) represents its temporal nearest neighbors at the
time point tj, and the number of the temporal nearest
neighbors is kt. Let S be a set of p sensors equipped on each
of the node, S � s1, s2, . . . , sp−1, sp , sk ∈ S, and let V be a set
of measurement values acquired by p sensors, respectively,
on a node, V � v1, v2, . . . , vp−1, vp , vk ∈ V, and V(ni, tj) is
the vector of the sensor values on the node ni at time point tj.

(e measurement data obtained by the nodes can be
transferred to the base station or data center, where it is
collected in the form of sensor data stream, denoted by S DS,
which can be described as follows:

SDS �

V n1, ti(  · · · · · · · · ·

⋮ ⋮ ⋮ ⋮

· · · · · · V nm, ti(  · · ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

(emeasurement value on the sensor sk of node ni at the
time point tj can be denoted by v(ni, tj, sk), and if there is a
missing value on the sensor sk of node ni at the time point
tmiss, the imputation algorithm calculates an estimated value
for it, denoted by v(ni, tmiss, sk).

For example, suppose there are only two sensors st and sh

on each node for acquiring temperature and humidity
values, respectively. In this case, S � st, sh , and hence, the
measurement values are v(ni, tj, st) and v(ni, tj, sh), and the
sensor data stream can be reduced as follows:

SDS �

v n1, t1, st( , v n1, t1, sh( (  · · · v n1, tm, st( , v n1, tm, sh( (  · · ·

⋮ ⋮ ⋮ ⋮

v nm, t1, st( , v nm, t1, sh( (  · · · v nm, tm, st( , v nm, tm, sh( (  · · ·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

We assume that there is a missing value on the sensor sk

of the node ni at the time point tmiss, and it can be imputed by
following algorithms using v(ni, tmiss, sk).

2.1. Linear Interpolation Model (LIN) Algorithm. (e linear
interpolation is utilized to calculate the estimated value

v(ni, tmiss, sk). It applies two previous values that have been
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read in from the data stream at the time points ta and tb,
which are the nearest to the time point tmiss .

v ni, tmiss, sk(  � v ni, tb, sk(  +
v ni, ta, sk(  − v ni, tb, sk( (  tmiss − tb( 

ta − tb

, (3)

where tb < ta < tmiss.

2.2. Mean of Temporal Neighbors (MEAN) Algorithm.
MEAN is a simple imputation algorithm, in which the es-
timated value for imputation is the average of the p values of
temporal neighbors at the nearest time points before the
occurrence of the missing value.

v ni, tmiss, sk(  �
1

|U|

U

v ni, tnon−miss, sk( , (4)

where tnon−miss ∈ U, tnon−miss < tmiss, |U| � p.

2.3. Temporal and Spatial Nearest Neighbor Value-Based
Missing Data Imputation (TSNN) Algorithm. Assume that
there exist spatial nearest neighbors G(i, j) and temporal

nearest neighbors U(i, j) for the missing value of sensor sk

on node ni at the time point tmiss. It has four different nearest
neighbor values: Nsgnn(si, tj), Ns dn n(si, tj), which come
from spatial nearest neighbors in the geometrical distance
and in data distance, Nttnn(si, tj) and Nt dn n(si, tj), which
come from the temporal nearest neighbors in time distance
and in data distance. (en, the correlations among the
measurement value of the node ni and its four nearest
neighbors can be applied to calculate the estimated value for
imputation by regression.

v ni, tmiss, sk(  � λ v ni, tmiss, sk( (S) +(1 − λ) v ni, tmiss, sk( (T),

(5)

where,

v ni, tmiss, sk( (S) �
R
2
sk

(1)

R
2
sk

(1) + R
2
sk

(2)

v ni, tmiss, sk( (1) +
R
2
sk

(2)

R
2
sk

(1) + R
2
sk

(2)

v ni, tmiss, sk( (2),

v ni, tmiss, sk( (T) �
R
2
sk

(3)

R
2
sk

(3) + R
2
sk

(4)

v ni, tmiss, sk( (3) +
R
2
sk

(4)

R
2
sk

(3) + R
2
sk

(4)

v ni, tmiss, sk( (4),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

v ni, tmiss, sk( (1) � αsk
(1) + βsk

(1)Nsgnn ni, tmiss( ,

v ni, tmiss, sk( (2) � αsk
(2) + βsk

(2)Nsdnn ni, tmiss( ,

v ni, tmiss, sk( (3) � αsk
(3) + βsk

(3)Nttnn ni, tmiss( ,

v ni, tmiss, sk( (4) � αsk
(4) + βsk

(4)Ntdnn ni, tmiss( ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where αsk
(1) to αsk

(4), βsk
(1) to βsk

(4) are regression coef-
ficients. R2

sk
(1) to R2

sk
(4) are the measures of the fit of the

regression models. λ is the spatial-temporal coefficient,
which can be calculated based on the contribution ratio of
the spatial-temporal neighbors.

Particularly, when the spatial neighbors and the values of
the other sensors on the same node are not available, TSNN
algorithm degrades to,

v ni, tmiss, sk(  � v ni, tmiss, sk( (3) � αsk
(3)

+ βsk
(3)Nttnn ni, tmiss( .

(8)

2.4. Data Estimation Using Statistical Model (DESM)
Algorithm. (e estimated value v(ni, tmiss, sk) can be cal-
culated based on the temporal nearest neighbors and spatial
nearest neighbors of themissing value of sensor st on node ni

at time point tmiss. A correlation coefficient is obtained from
the node ni, and its spatial neighbors inside the sensor
streams can be used as the weight coefficient.

v ni, tmiss, sk(  � (1 − α)v ni, ta, sk(  + αv ni, ta, sk( 

· 1 +
v g i, tmiss( , tmiss, sk(  − v g i, tmiss( , ta, sk( 

v g i, tmiss( , ta, sk( 
 ,

(9)
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where ta < tmiss, g(i, j) ∈ G(i, j), g(i) � g(i, j)
j�a
j�1, and the

weight parameter α can be computed as follows:

α �
Cov RV ni( , sk( , RV g(i), sk( 

σRV ni, sk( RV g(i), sk( 
, (10)

RV ni, sk(  � v ni, t1, sk( , v ni, t2, sk( , . . . , v ni, ta−1, sk( , v ni, ta, sk(  ,

RV g(i), sk(  � v g(i), t1, sk( , v g(i), t2, sk( , . . . , v g(i), ta−1, sk( , v g(i), ta, sk(  ,
 (11)

Particularly, when the spatial neighbors are not available,
the estimated value alone can be calculated based on tem-
poral neighbors as follows:

v ni, tmiss, sk(  � v ni, ta, sk( . (12)

(e above algorithms can be applied to make an im-
putation for the missing values in sensor data streams in
WSNs, and their effectiveness is verified in experiments or
real situations. However, there are still some deficiencies that
should be corrected in further research work.

(e temporal neighbors, spatial neighbors, or both are
utilized to calculate the estimated value in some ways
for imputation. As we present above, the sensor data
stream (SDS) is a data stream combined with spatial
and temporal data. If they are all available to make an
imputation, the performance of the estimation algo-
rithm can be improved because of more information
extracted from more nonmissing values of the spatial
and temporal neighbors. However, in WSNs, affected
by the following problems occurring in the network,
the spatial data may be unavailable or be difficult to be
applied by the imputation algorithm. One situation is
that there are also existing missing values in the spatial
neighbors, which makes it impossible to obtain data
from them at some time points of SDS. Another
common situation is that the neighbors can be
changing in the self-organized network, which makes it
hard to obtain continuous measurement data from a
fixed neighbor of a node at all time points of SDS.
Moreover, when the node is out of sync with its spatial
neighbors when transferring data to the base station or
data center, it causes the rows in the matrix of SDS to be
asynchronous. In other words, it is unable to obtain the
data from neighbors at these time points in the data
stream.
LIN and MEAN algorithms are not affected by the
above problem because they only utilize temporal
neighbors of the missing value. However, the perfor-
mances of DESM and TSNN algorithms are reduced
without the support of the data from spatial neighbors.
LIN and TSNN algorithms apply temporal neighbors to
calculate the estimated value by linear interpolation. It
makes them more accurate than MEAN, which only
gets the estimated value by the arithmetic average of
temporal neighbor values. When they two are applied

in offline data, which are already stored on the base
station or data center, the nonmissing values at all time
points in the observed data window can be applied to
calculate the estimated value, however, when they are
applied in the online stream, the nonmissing values at
the time points after the missing point are not available
to them, which causes the calculation to be less precise.
TSNN has better performance than LIN, DESM, and
MEANwhen they are working on offline data because it
utilizes the correlation between the nearest neighbor
values and raw values, and the regression is applied to
make the final estimated value. In the regression step,
the training data are selected from the nonmissing
values alone based on the distance between the two
values. If we can find a new way to select more suitable
training data by more reasonable rules for regression, it
can get better accuracy for imputation.

In this paper, addressing the above problems, we pro-
pose a new imputation algorithm VTN that works for online
sensor data stream in WSNs. (e main contributions of our
work are described as follows:

VTN works based on the temporal neighbors in SDS
and only requires the measurement data from one
senor on the node. Hence, it is not affected by the
availability of spatial neighbors, and the algorithm can
be deployed in WSNs with multiple sensor nodes or
with a single sensor node.
Similar to LIN and TSNN, the technology of linear
interpolation based on temporal neighbors is also
applied in the VTN algorithm. However, different from
them, in VTN, the nonmissing value at the next time
point of the current missing point is required to read in
to obtain the extra data, and therefore, based on the past
information provided by the previous nonmissing
values and the future information provided by the
nonmissing value at the next time point, the VTN
algorithm can calculate the virtual temporal neighbor
with relatively higher accuracy, and it builds up the
foundation to make a precise estimation for the missing
value.
Compared with TSNN, VTNmakes an improvement in
the rule of selecting nonmissing temporal neighbors.
(e temporal neighbors that are eligible for training
data not only have the value nearer to the temporal
neighbor at the missing time point but also have a
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similar change rate with it. (is new way to choose
training data helps the VTN algorithm get higher ac-
curacy because the change rate extracted extra infor-
mation hidden in the data, and it is beneficial to the
estimation of missing values.
Besides the accuracy of imputation, the computational
time is another evaluation standard for imputation
algorithms, especially for the online imputation of the
sensor data stream. We make a detailed analysis for it
based on the experiment results and give the final
evaluation of the VTN algorithm in the real application
in WSNs.

3. Materials and Methods

In this section, we present our VTN algorithm in detail.
Firstly, we define the virtual temporal neighbor (VTN) and
give the algorithm to calculate it. (en, the correlation
between the VTNs and their raw values is studied as the basis

of our algorithm designing. Next, we describe the VTN
imputation algorithm based on VTNs. Finally, the method
to set the parameter θ for the algorithm is suggested.

3.1. Virtual Temporal Neighbor (VTN)

3.1.1. Definition and Calculation Method of Virtual Temporal
Neighbor. VTN is the basis of VTN algorithm. Based on our
previous description of sensor data stream in Section 2, we
give the definition of VTN as follows:

Definition. Virtual temporal neighbor (VTN): in the sensor
data stream of a WSN, the VTN of the sensor sk of the node
ni at the time point tj exists and is denoted by vtn(ni, tj, sk) if
and only if there exist two measurement values acquired by
the same sensor of the same node at the time point ta and tb,
and they satisfy the following conditions:

ta � tx


∀ty < tj, ty ∈ T, v ni, ty, sk ≠NA;

∃tx, tx < tj, tx ∈ T, v ni, tx, sk( ≠NA thatmakes tj − tx



≤ tj − ty





⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

tb � tx


∀ty > tj, ty ∈ T, v ni, ty, sk ≠NA;

∃tx, tx > tj, tx ∈ T, v ni, tx, sk( ≠NA thatmakes tx − tj



≤ ty − tj





⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where NA denotes the missing value at the time point.
If the VTN at the time point tj exists, it can be calculated

by linear interpolation as follows:

vtn ni, tj, sk  �
v ni, ta, sk(  tb − tj  + v ni, tb, sk(  tj − ta 

tb − ta

,

(14)

and the change rate of VTN denoted by Δvtn(ni, tj, sk) can
be computed as follows:

Δvtn ni, tj, sk  �
v ni, tb, sk(  − v ni, ta, sk( 

tb − ta

. (15)

For calculating VTN, we need to implement the data
structures on the base station or data center in the WSN,
shown as Figure 1. (e input data matrix (IDM) is used to
store the data read from the sensor data stream SDS by the
stream reader program, and it is also the data source for the
imputation program, for a specified sensor of a node, the
measurement value at the time point tj is reduced as v(j).
(e values and the time points are stored in different rows of
the matrix and are referred to by the s_index for the stream
reader. In addition, three indies, namely the u_index,
c_index, and v_index, are applied to access the matrix in the
VTN algorithm.(e VTNmatrix (VTNM) is another matrix
for storing the calculated VTN and its change rate and is
accessed by the vtn_index. Waiting indies vector (WIV)

stores the c_index referring to the time point at which the
VTN cannot be calculated temporarily.

(e calculation of VTN outputs the VTN and its change
rate of the value at the previous time point when it gets a new
value from the stream. Moreover, it scans the waiting indies
vector to calculate the VTN for those previous values that are
waiting for getting their VTN calculated. (e flow chart of
VTN calculation is shown as Figure 2.

(e pseudocode for calculating VTN is shown in Al-
gorithm 1.

3.1.2. Correlations between Raw Values and Temporal
Neighbor Values. As discussion in Section 2, similar to
TSNN, in the VTN algorithm, we also utilize the correlation
between the temporal neighbors and their raw values.
However, we make further improvements by changing the
method to calculate the temporal neighbors. To verify the
effectiveness of our methods, we make exploratory experi-
ments on the real WSNs dataset.

Firstly, we get a test dataset by reading the streamed data
in a random time frame on the Intel lab dataset [26]. (en,
we calculate the temporal neighbors of the raw values
according to the methods of TSNN and VTN, respectively.
Next, the correlation between the temporal neighbors and
their raw values is plotted along with the Pearson correlation
coefficient between them. (e results are shown in Figure 3.
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Figure 3 shows that the correlation in temperature data is
stronger than that in humidity data. It conforms to the real
situation because the humidity has more fluctuation than
temperature because of more affecting physical factors in the
environment. Compared with TSNN, we can find that the
data points are less scattered along the diagonal and that the
correlation is much stronger in VTN. Upon repeating the
same experiments on different time frames or on other real
datasets, we get similar results. It indicates that the method
to calculate the temporal neighbors in VTN is better than the
one in TSNN, which helps compute a more accurate esti-
mation value by regression in the next step.

3.2. VTN Imputation Algorithm

3.2.1. ?e Calculation of the Estimated Value Based on VTN.
Once we have VTNs for all nonmissing values in the sensor
data stream, the estimated value for the missing time point
can be calculated by regression.(e estimation equation is as
follows:

v ni, tmiss, sk(  � αsk
+ βsk

vtn ni, tmiss, sk( , (16)

αsk
and βsk

can be calculated by minimized residual sum of
squares as follows:

Input Data Matrix
(IDM) 

s_index

u_index c_index v_index

VTN Matrix
(VTNM) 

vtn_index
Waiting Indices Vector

(WIV) 

v (j+1)

t (j+1)

v (j)

t (j)

v (j-1)

t (j-1)

v (j-2)

t (j-2)

…...

…...

…...

…...

∆vtn (j+1)

vtn (j+1)vtn (j)

∆vtn (j)

vtn (j-1)

∆vtn (j-1)

vtn (j-2)

∆vtn (j-2)

…...

…...

…...

…...

…... …... …... …... …... …...

Figure 1: Data structures used in the calculation of VTN.
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Figure 2: Flow chart of VTN calculation.
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αsk
(1), βsk

(1) � argmin
αsk
′(1),βsk
′(1)


Tsample

v ni, tsample, sk  − αsk
′(1) − βsk

′vtn ni, tsample, sk  
2
, (17)

where tsample ∈ Tsample. Tsample is the selected timepoint set of
nonmissing data in the input data matrix IDM.

To have the closest values and change rates in the same
direction to the VTN of the missing value, the VTNs in the
Tsample can be obtained as follows:

Tsample � T′ ∀T″ ⊂ T


, T″


 � θ, t′ ∈ T″;∃Δvtn ni, t′, sk( ∗Δvtn ni, tmiss, sk( ≥ 0 andT′ � argmin
T″



T″

Δvtn ni, t′, sk(  − Δvtn ni, tmiss, sk( 



⎧⎨

⎩

⎫⎬

⎭.

(18)

θ is the preset number of VTNs of nonmissing values that are
used as training data of regression in the VTN imputation
algorithm. As the result, v(ni, tmiss, sk) can be used to impute
the missing value in the input data matrix IDM. (e flow
chart of VTN imputation is shown in Figure 4.

(e implementation of VTN imputation is shown in
Algorithm 2.

3.2.2. Discussion about Parameter θ in VTN Imputation
Algorithm. In the VTN imputation algorithm, the number

of VTNs of nonmissing values is preset by θ. Firstly, all
VTNs in the past time points of the input data matrix,
including the VTN of the missing value are sorted by values.
Next, centered on the VTN of the missing value, twice the
number of θ VTNs are selected to be sorted again by their
change rates if they have the same changing direction as that
of the missing value. Finally, θ VTNs are picked out and are
applied to the regression in the next step. To find the re-
lationship between the two performance indicators, the
imputing accuracy and the computational time and the
parameter θ, we make experiments as follows:

Input: input data matrix (IDM), VTN matrix (VTNM), u_index, v_index, c_index, vtn_index, waiting indices vector (WIV),
imputing_flag.

Output: VTN matrix (VTNM), imputing_flag. 1.
if IDM[1, v index] � NA then
(2) Add c index into WIV

(3) else if IDM[1, v index]≠NA and IDM[1, u index]≠NA then
(4) imputing flag←TRUE VTNM [1, vtn index]←(IDM[1, v index] − IDM[1, u index])∗

(IDM[2, c index] − IDM[2, u index])//(IDM[2, v index] − IDM[2, u index]) + IDM[1, u index]

(5) VTNM[2, vtn index]←(IDM[1, v index] − IDM[1, u index])/(IDM[2, v index] − IDM[2, u index])

(6) if WIV≠NULL then
(7) Reverse WIV

(8) for each element i in WIV do
(9) c index temp←i

(10) u index temp←u index

(11) v index temp←v index

(12) if c index temp � u in dex temp then
(13) u index temp←u index temp − 1
(14) while VTNM[u index temp, 1] � NA do
(15) u index temp←u index temp − 1
(16) end while
(17) end if
(18) VTNM[1, c index temp]← (IDM[1, v index temp] − IDM[1, u index temp])∗

(IDM[2, c index temp] − IDM[2, u index temp])/(IDM[2, v index temp] − IDM[2, u index temp])+

IDM[1, u index temp]

(19) VTNM[2, c index temp]←(IDM[1, v index temp] − IDM[1, u index temp])/ (IDM[2, v index temp]

− IDM[2, u index temp])

(20) end for
(21) end if
(22) end if
(23) return VTN matrix (VTNM), imputing_flag.

ALGORITHM 1: Calculation of VTN.
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Firstly, the parameter θ is set as 5, and we randomly
select one of the subsets from the Intel lab dataset. Apply the
MCARmethod to temperature values to get the subsets with

missing values at each of the missing percentages ranging
from 5% to 50%. (en, we stream the dataset by a rate, such
as one data per minute, and apply the VTN imputation
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Figure 3: Correlation between raw values and their temporal neighbor values on Intel Lab dataset. (a) Temperature. (b) Humidity.
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Figure 4: Flow chart of VTN imputation.
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Input: input data matrix (I DM), node ni, sensor sj, θ,
Output: input data matrix (I DM)
if there exists a new data in IDM then

(27) c index← c index + 1
(28) U index←c index − 1
(29) V index← c index + 1
(30) vtn index← vtn index + 1
(31) imputing flag←FALSE Get the new data from IDM by v_index
(32) Call Calculation of VTN
(33) imputation index←NULL

(34) if imputing flag � TRUE then
(35) Add c_index into imputation_index
(36) end if
(37) if WIV≠NULL then
(38) for each element i in WIV do
(39) if I DM[1, i] � NA then
(40) Add I DM[2, i] into imputation_index
(41) end if
(42) end for
(43) end if
(44) if imputation index≠NULL then
(45) Sort imputation_index by increasing index
(46) for each element j in imputation_index do
(47) for each k in 1: j do
(48) if VTNM[2, k]∗VTNM[2, j]≥ 0 then
(49) Add VTNM[, k] into PAST VTNM

(50) end if
(51) end for
(52) sort PAST VTNM by increasing order of PAST VTNM[1, ]

(53) new imputation index← new index for imputing value in PAST VTNM

(54) lower bound←new imputation indx − θ
(55) high er bound←new imputation indx + θ
(56) if lower bound< 1 then
(57) lower bound←1
(58) else if high er bound> |PAST VTNM| − 1
(59) high er bound←|PAST VTNM| − 1
(60) end if
(61) PAST VTNM CAN DI DATE←PAST VTNM[, lower bound: higher bound]

(62) new imputation index← new index for imputing value in PAST VTNM CAN DI DATE

(63) for each element m in PAST_VTNM_CANDADATE do
(64) CHANGE_RATE_DIST
(65) ←|PAST VTNM CAN DI DATE[2, new imputation index] − PAST VTNM CAN DI DATE[2, m]|

(66) end for
(67) sort PAST VTNM CAN DI DATE by increasing order of CHANGE_RATE_DIST
(68) Remove imputing value from PAST VTNM CAN DI DATE

(69) PAST VTNM CAN DI DATE←PAST VTNM CAN DI DATE[, 1: θ]

(70) I DM CAN DI DATE←raw values of PAST VTNM CAN DI DATE in I DM

(71) Construct the estimation equation using PAST_VTNM_CANDADATE and IDM_CANDIDATE to
(72) regress the coefficients αsk

, βsk

(73) Compute v(ni, tmiss, sk) using αsk
, βsk

and VTNM[1, j]

(74) I DM[1, j]← v(ni, tmiss, sk)

(75) end for
(76) end if
(77) end if
(78) return IDM

ALGORITHM 2: VTN imputation algorithm.
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algorithm to process the stream. After repeating the ex-
periment 10 times for different subsets, we get the results of
the average RMSE and the computational time for the
imputation. Increasing the θ by step size 5 till 35, we repeat
the experiments, and the results are shown in Figure 5.

From Figure 5, we can find that larger θ can bring lower
RMSE, i.e., the higher accuracy of imputation, however, it
increases the time costs as well. Moreover, the performance
of accuracy is improved slowly when the θ is great than 10.
We repeat the same experiments on the different sensor data
for humidity on the Intel lab dataset and repeat all exper-
iments on other datasets: the GreenORB dataset [27] and the
Air Quality dataset. All of them give similar results.

(erefore, in the VTN algorithm, it is reasonable that the
parameter θ is preset as the number that is a bit larger than
10 so that we can get relatively higher accuracy and shorter
computational time for imputation.

4. Experiment Results

In this section, wemake evaluation of the performance of the
proposed VTN algorithm. Firstly, we introduce evaluation
methods and datasets applied in experiments. (en, the
experiment steps are given, and results for imputing accu-
racy and computational time on three different real datasets
are described in detail.

4.1. Evaluation Methods. Generally, the accuracy of impu-
tation can be evaluated with the root mean square error
(RMSE), which can be computed by,

RMSE �

���������������������������

(real value − estimated value)2

the number of estimations



. (19)

(e smaller RMSE indicates the higher accuracy of the
imputation algorithm. In addition, the computational time
should be taken into consideration for online imputation,
and the microbenchmark tool [28] is applied to evaluate
them in experiments. We write codes in R language, and all
experiments are running on a computer with Intel Core i7
2.9 Ghz CPU and 16GB RAM.

4.2. Datasets and ?eir Preprocessing. (ree real world
sensor datasets are applied in experiments: the Intel Lab
dataset, the GreenOrbs dataset, and the Air Quality dataset.
(ey represent different application scenarios, which ensure
the sufficient tests of our imputation algorithm.

(e Intel lab dataset contains data from an indoor
wireless sensor network deployed in the Intel Berkeley
Research lab, which is composed of 54 nodes. Each node is
equipped with multiple sensors and is working continuously
to obtain different physical quantities on its location every
31 s, including temperature, humidity, light, and voltage
values. (e GreenOrbs dataset provides us with the outdoor
data collected from 120 wireless sensor nodes scattered in a
forest. Each node obtains the data, including temperature,
humidity, and light values every 80 to 85 s. (e Air Quality
dataset contains the data of a single multisensory node

network, which gets the air quality data hourly, including
temperature, humidity, the concentration of CO, NO2
concentration, Non Metanic HydroCarbons concentration,
and benzene concentration.

Before applying these three datasets to the experiments,
we preprocess them as follows: firstly, the missing data
contained in these raw datasets are deleted to get complete
datasets. (en, the data values, except the temperature and
humidity, are removed because only temperature and hu-
midity values are applied in our experiments. Secondly, for
every dataset, we randomly divide it into subsets in which
the measurement values are continuous, i.e., the raw dataset
and the number of values in the subsets are the same for the
experiments. It is worth noting that for the Intel Lab dataset
and the GreenOrbs dataset, the measurement values can be
obtained from more than one note in the WSNs. For testing
our algorithm reasonably, we get subsets from 20% of all
nodes chosen randomly. (irdly, in this paper, we only
consider the situation that the value obtained by the sensor
of the node is missing at the time points randomly.
(erefore, some values of the subsets have been marked as
dummymissing values (not available, denoted by NA) using
the Missing Completely at Random (MCAR). (en, we get
two versions for each subset, one is with missing values and
is applied to test algorithms, and the other is without the
missing values. After the missing values in the subset are
imputed in experiments, RMSE can be calculated based on
the raw values in the latter one. In experiments, the missing
percentage can be changed to observe the different results.
(e upper bound of the missing percentage is set as 50% in
our experiments because it is risky that over 50% of data is
missing for the observed values and imputation should not
be used in this situation [29]. In addition, in the experiments,
the measurement values can be extracted in different in-
tervals to make the data density of the dataset changeable.
(e dataset with the shorter sampling interval gets the higher
data density. (en, we can observe the results and evaluate
the algorithms. Finally, to simulate the actual working of the
sensor network, the base station or data center collects the
data from the sensor nodes in the form of a data stream, and
the imputation algorithm deployed on it checks the data and
makes imputation for the missing values. In each experi-
ment, the imputation algorithm reads the measurement
value one by one at the original rate from the subsets and
makes an imputation when there is a missing value. After
finishing the imputation for all missing values in the subset,
the imputation result can be used to evaluate the perfor-
mance of algorithms.

4.3. Evaluation of RMSE

4.3.1. Experiments and Results on Intel Lab Dataset.
Firstly, the sampling interval is set to 1min, and the missing
percentages are from 5% to 50%. Next, we randomly select
one of the subsets of the Intel lab dataset. Apply the MCAR
method to the temperature values to get the subsets with
missing values at each of the missing percentages. (en, we
apply different algorithms to make the imputation for the
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missing values in the stream from the subset, each one as a
test case. (e experiment is repeated 10 times for different
subsets. Finally, the average RMSE for each case at the same
missing percentage is calculated based on the test results of
all cases. Similarly, we apply the MCARmethod to humidity
values and repeat the same experiments.

(e parameter θ is set as 15 in the VTN algorithm. To
evaluate all imputation algorithms under the same condi-
tion, the spatial data from the neighbor nodes and the
temporal data from other sensors on the same node are not
applied in the TSNN and DESM algorithms. (erefore, in
the TSNN algorithm, the spatial-temporal coefficient λ is set
to 0, and the best kt for the temporal nearest neighbors will
be calculated and applied by the algorithm. Similarly, in the
DESM algorithms, the weight parameter α is set to 0.

(e experiment results are shown in Figure 6.
Figure 6 shows that for all imputation algorithms, the

RMSE rises as the percentage of the missing values increases.
(e reason is that the reliable information from the non-
missing values decreases as the number of missing values
increases, and the imputed values are applied in the cal-
culation of the estimated value of the next missing value
when the algorithms make the online imputation.(erefore,
for imputation algorithms that depend on more than one
previous value, such as LIN, MEAN, and TSNN, the per-
formance of accuracy is dropping down and is lower than
DSEM, which only requires one previous value. Among the
algorithms based on the calculated neighbor value, i.e., LIN,
TSNN, and VTN, LIN has a lower performance than the
latter two algorithms because it does not utilize the corre-
lation between the measurement value and its neighbors. It
is worth noting that although TSNN and VTN are the al-
gorithms applying regression to estimate the missing values,
the TSNN algorithm has poorer performance because the
temporal neighbor is calculated merely based on the pre-
vious values. Besides, it cannot get benefits from the spatial
neighbor and the data from other sensors on the same node

because they are unavailable in the experiment. However,
the VTN algorithm has the smallest RMSE in the entire
range of percentages of missing values and shows its best
performance. It benefits from the new algorithm design: the
method to calculate the virtual temporal neighbors exploits
the information from the value next to the current value, and
the information of previous values is fully exploited than
other algorithms. In addition, compared with temperature,
the RMSE for humidity data is bigger. It is caused by the
more dramatic variety of the humidity data than the tem-
perature data, which is because of more physical factors
affecting humidity than the temperature in real
environments.

To evaluate the performance of algorithms in different
data densities, we set the sampling intervals from 1min to
30mins. Before making the MCAR operation, we extract
measurement values based on them to make the subsets with
data density from high to low.(en, for different imputation
algorithms, we follow the same steps as the previous ex-
amples and calculate the average RMSE of cases within the
entire missing percentage range. (e experiment results are
shown in Figure 7.

Figure 7 displays that, for all imputation algorithms, with
the longer intervals, the data density is getting lower, and the
RMSE is fluctuating toward the bigger direction. Among all
algorithms, MEAN has the poorest performance because
precise information obtained from the previous values is
becoming much lesser when the data density is decreased,
and it has the greatest impact on the MEAN algorithm.
However, similar to the previous analysis, the VTN algo-
rithm is slightly affected and maintains its best performance
among all algorithms.

4.3.2. Experiments and Results on GreenOrbs Dataset.
Similar to the experiments on the Intel lab dataset, we make
the same experiments on the GreenOrbs dataset. Because of
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Figure 5: (e relationship between parameter θ and performance of VTN algorithm. (a) RMSE and ?. (b) Computational time and ?.
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the different data rate in the raw dataset, in experiments on
the GreenOrbs dataset, the sampling interval is set to 3mins,
and the missing percentages are still from 5% to 50%.

(e experiment results are shown in Figure 8.
Figure 8 demonstrates that the RMSE of all imputation

algorithms becomes relatively bigger in the GreenOrbs
dataset than in the Intel lab dataset. It is because of the more
intensive change of the temperature and humidity data in
the outdoor forest than indoors, and it is also the reason that
MEAN gets relatively lower performance. However, VTN
still obtains the highest performance because the neighbors

chosen based on the change rate contribute to the accurate
estimated values, which is affected less severely in this
situation.

Next, for evaluating the performance of algorithms in the
different data density, we set the sampling intervals from
3mins to 21mins and make the same experiments. (e
results are shown in Figure 9.

Similarly, from Figure 9, we find that MEAN is still the
worst one among all algorithms.(e performance of VTN is
getting degraded as the sampling interval is getting longer.
However, it still maintains the best accuracy in RMSE.

0.10

0.08

0.06

0.04

0.02

Percent of values missing (%)

RM
SE

4010 20 30 50

VTN
TSNN
LIN

DESM
MEAN

(a)

0.5

0.4

0.3

0.2

0.1

Percent of values missing (%)

RM
SE

4010 20 30 50

VTN
TSNN
LIN

DESM
MEAN

(b)

Figure 6: RMSE of imputation algorithms on Intel lab dataset. (a) Temperature data. (b) Humidity data.
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4.3.3. Experiments and Results Air Quality Dataset. In ex-
periments on the Air Quality dataset, the sampling interval is
set to 1 hour according to the raw dataset. Same as before, the
missing percentages are from 5% to 50%. We make the same
experiments on the Air Quality dataset and get results as
shown in Figure 10.

As shown in Figure 10, for all algorithms, the RMSE is
getting bigger with the increasing percentage of missing
values. Moreover, for all algorithms, the average RMSE is the
biggest in the Air Quality dataset, because in the Intel lab

dataset and the GreenOrbs dataset, the intervals in which the
sensor obtains the measurement are less than two minutes.
However, in the Air Quality dataset, the less interval of the
measurement values is one hour, which causes the difference
between the two adjacent measurement values to be bigger
than the one in the other two datasets.

(en, we set the sampling intervals from 1 hour to
7 hours and make the same experiments to evaluate the
performance of algorithms in different data densities. (e
results are shown in Figure 11.
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Figure 8: RMSE of imputation algorithms on GreenOrbs dataset. (a) Temperature data. (b) Humidity data.
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It is interesting that different from the previous exper-
iments, we can find that LIN replaces MEAN as the worst
algorithm, especially when the percentage of the missing
values is getting higher or the sampling interval is getting
longer as shown in Figures 10 and 11, because LIN gets the
greatest impact among all algorithms because of the dras-
tically variational neighbor values, which makes the linear
interpolation produce the poorest result. However, VTN is
still the best algorithm with the highest imputation accuracy.

In sum, evaluated by RMSE, the above experimental
results on three different datasets show that VTN gets the
best accuracy in imputation.

4.4. Evaluation of Computational Time. In this paper, the
computational time is denoted by TC, which is the elapsed
time from the imputation algorithm is triggered by a missing
data to the end of the imputation. (e running time of an
imputation algorithm for outputting an estimated value for a
missing value read in is denoted by TR. Generally, TC is
longer than TR because the base station must spend some
time for other required system processing tasks, for example,
time for data I/O, and it is denoted by TS. Hence, the
computational time TC is the sum of TR and TS. Moreover,
there is extra time required by some imputation algorithms,
which is used to obtain the data they need. For example, to
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Figure 10: RMSE of imputation algorithms on air quality dataset. (a) Temperature data. (b) Humidity data.
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the VTN algorithm, it needs to get the next value in the
sensor data stream to make imputation for the current
missing value. Hence, it must wait for the next coming data,
and the delay time is denoted by TD. (erefore, the actual
total processing time for completing an imputation for a
missing value, denoted by TP, can be computed as follows:

TP � TC + TD � TR + TS + TD. (20)

In our experiments, we do not need to know about the
actual running time TR and system time TS. Hence, the
computational time TC is enough for us to evaluate the
performance of algorithms, and it can be measured by the
microbenchmark tool on the R platform in our experiments.

Firstly, we randomly select one of the subsets of the Intel
lab dataset and set the sampling interval as 1min. (e in-
terval does not affect the computational time of imputation
algorithms, however, it must ensure that the number of
values inside the dataset is kept the same for all experiments
so we can compare the test results of the different algorithms.
Next, the missing percentages are set from 5% to 50%. We
apply the MCAR method to temperature values to get the
subsets with the missing values at each of the missing
percentages.(en, we apply different algorithms to make the
imputation for the missing values in the stream, each one as
a test case. (e experiment is repeated 10 times for different
subsets, and finally, based on the test results of all cases, the
average computational time for each case at the same
missing percentage is measured. As the data type is unrelated
to the computational time, we do not need to repeat the same
experiments on humidity data.

Similarly, we set the sampling interval as 3 mins for the
GreenOrbs dataset and 1 hour for the Air Quality dataset
and ensure these subsets have the same number of values.
(en, we repeat the same experiments, and the results are
shown in Figure 12.

In Figure 12, we can find that each of the imputation
algorithms shows similar performance on three different
datasets, which indicates there is no relationship between the
computational time of imputation algorithm and the dataset.
(e time consumed by all algorithms is increasing with the
percentage of values missing because of more missing values
required to be imputed, while VTN and TSNN are rising
sharply among them.

(e bar charts describe the average computational time
for a missing value with different imputation algorithms.
DESM has the shortest computational time, and MEAN and
LIN have relatively shorter computational times. By con-
trast, VTN and TSNN still have prominently longer com-
putational times, and VTN requires the longest time for
imputing a missing value.

(e reason that VTN and TSNN have poorer perfor-
mances in computational time is that they apply regression
to calculate the estimated value for missing data, which is a
time-consuming operation. In addition, computing virtual
neighbors for each value in the streaming data brings more
cost of computational time for the VTN algorithm and
makes it the top time-consuming algorithm. Actually, the
experiment results only demonstrate the computational time
TC, and we also need to consider the delay time TD to get the

final imputation processing time TP. Compared with VTN,
the other four algorithms, namely TSNN, LIN, MEAN, and
DESM, are not required to wait for getting the next value in
the sensor data stream. TD can be ignored for them,
however, VTN does need it, which depends on the data
stream rates on the sensor network, and it makes the final
processing time TP for the VTN algorithm longer.

5. Discussion

It is an essentiality of the imputation algorithms that they
calculate the estimation for the missing value in some way
based on the nonmissing values.

Firstly, the accuracy of imputation, which is evaluated by
RMSE, is determined by the level of similarity between the
estimated values and raw values if they are not missing. (e
only available information for estimating the operations
comes from the nonmissing values. (e best precise im-
putation algorithm should fully exploit the information
hidden in the nonmissing values and build the best con-
nection between the valuable information and the missing
value. It includes two meanings: one is to effectively exploit
the current information to extract the useful one for esti-
mation. (e other is to obtain extra information that helps
improve the performance of estimation if possible. For the
first one meaning, the MEAN algorithm utilizes the average
number of previous nonmissing values, which has relatively
less accuracy because of its inherent statistical deficiency, as
the results shown in experiments. DESM applies the non-
missing value next to the missing value directly. Depending
on the deviation level between the adjacent values, it rep-
resents different performance as the results shown in ex-
periments. LIN applies more calculation to get neighbor
values for making linear interpolation. Hence, its perfor-
mance depends on the fluctuant of the temporal neighbors
and becomes worse when the data density gets lower or the
numbers of nonmissing values get lesser. TSNN makes
further utilization on the relationship between the missing
value and its temporal neighbors by regression. Compared
with LIN, its performance is improved in most cases. LIN
and TSNN extract more useful information from the pre-
vious nonmissing values, but because the temporal neigh-
bors they relied on are calculated based on the nonmissing
values on the time points before the time when there is a
missing value, and it makes the calculated temporal
neighbors less accurate, which leads to the poor preciseness
of the regression in the next step. Eventually, LIN and TSNN
cannot get ideal performance. (ey even become worse, as
shown in the experiments results. However, by doing the
way in the second meaning, in other words, to get extra
information from the next measurement value improves the
accurate of imputation in VTN algorithm. (ere are two
crucial points in VTN, one is that the virtual temporal
neighbor of a value is calculated based on the two values
before and after the time point of the value, which boosts the
accuracy of the virtual temporal neighbor. (e other is that
only the virtual temporal neighbors, which are the closest to
the temporal neighbor of the missing value in values and
change rates are used in the regression to calculate the
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Figure 12: Continued.
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estimated value for imputing the missing value. (e first
point obtains extra information from the next measurement
value read in, and the second point makes further exploi-
tation of all information, which can explain the reason that
VTN obtains the best performance in the accuracy of im-
putation in our experiments.

Secondly, the computational time is another important
evaluation strategy for the imputation algorithm, especially
for the online imputation of the sensor data stream. Because
of more time expenses for more complex calculations than
other algorithms, VTN has the longest computational time
as shown in the experiment results. If considering about the
delay time for waiting the next coming measurement values,
the actual total processing time for VTN is quite longer than
other algorithms. However, it does not mean VTN is not
applicable in real circumstances. On the one side, in sensor
networks, because of the limited computing power, storage,
and power supply of sensor nodes, the imputation algorithm
usually is deployed on the base station or data center, which
has enough processing resources to support the running of
the VTN imputation algorithm at a reasonable time cost. On
the other hand, based on the results of experiments, the final
total processing time for VTN is the sum of the computa-
tional time and the delay time. For example, on the Intel lab
dataset, the original rate of the sensor data stream is 1/31
value per second, i.e., the interval between the two values is
31 s. Hence, the processing time for a missing value is ap-
proximately 31.0005 s. It indicates the delay time for
obtaining the next value accounts for the most part of

processing time. Generally, in the applications of the sensor
network, the acceptable response time depends on the type
of application. (e query application expects the shortest
response time, whereas the prediction can accept a little
longer response time. For simplicity’s sake, we use the query
application as an example. As the imputation algorithm is
working continuously to impute the possible missing value
and output the stream without missing values, the query
application can immediately get all complete data without
the missing values unless the missing value happens to be in
the end point of the data that has been querying currently,
which adds the extra delay time of reading one value or more
than one values (if the value read in is also a missing value)
into the final response time. However, the likelihood of this
situation is quite low when the percentage of value missing is
not too big. In fact, in real applications, the percentage of
value missing is usually small in most cases. (erefore, the
extra time cost brought by the delay time in VTN has
relatively minor impacts on the application. Compared with
minor extra processing time, the improved accuracy of
imputation makes the gains outweigh the loss for applica-
tions in WSNs, which makes VTN a valuable imputation
algorithm.

Finally, as a new imputation algorithm, there is still
plenty of room to improve the performance of VTN. (e
first point is that compared with other algorithms, its
computational time is relatively long, and it can be shorter if
we make further optimization in the implementation of the
algorithm.(e next point is that we are continuing to work is
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Figure 12: Computational time (a) (c) (e) and the average computational time for a missing value (b) (d) (f ). (a) Intel lab dataset. (b) Intel
lab dataset. (c) GreenOrbs dataset. (d) GreenOrbs dataset. (e) Air quality dataset. (f ) Air quality dataset.
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the accuracy of imputation. By designing better methods to
choose more suitable virtual temporal neighbors used in the
regression step, we expect to improve the imputing pre-
ciseness of the VTN algorithm in the future. In addition, in
this paper, the method to choose the parameter θ is based on
experiments on limited datasets. More experiments on a
larger range of datasets are required to be made for finding a
better method to preset the parameter in the further study.
(e last point that is that we have not considered a lot about
is the memory space used by the algorithm. In the current
VTN, we apply extra space for storing the virtual temporal
neighbors, and how to make it less without affecting the
computational time should be studied in the next stage. In
our research objective to make VTN an online imputation
algorithm with faster running time, more imputing accu-
racy, and lesser memory space, we still have a lot of work to
do in our further research work.

6. Conclusions

In this paper, we propose the VTN imputation algorithm to
cope with the missing values in the sensor data stream in
WSNs. Spatial information is not required for the algorithm,
and only the previous temporal values and a next value
reading from the stream are used to create the VTN. Next,
the missing value can be estimated by regression based on
the VTNs, which are closed to the VTN at the missing time
point in values and change rates. (e RMSE and the
computational time are evaluated for the VTN imputation
algorithm on three different sensor datasets. Compared with
other representative algorithms, the VTN imputation al-
gorithm presents higher imputing accuracy and acceptable
time costs when it is applied to online imputation for the
sensor data stream.
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Bai nationality has a long history and has its own language. Limited by the fact that there are fewer and fewer people who know
the Bai language, the literature and culture of the Bai nationality begin to lose rapidly. In order to make the people who do not
understand Bai characters can also read the ancient books of Bai nationality, this paper is based on the research of high-
precision single character recognition model of Bai characters. First, with the help of Bai culture lovers and related scholars, we
have constructed a data set of Bai characters, but limited by the need of expert knowledge, so the data set is limited in size. As
a result, deep learning models with the nature of data hunger cannot get an ideal accuracy. In order to solve this issue, we
propose to use the Chinese data set which also belongs to Sino-Tibetan language family to improve the recognition accuracy of
Bai characters through transfer learning. In addition, we propose four transfer learning approaches: Direct Knowledge Transfer
(DKT), Indirect Knowledge Transfer (IKT), Self-coding Knowledge Transfer (SCKT), and Self-supervised Knowledge Transfer
(SSKT). Experiments show that our approaches greatly improve the recognition accuracy of Bai characters.

1. Introduction

Bai nationality has a long history, splendid culture, and a
population of more than one million. Most of them live in
Dali Bai Autonomous Prefecture of Yunnan, and the rest
are distributed in all parts of Yunnan, Bijie Prefecture of
Guizhou, Liangshan Prefecture of Sichuan, Sangzhi County
of Hunan, etc. They have their own unique language. Bai
language is not only the common communication language
of Bai people, but also an important link to condense
national emotion and an important carrier of Bai culture
development. As the vocabulary, pronunciation and gram-
mar of Bai characters are all Chinese and Tibeto Burmese.
The language structure of Bai characters has very important
academic value and has been widely concerned by Chinese
and national language circles at home and abroad for a long
time. For the Bai nationality, whose literature is extremely
scarce, its historical and cultural value is self-evident.

In order to promote Bai culture, it is important that peo-
ple who do not understand the Bai characters can also read
the historical documents of Bai nationality or Bai characters

on stone steles. It is urgent to study and proposed an auto-
matic model that can recognize the single Bai characters.
In this way, once we meet an unknown Bai character, we
can take a picture, then use the model recognition, and
finally give the explanation of the word.

With the renaissance of neural networks and deep learn-
ing, tremendous breakthroughs have been achieved on various
recognition tasks [1–6]. Therefore, we consider using deep
learning models to do the word recognition of Bai characters.
First, we construct a single word data set of Bai characters,
which is a handwritten data set by Bai people and culture
researches. Due to the requirement for specialized knowledge,
the cost of constructing and labeling this data set is high.

Given the data set, we directly train traditional and recent
deep learning classification models [1, 7, 8] on this data set,
but we find that their performance is not ideal. This is because
the success of depth models needs a lot of data support, and
the data-hunger nature of depth models leads to their poor
performance when there is less data. Because of the need of a
lot of expert knowledge, our data set cannot be constructed
as large as the traditional classification data set [9–11].
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In order to solve this problem, we find that Chinese and
Bai language have a high degree of similarity, both belong to
the Sino-Tibetan language family (see Figure 1). Therefore,
we propose that we can use the way of knowledge transfer
[12–15] to transfer a large amount of Chinese knowledge
to Bai language, so as to obtain a better accuracy in Bai lan-
guage. We have designed four methods of knowledge trans-
fer: Direct Knowledge Transfer (DKT), Indirect Knowledge
Transfer (IKT), Self-coding Knowledge Transfer (SCKT),
and Self-supervised Knowledge Transfer (SSKT).

DKT is a classic idea of knowledge transfer. First, the
model is pretrained on the Chinese character data set, then
the feature extraction module of the model is used as the
parameter initialization of the Bai character recognition net-
work, and finally, the Bai character recognition network is
fine-tuned on the Bai character data set. The advantage of
this method is that the idea is direct and the implementation
is simple, but the disadvantage of this method is also very
obvious, that is, the Chinese character label does not contain
any semantic information, and it is difficult to guarantee
how much knowledge extracted by this hard label can be
transferred to Bai characters.

IKT is a method to ensure the quality of knowledge trans-
fer. It is noted that both Chinese and Bai language are com-
posed of 32 basic strokes, just like English is composed of 26
letters. Therefore, the number of basic strokes of each
Chinese character is counted, and the number of basic strokes
is used as a soft label to train the network. In this way, the net-
work can directly mine the common knowledge of Chinese
and Bai language, instead of mining the knowledge through
a classification task, so that the knowledge mined by the
network can be better transferred to the Bai language.

SCKT and SSKT are two unsupervised knowledge transfer
methods. The unlabeled data set is easier to obtain and has
lower cost, so the unsupervised knowledge transfer method will
be more practical. SCKT is to train a self-encoder [16–18] with
Chinese data set and then use the encoded part as the feature
extraction part of Bai character recognition network. SSKT uses
the method of comparative learning [19–21] to let the data
automatically mine the potential knowledge. The biggest
advantage of these two methods is that no tags are needed for
Chinese data sets, but the disadvantage is that it is difficult to
guarantee how much knowledge acquired by these unsuper-
vised methods can be used for knowledge transfer. It is also
found that the accuracy of unsupervised knowledge transfer is
lower than that of supervised knowledge transfer.

Our main contributions are fourfold: (1) We build a Bai
character data set. (2) We propose four methods of knowl-
edge transfer, DTK, ITK, SCTK, and SSTK, to transfer the
knowledge of Chinese characters to Bai characters. (3) The
four methods proposed in this paper have greatly improved
the recognition accuracy of Bai characters. (4) The research
could benefit the development of a mobile APP for recogni-
tion of Bai characters.

2. Materials and Methods

2.1. Notations. In order to improve the recognition perfor-
mance of the model, we consider using transfer learning

[12–15, 22]. Transfer learning is an ability of a system to rec-
ognize and apply knowledge and skills learned in previous
domains/tasks to novel domains/tasks. Specifically, let the
domain be denoted as D = fX , PðXÞg, where X represents
the feature space, PðXÞ represents the marginal probability
distribution, and X ∈X . And we can define the task as T =
fY , f ð·Þg, where Y represents the label space and f ð·Þ
represents the target prediction function.

The main problem of this paper is how to use the knowl-
edge of Chinese characters to improve the recognition ability
of Bai characters. Obviously, the novel domain is composed
of Bai characters, which can be defined as Db = fXb, PðXbÞg.
The novel task is also certain, that is, to predict the label
of Bai characters. We define the novel task as Tb = fYb,
f bð·Þg where f b : Xb ⟶Yb. Similarly, the previous
domain is composed of Chinese characters, which is
defined as Dc = fXc, PðXcÞg. And the design of the previous
task Tc = fYc, f cð·Þg directly determines the quality of the
knowledge extracted from Chinese characters. The design of
the previous task is also the focus of this paper. Finally, in this
paper, we give the design of four kinds of previous tasks.

2.2. Transfer Learning Approaches. We divide transfer learn-
ing approaches into supervised and unsupervised.

Two approaches were designed as supervised, Direct
Knowledge Transfer (DKT) and Indirect Knowledge Trans-
fer (IKT); DKT directly uses Chinese character label as the
training task while IKT uses common Chinese and Bai char-
acter attributes as a knowledge transfer bridge. In addition,
we also designed two unsupervised transfer learning
approaches. One is Self-coding Knowledge Transfer (SCKT).
As the name suggests, this method uses self-encoder [16–18]
to extract low-frequency information of characters, that is,
commonness. The other is Self-supervised Knowledge Trans-
fer (SSKT). Thanks to the prosperity of self-supervised
[23–26], self-supervised proposes a method that allows data
to monitor themselves to extract features. Contrastive learn-
ing [19–21] is a promising way effectively extracts features
used to distinguish different categories from data.

The details of these four approaches are as follows.
Direct Knowledge Transfer. The idea and implementa-

tion of this approach is very direct. Because the target task
Tb is a classification, the most intuitive way is to design the
source task also as a classification problem. That is, Tc =
fYc, f cð·Þg where Yc represents the label space of Chinese
characters and f c : Xc ⟶Yc. Suppose P = f ðXcÞ, where
P = ½p1, p2,⋯,pn� represents the probability that an example
is classified into each of the n possible Chinese characters.
Then, the training loss of this approach using source
domain Tc using previous domain Dc is as follows:

L = − log exp pkð Þ
∑i=n

i=1 exp pið Þ
, ð1Þ

where pk represents the the probability of the correct label.
The advantage of this approach is that it is straightfor-

ward with a simple implementation. The fundamental
purpose of this approach is to separate Chinese characters,
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so there is a part of the method focused on learning the
differences between Chinese characters. Although the char-
acteristics between Bai and Chinese characters are differ-
ent, knowledge learned in a task can be transferred to
the target task.

Indirect Knowledge Transfer. Since Chinese character
label does not contain any semantic information, we design
a label containing semantic information. It is observed that
Chinese and Bai characters are composed of 32 basic strokes,
as shown in Figure 2. Intuitively, we can use these 32 strokes
as soft labels to better transfer the knowledge of Chinese
characters to Bai characters. That is, Tc = fYc, f cð·Þg where
Yc represents the label space of 32 basic strokes. If Y == ½
y1, y2,⋯,y32� ∈Yc, then Y is a vector with a length of 32,
and yi represents the number of the i-th basic strokes. Then,
the loss of training this previous task Tc using previous
domain Dc is as follows:

L = Y − f Xð Þk k22: ð2Þ

The advantage of this approach is that all labels contain
rich semantic information, which is shared by Chinese and
Bai characters. In this way, the knowledge of 32 basic strokes
extracted from Chinese characters can be transferred to Bai
characters. The disadvantage is that we need to label each
Chinese character with 32 basic strokes, which requires a
certain amount of extra work.

Self-coding Knowledge Transfer. In fact, the above two
approaches need annotated Chinese characters, where anno-
tation inevitably brings a lot of work. Since a lot of unlabeled
examples of Chinese characters are available, a natural idea
is knowledge from unlabeled Chinese characters. First, we
consider the classical unsupervised learning method: self-
encoder, which can learn to compress high-dimensional data
into low dimensional without losing information as much as
possible. That is, Tc = fYc, f cð·Þg whereYc =Xc and f cð·Þ is
a structure that first encodes and compresses the data and
then decodes and restores the data. Then, the loss of training
of this approach Tc using previous domain Dc is as follows:

L = X − f Xð Þk k22: ð3Þ

However, there is no guarantee that low-frequency infor-
mation is the effective knowledge to aid Bai character recog-
nition. This task is similar to word2vec [27]; in low latitude
space, similar words will still be close together, so it is still an
effective method.

Self-supervised Knowledge Transfer. Self-supervised
learning [23–26] has gained great attention in recent years

because it can automatically extract knowledge in data.
Among them, contrastive learning [19–21] has made sur-
prising progress. Therefore, using the recent comparative
learning method MoCo [28] to automatically extract the
knowledge of Chinese characters has become a natural
choice. That is, Tc = fYc, f cð·Þg where Yc = ½k+, k−1 , k−2 ,⋯,
k−n �. k+ represents that the positive sample used in contras-
tive learning is usually obtained from the same picture using
different data expansion methods, and the others represent
negative samples, which are obtained from other pictures.
Then, the loss of training approach Tc using source domain
Dc is as follows:

L = − log exp X · k+
� �

exp X · k+
� �

+∑i=n
i=1 exp X · k−ið Þ

: ð4Þ

The features extracted by MoCo [28] have achieved
encouraging results in many tasks, such as image classifica-
tion [9] and target detection [29]. The advantage of this
approach is that it can inherit this powerful feature extrac-
tion ability. However, the training of comparative learning
needs larger batch size, which has higher requirements for
hardware cost. At the same time, it is difficult to guarantee
the quality of the knowledge extracted by comparative learn-
ing, which can only be verified by downstream tasks.

2.3. Model Training. After learning a model in the source
domain, the known can be transferred to the target
domain 2.3.

3. Experimental Results

3.1. Experimental Setup

3.1.1. Data Sets. We build a large data set with 400 Bai char-
acters. Because there is a certain overlap between Bai charac-
ters and Chinese characters, we only select Bai characters
which are quite different from Chinese ones to compose
and build this data set. There are about 2,000 samples for
each word and character, all written by Bai people and Bai
culture lovers. We split the data set into 50. In addition, we
also collected a large data set of Chinese characters. The data
set consists of 509 Chinese characters, each of which has
about 50 samples. In order to Indirect Knowledge Transfer,
we also label each Chinese character with 32 strokes.

3.1.2. Evaluation Protocol. We evaluate the proposed method
in terms of the average per-class Top-1 accuracy (ACC).

Bai characters :

Chinese :

Figure 1: Comparison between Chinese characters and Bai characters.
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3.1.3. Classification Model. We use three classical classifica-
tion models: AlexNet [8], VGG19 [7], and ResNet101 [1].
Comparing multiple models, we can analyze that our
method is effective and has strong generalization ability.

3.1.4. Implementation Details. We use SGD optimizer with
learning rate ðlrÞ = 0:01 and a batch size of 64 to train
DKT, IKT, and SCKT. On the other hand, we use SGD opti-
mizer with lr = 0:001 and a batch size of 512 to train SSKT.
Finally, we use SGD optimizer with lr = 0:01 and a batch size
of 64 to train f bð·Þ. We use StepLR learning rate adjustment
strategy, where the learning rate every 20 epochs becomes
0.8 of the original.

3.2. Accuracy Analysis. The accuracy comparison of the
transfer learning approaches is shown in Table 1.

We observe that the proposed IDK achieves significant
improvements over the other approaches. On the three
CNN models, the accuracy is 12.01%, 9.56%, and 10.00%
higher than that without transfer learning. At the same time,
this training strategy of transfer learning is the most accurate

of the four approaches we proposed. This fully shows that
our design of 32 basic strokes as soft labels can transfer the
knowledge learned from Chinese characters to Bai charac-
ters. Although the 32 basic stroke label does not consider
the structure and position, it is still a very effective means
of transferring learning based on results.

The second high accuracy was obtained by DKT. It uses
hard labels directly, that is, labels for each word, to pretrain
the models. Although this label does not contain any seman-
tic information, the model still extracts relevant features that

Figure 2: 32 basic strokes of Chinese characters and Bai characters.

Require: Chinese character data set Dc and Bai character data set Db.
Ensure: Function f bð·Þ for Bai character classification.
Initialize the parameters of both f cð·Þ and f bð·Þ.

1: while the f cð·Þ does not converge do
2: for samples in Dc do
3: Optimize f cð·Þ by Eq.(1) or Eq.(2) or Eq.(3) or Eq.(4).
4: end for
5: end while
6: The parameters of feature extraction part in f bð·Þ are replaced by those in f cð·Þ.
7: while the f bð·Þ does not converge do
8: for samples in Db

9: Optimize f bð·Þ by Cross entropy loss.
10: end for
11: end while

Algorithm 1: Proposed approach.

Table 1: Accuracy comparison of different CNNs and transfer
learning approaches. No means using Bai characters to train the
model directly, and transfer learning is not used.

CNN No DKT IKT SCKT SSKT

AlexNet 73.16 83.42 85.17 74.82 77.94

VGG19 78.28 82.92 87.84 78.63 80.21

ResNet101 78.54 87.82 88.54 80.41 82.09
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can be used for knowledge transfer in the pretraining. On
the three models, the accuracy is 10.26%, 4.64%, and 9.28%
higher than that without transfer learning. The results
showed that this approach can also bring a good improve-
ment in the accuracy, but there is a certain lack of interpret-
ability of the knowledge transferred to the target task.

The accuracy of unsupervised transfer learning
approaches SCKT and SSKT is lower than that of supervised
approaches. However, it is also an excellent solution if the
data set is difficult to get annotation. The essence of SCKT
is to seek a low latitude compression of data. Obviously,
most of the knowledge used for compression is not directly
transferable to another task, so the improvement in accuracy
is not obvious. On the three models, the accuracy is 1.66%,
0.35%, and 1.87% higher than that without transfer learning.
In fact, compared with the Bai character training model
directly, the accuracy is not greatly improved.

Although SSKT cannot be compared to supervised
approaches, it was significantly better than SCKT. On the
three models, the accuracy is 4.78%, 1.93%, and 3.55%
higher than that without transfer learning. Although the lat-
est comparative learning method has been able to compare
with the full supervision method, it needs a huge data set
to bring. This is also the reason why our SSKT method is
inferior to the full supervision method. In many cases, it is
difficult for us to obtain a large number of unlabeled data.
At that time, this method is the most suitable. Of course, this

method requires additional calculation cost for hardware,
and it is also a disadvantage that cannot be ignored.

3.3. Feature Visualization Analysis. In order to further illus-
trate the effect of these four approaches, we directly use the
pretrained network to extract the features of 40 Bai charac-
ters. Then, t-SNE [30] algorithm is used to visualize these
features, as shown in Figure 3. It can be seen that, after
pretraining with the IKT, the extracted features can be well
distinguished even if there is no fine-tuning in the Bai char-
acter data set. Although the features extracted by DKT
method have a good degree of aggregation within classes,
there is some overlap between classes. Although some of
the features extracted by SCKT and SSKT can be well distin-
guished, most of them will overlap each other. Through the
visualization results, we have a more intuitive understanding
of the differences between the four methods, and also
explain why IKT method is better than other methods.

3.4. Convergence Speed Analysis. In Figure 4, we show the
difference of convergence speed of different CNNs. It can
be observed that the convergence speed of the CNNs is
greatly improved after the application of the knowledge
transfer methods. Without the use of knowledge transfer,
the CNNs will go through multiple epochs before it starts
to converge. However, after the use of the knowledge trans-
fer method, the CNNs will converge from the beginning of

(a) IKT (b) DKT

(c) SCKT (d) SSKT

Figure 3: Different methods of feature visualization results.
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training. This is because the CNN has recognize Bai charac-
ters. In other words, the CNN has a good initial parameter,
so it can converge quickly.

4. Conclusion

Bai nationality, as a nation with a long history in China,
not only has its own language but also has created brilliant
culture. However, with the development of the times,
because fewer and fewer people know Bai characters, Bai
culture is dying out. In order to make people who love
Bai culture and related researchers can read Bai literature
smoothly, this paper mainly studies how to train a high-
precision Bai character recognition CNNs. First, we build
a data set of Bai characters, but limited by the need of

expert knowledge, so the data set is limited in size. As a
result, those depth models that need a lot of data-driven
cannot achieve satisfactory results on this data set. In
order to solve this problem, we propose to use the Chinese
data set which also belongs to Sino-Tibetan language
family to help improve the recognition accuracy of Bai
characters through knowledge transfer. In addition, we
propose four methods of knowledge transfer: Direct
Knowledge Transfer (DKT), Indirect Knowledge Transfer
(IKT), Self-coding Knowledge Transfer (SCKT), and Self-
supervised Knowledge Transfer (SSKT). Sufficient experi-
ments not only show that our method can greatly improve
the recognition accuracy of Bai characters but also show
the advantages of our method from the visualization and
convergence speed.
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Figure 4: Convergence speed of different methods.
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Data Availability

We build a large data set of Bai characters. There are a total
of 400 Bai characters. Because there is a certain overlap
between Bai characters and Chinese characters, we only
select Bai characters which are quite different from Chinese
characters to build this data set. There are about 2,000
samples for each word, all written by Bai people and Bai
culture lovers. The training set and the test set are about
one to one. At present, the data set is still private and will
be made public later.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” 2015, https://arxiv.org/abs/1512.03385.

[2] C. R. Qi, H. Su, K. Mo, and L. J. Guibas, “Pointnet: deep learn-
ing on point sets for 3d classification and segmentation,” 2016,
https://arxiv.org/abs/1612.00593.

[3] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: towards
real-time object detection with region proposal networks,”
2015, https://arxiv.org/abs/1506.01497.

[4] X. Xingsi, W. Xiaojing, J. Chao, M. Guojun, and Z. Hai, “Inte-
grating sensor ontologies with global and local alignment
extractions,” Wireless Communications and Mobile Comput-
ing, vol. 2021, Article ID 6625184, 10 pages, 2021.

[5] X. Xue and J. Zhang, “Matching large-scale biomedical ontol-
ogies with central concept based partitioning algorithm and
adaptive compact evolutionary algorithm,” Applied Soft Com-
puting, vol. 106, article 107343, 2021.

[6] X. Xue and J. Chen, “Matching biomedical ontologies through
compact differential evolution algorithm with compact adap-
tion schemes on control parameters,” Neurocomputing,
vol. 458, pp. 526–534, 2021.

[7] A. Conneau, H. Schwenk, L. Barrault, and Y. Lecun, “Very
deep convolutional networks for natural language processing,”
2016, https://arxiv.org/abs/1606.01781.

[8] S. Targ, D. Almeida, and K. Lyman, “Resnet in resnet: Gener-
alizing residual architectures.,” 2016, CoRR abs/1603.08029.

[9] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet clas-
sification with deep convolutional neural networks,” Advances
in Neural Information Processing Systems 25, pp. 1106–1114,
2012.

[10] G. Cohen, S. Afshar, J. Tapson, and A. van Schaik, “Emnist: an
extension of mnist to handwritten letters,” 2017, https://arxiv
.org/abs/1702.05373.

[11] M. Swofford, “Image completion on CIFAR-10,” 2018, https://
arxiv.org/abs/1810.03213.

[12] M. Chen, Z. E. Xu, K. Q. Weinberger, and F. Sha, “Marginal-
ized denoising autoencoders for domain adaptation,” 2012,
https://arxiv.org/abs/1206.4683.

[13] X. Glorot, A. Bordes, and Y. Bengio, “Domain adaptation for
large-scale sentiment classification: a deep learning approach,”
in Proceedings of the 28th International Conference on
Machine Learning (ICML-11), pp. 513–520, Bellevue, Wash-
ington, USA, 2011.

[14] M. Oquab, L. Bottou, I. Laptev, and J. Sivic, “Learning and
transferring mid-level image representations using convolu-
tional neural networks,” in CVPR, pp. 1717–1724, IEEE
Computer Society, 2014.

[15] J. Yosinski, J. Clune, Y. Bengio, and H. Lipson, “How transfer-
able are features in deep neural networks?,” in Advances in
Neural Information Processing Systems 27, Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger,
Eds., pp. 3320–3328, 2014.

[16] Y. J. Fan, “Autoencoder node saliency: selecting relevant latent
representations,” 2017, https://arxiv.org/abs/1711.07871.

[17] H. Ishfaq, A. Hoogi, and D. Rubin, “TVAE: triplet-based
variational autoencoder using metric learning,” 2018,
https://arxiv.org/abs/1802.04403.

[18] Q. Li, X. Zheng, and X.Wu, “Collaborative autoencoder for rec-
ommender systems,” 2017, https://arxiv.org/abs/1712.09043.

[19] T. Chen, S. Kornblith, M. Norouzi, and G. E. Hinton, “A sim-
ple framework for contrastive learning of visual representa-
tions,” in International conference on machine learning,
pp. 1597–1607, 2020.

[20] A. van den Oord, Y. Li, and O. Vinyals, “Representation
learning with contrastive predictive coding,” 2018, https://
arxiv.org/abs/1807.03748.

[21] Y. Tian, D. Krishnan, and P. Isola, “Contrastive multiview cod-
ing,” in ECCV (11). Lecture Notes in Computer Science, vol.
12356, A. Vedaldi, H. Bischof, T. Brox, and J. M. Frahm,
Eds., pp. 776–794, Springer, 2020.

[22] S. Mirsamadi and J. H. L. Hansen, “Multi-domain adversarial
training of neural network acoustic models for distant speech
recognition,” Speech Communication, vol. 106, pp. 21–30, 2019.

[23] R. D. Hjelm, A. Fedorov, S. Lavoie-Marchildon, K. Grewal,
A. Trischler, and Y. Bengio, “Learning deep representations
by mutual information estimation and maximization,” 2018,
https://arxiv.org/abs/1808.06670.

[24] I.Misra, C. L. Zitnick, andM.Hebert, “Shuffle and learn: unsuper-
vised learning using temporal order verification,” in ECCV (1).
Lecture Notes in Computer Science, vol. 9905, B. Leibe, J. Matas,
N. Sebe, and M. Welling, Eds., pp. 527–544, Springer, 2016.

[25] J. Wu, X. Wang, and W. Y. Wang, “Self-supervised dialogue
learning,” in ACL (1), A. Korhonen, D. R. Traum, and L.
Márquez, Eds., pp. 3857–3867, Association for Computa-
tional Linguistics, 2019.

[26] Z. Wu, Y. Xiong, S. Yu, and D. Lin, “Unsupervised feature
learning via non-parametric instance-level discrimination,”
2018, https://arxiv.org/abs/1805.01978.

[27] X. Rong, “word2vec parameter learning explained,” 2014,
https://arxiv.org/abs/1411.2738.

[28] K. He, H. Fan, Y. Wu, S. Xie, and R. B. Girshick, “Momentum
contrast for unsupervised visual representation learning,” in
Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pp. 9726–9735, 2020.

[29] P. R. P. A. P. S. T. Vinod, “Object detection an overview,”
International Journal of Trend in Scienti_c Research and Devel-
opment, vol. 3, no. 3, pp. 1663–1665, 2019.

[30] N. Rogovschi, J. Kitazono, N. Grozavu, T. Omori, and
S. Ozawa, “T-distributed stochastic neighbor embedding spec-
tral clustering,” in 2017 International Joint Conference on Neu-
ral Networks (IJCNN), pp. 1628–1632, Anchorage, AK, USA,
2017.

7Wireless Communications and Mobile Computing

https://arxiv.org/abs/1512.03385
https://arxiv.org/abs/1612.00593
https://arxiv.org/abs/1506.01497
https://arxiv.org/abs/1606.01781
https://arxiv.org/abs/1702.05373
https://arxiv.org/abs/1702.05373
https://arxiv.org/abs/1810.03213
https://arxiv.org/abs/1810.03213
https://arxiv.org/abs/1206.4683
https://arxiv.org/abs/1711.07871
https://arxiv.org/abs/1802.04403
https://arxiv.org/abs/1712.09043
https://arxiv.org/abs/1807.03748
https://arxiv.org/abs/1807.03748
https://arxiv.org/abs/1808.06670
https://arxiv.org/abs/1805.01978
https://arxiv.org/abs/1411.2738


Research Article
Improved Joint Optimization Design for Wireless Sensor and
Actuator Networks with Time Delay

Lihan Liu ,1,2 Yuehui Guo ,1 Yang Sun ,1 Zhuwei Wang ,1 Enchang Sun ,1

and Yanhua Sun1

1Faculty of Information Technology, Beijing University of Technology, Beijing 100124, China
2School of Information, Beijing Wuzi University, Beijing, Beijing 101149, China

Correspondence should be addressed to Yang Sun; sunyang@bjut.edu.cn

Received 24 September 2021; Accepted 9 December 2021; Published 30 December 2021

Academic Editor: Xingsi Xue

Copyright © 2021 Lihan Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of wireless communication technology, the newest development of wireless sensor and actuator
networks (WSANs) provides significant potential applications for various real-time scenarios. Currently, extensive research
activities have been carried out in the field of efficient resource management and control design. However, the stability of
the controlled plant and the efficiency of network resources are rarely considered collaboratively in existing works. In this
paper, in order to enhance the control stability and improve the power consumption efficiency for the WSAN, a novel
three-step optimization algorithm jointly designing the control strategy and transmission path routing is proposed when
the time delay is considered. First, the minimum hop routing algorithm is used to obtain the set of candidate transmission
paths. Then, the optimal control signals for each candidate transmission path can be iteratively derived with a backward
recursion method. Finally, the best transmission path is determined under the optimal control strategy to achieve the joint
optimization design. The effectiveness of the proposed joint optimization algorithm is verified by the simulations of the
application in the power grid system.

1. Introduction

Wireless communication technology plays a vital role in
various communication networks to promote the progress
of modern science and technology [1–3]. It is believed that
the emergence and development of the wireless technology
are revolutionizing the traditional wired communication.
Wireless sensor and actuator networks (WSANs), typically
consisting of sensors, controllers, and actuators, is one of
the most critical wireless communication applications [4].
With the characteristic of spatially distributed nodes,
WSAN has the capability of information perception, trans-
mission, analysis, and processing to meet the demands for
both high reliability and low latency. Efficient information
sharing and energy consumption management can be real-
ized in the closed-loop feedback control network with
proper resource allocation and transmission path routing.
Currently, WSAN has already become an attractive

research topic in many application areas, such as Internet
of Thing (IoT), intelligent transportation, automotive
industry, and smart healthcare [5–10].

WSAN takes advantage of the wireless network to pro-
vide information sharing, resource utilization, and plant
control. However, there are still some challenges introduced
especially with the increasing number of connected devices
and sensor nodes [11–14]. One of the problems is the time
delay caused by wireless communication which may signifi-
cantly degrade the system performance and even cause
instability [15]. Many works have been done to alleviate
the influences of the delays. In [16], the network-induced
short delay is analyzed for addressing the real-time system
control problem. It uses the stochastic control theory to ana-
lyze the optimal state feedback for stabilization in discrete-
time domain. The authors in [17] study an optimal control-
ler for network control systems to maintain stability under
the long time delay caused by wireless communication. An
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overview makes a deep analysis of stability of linear systems
with time-varying delays in [18]. Fog computing is intro-
duced to minimize the delay for IoT applications in
[19–20]. Moreover, in [21], a packet-based control law is
proposed in networked control systems that explicitly com-
pensates losses of the delay, data packet disorder, and data
packet dropout based on Markov chain. Currently, the joint
optimization design in wireless sensor networks has begun
to attract more and more attention. A two-step algorithm
is proposed in [22] when the real-time control and resource
management are collaboratively considered.

In addition, the power consumption has gradually
become another challenging problem [23–25]. In [26], two
distributed local algorithms dynamically adjust the trans-
mission power level per node and are proposed to take
advantages in improving energy efficiency. The medium
access control protocol in [27] is provided for efficiently
reducing energy consumption with a two-radio architecture.
In [28], an optimization method of controller and commu-
nication systems is proposed to minimize the power con-
sumption for wireless networked control systems
considering the imperfections of time delay and packet
error. Joint resource allocation and power control are inves-
tigated to maximize the energy efficiency of device-to-device
(D2D) communications in [29]. In [30], a power-based vehi-
cle longitudinal control optimal algorithm is proposed to
minimize energy consumption of the connected eco-
driving system. In [31], the latency optimization for resource
allocation is proposed in mobile edge computation offload-
ing. Furthermore, the power consumption is considered a
key indicator in many actual applications. Currently, in mul-
tihop wireless sensor network, a distributed power control
and data scheduling algorithm based on a differential game
framework is proposed in [32] to achieve effective use of
the available harvested energy and balance the buffers of all
sensor nodes.

Unfortunately, most of the existing works focus on either
control strategy design or power consumption management
in the WSAN. The overviews in [33–34] and our previous
work [35] reveal potential benefits of jointly optimizing con-
trol strategy and power consumption. However, few studies
have taken into account these two aspects simultaneously.
In this paper, a novel joint optimization algorithm is pro-
posed, which meets the requirements of the real-time con-
trol and power consumption reduction. The main
contributions of this paper can be summarized as follows:

(i) In discrete-time domain, based on the control
dynamics modeling and power consumption analy-
sis, the optimization problem jointly considering
the control stability and power consumption effi-
ciency is formulated in the presence of the time
delay

(ii) A novel three-step joint optimization algorithm is pro-
posed. First, the set of candidate paths is obtained by
using the minimum hop routing algorithm. Next, the
optimal control strategy for each candidate path can
be iteratively derived with a backward recursion
method. Finally, the joint optimization design is real-

ized through the best transmission path selection
under the determined optimal control strategy

(iii) In particular, the minimum hop routing algorithm
is obtained based on the strong correlation between
the utility function of the WSAN and the network-
induced time delay, which is totally determined by
the number of hops in the transmission path. In
addition, the optimal control signal can be derived
as a linear function of the current state information
and previous control signals

The rest of this article is organized as follows. Section 2
gives the system model and problem description. Then, in
Section 3, the joint optimal control design under the influ-
ence of time delay is derived. The simulation experiment
and conclusion are presented in Section 4 and Section 5,
respectively.

2. System Model and Problem Formulation

In this section, a typical WSAN model consists of the plant,
sensor, actuator, controller, and spatially distributed net-
work nodes as shown in Figure 1. The sensors adjacent to
the controlled plant sample the state information at periodic
intervals. The controller acts as a decision maker to arrange
an optimal transmission path and generate control strategies
to realize the closed-loop feedback control. Then, the control
signals are sent along this transmission path to the actuators
to ensure the desirable dynamic and steady-state response.
However, the time delay induced by the shared wireless
communication among the WSAN components has serious
effects on the stability of real-time control application [35].
Considering time delay, the joint optimization design of
WSAN is investigated in this paper to achieve both plant
control stability and energy efficiency of the wireless sensor
network.

2.1. Power Consumption Analysis. In general, there are sev-
eral alternative transmission paths available in wireless sen-
sor networks because of the inherent nature of distributed
network structure. A simple dual-path case is shown in
Figure 1 that the solid transmission path ð1⟶ 2⟶
controller⟶ 7⟶ 8Þ and the dotted transmission path ð
1⟶ 3⟶ 4⟶ controller⟶ 5⟶ 6⟶ 8Þ are two
candidate paths. In particular, a given transmission path is
depicted in Figure 2, where there are mk network nodes with
the controller located at the mc

kth node.
Considering a given transmission path k, the transmis-

sion power consumption from the jth network node to the
ðj + 1Þth network node can be given by [36]

Pk
j,j+1 = μ xk k2 + κd xk k2drj,j+1, ð1Þ

where kxk denotes the amplitude of the signal x, r is the
signal attenuation factor, dj,j+1 represents the transmission
distance, and μ and κd are system determined constants.

Then, in the ith sampling interval (iT , ði + 1ÞT), the
sensor-to-controller and the controller-to-actuator power
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consumptions can be, respectively, expressed as [22].

Pk
sc,i = 〠

mc
k−1

j=1
μ sik k2 + κd sik k2drj,j+1

� �
, ð2Þ

Pk
ca,i = 〠

mk

j=mc
k

μ uk,i
�� ��2 + κd uk,i

�� ��2drj,j+1� �
, ð3Þ

where si is the sampled plant state and uk,i is the control
signal generated based on the received si.

Thus, the total transmission power consumption of the
entire control process is

Pk
net = 〠

J−1

i=0
Pk
sc,i + Pk

ca,i

� �
, ð4Þ

where J is the number of sampling intervals in the con-
trol process.

2.2. Control System Modeling. In WSANs, the system
dynamics in ith sampling interval can be formulated as [16]

si+1 =Visi +Wi1uk,i +Wi2uk,i−1, ð5Þ

where

Vi = eVT ,

Wi1 =
ðT−τ
0

eVtdtW,

Wi2 =
ðT
T−τ

eVtdtW,

ð6Þ

and here V and W are determined system parameters
and τ is the network-induced time delay, which is influenced
by many factors such as the sensor distribution, node size,
network topology, and even signal transmission, processing,
and reception.

In order to ensure the WSAN stability, the objective of
the control strategy design is to minimize the system cost
function as [37]

Pk
cont = sTJ BJ sJ + 〠

J−1

i=0
sTi B0si + uTk,iC0uk,i
� �

, ð7Þ

where BJ , B0, and C0 are determined system matrices.

2.3. Optimization Problem Formulation. Considering both
power consumption efficiency and control stability of
WSANs, the utility function of the joint optimization prob-
lem can be expressed as

Pk
J = Pk

cont + βPk
net, ð8Þ

where β is a weight coefficient.
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Then, the utility function can be rewritten as

Pk
J = sTJ BJ sJ + 〠

J−1

i=0
sTi Bsi + uTk,iCuk,i
� �

, ð9Þ

where

B = B0 + β μ mc
k − 1ð Þ + κd 〠

mc
k−1

j=1
drj,j+1

2
4

3
5IB,

C = C0 + β μ mk −mc
k + 1ð Þ + κd 〠

mk

j=mc
k

drj,j+1

" #
IC ,

ð10Þ

and Ii is an identity matrix with the same size as i.
Therefore, the objective of the joint optimization problem is

to minimize the utility function through the transmission path
routing and control strategy design, which is formulated as

min
uk,i ,kf g

Pk
J = sTJ BJ sJ + 〠

J−1

i=0
sTi Bsi + uTk,iCuk,i
� �

,

s:t:si+1 =Visi +Wi1uk,i +Wi2uk,i−1:

ð11Þ

3. Joint Optimization Algorithm Design

In this section, a novel three-step algorithm is proposed to
solve the joint optimization problem in (9). First, the candi-
date set of transmission paths is obtained by using the min-
imum hop routing algorithm. Then, for a given candidate
transmission path, the control strategy can be derived in a
backward recursion manner. Finally, the best transmission
path selection under the optimal control strategy is
determined.

In fact, it is difficult to directly solve the joint optimi-
zation problem (9). According to the principle of decou-
pling, the joint optimization problem can be decomposed
into two subproblems: (S1) When the control strategy is
designed, the joint optimization problem can be simplified
to be a optimal path routing problem. (S2) When the
transmission path is selected, the joint optimization prob-
lem can be converted to an individual control design
problem. That is,

S1 :

min
u∗k,i ,kf g

Pk
J = sTJ BJ sJ + 〠

J−1

i=0
sTi Bsi + u∗k,i

� �TCu∗k,i� �
,

s:t:si+1 = Visi +Wi1u
∗
k,i +Wi2u

∗
k,i−1,

ð12Þ

S2 :

min
uk∗ ,i ,k

∗f g
Pk∗

J = sTJ BJ sJ + 〠
J−1

i=0
sTi Bsi + uTk∗ ,iCuk∗ ,i
� �

,

s:t:si+1 =Visi +Wi1uk∗ ,i +Wi2uk∗ ,i−1,

ð13Þ

where u∗k,i and k∗ denote the optimal control strategy
and the optimal transmission path routing, respectively.

In general, the transmission path routing and control
strategy design can be addressed base on subproblems S1
and S2, respectively, and then iteratively converge to the
joint optimal design. However, the iteration process usually
has uncertain convergence and large computational com-
plexity. Below, the further analysis is presented to simplify
the iteration process.

3.1. Optimization Problem Transformation. In order to solve
S1 in (11), a typical approach is the exhaustive search
method to derive the best transmission path. However, it
requires lots of computations, especially in a large-scale net-
work. Therefore, a set of candidate paths needs to be deter-
mined first to reduce the computation burden.

Theorem 1. The subproblem S1 can be converted to be the
transmission path selection problem with minimum hop
count.

Proof. Based on the assumption in subproblem S1, the opti-
mization problem can be simplified as the following optimal
transmission path selection problem

min
u∗k,i ,kf g

Pk
J u∗k,i
� �

= sTJ BJ sJ + 〠
J−1

i=0
sTi Bsi + u∗k,i

� �TCu∗k,i� �
: ð14Þ

Then, the set of candidate transmission paths η subject
to the minimum utility function can be obtained as

η = arg min
kf g

Pk
J u∗k,i
� �

: ð15Þ

In the WSAN, wireless communication may introduce
time delays resulting in the system instability. Existing works
[38–40] demonstrate the strong correlation between the
delay and the utility function that a larger delay leads to an
increase in the utility function, and vice versa. Thus, the
minimum utility function can be transformed into the min-
imum delay problem as follows:

η = arg min
kf g

τkf g, ð16Þ

where τk is the time delay of kth transmission path.
Theoretically, the time delay mainly includes transmis-

sion and access delays, which is typically proportional to
the hop count [39, 41]. Therefore, the optimization problem
in (15) can be equivalent to the minimum hop problem as

η = arg min
kf g

HCk, ð17Þ

where HCk denotes the number of hops of a given trans-
mission path.☐

3.2. Minimum Hop Routing Algorithm. In this subsection,
the minimum hop routing algorithm is provided to effi-
ciently reduce the computational complexity. First, the
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dynamic programming approach, as an optimization
method of multistage decision-making, is used to transform
the nonstandardized network into a the standardized one to
provide a coherent and regular architecture. Then, the set of
candidate transmission paths is derived based on the mini-
mum hop routing algorithm.

In general, as shown in Figure 3, the sensor network
without obvious decision-making stages is called the non-
standardized network. it is difficult to find the minimum
hop routing directly with the increase in the number of sen-
sor nodes. In order to search the path quickly, it is necessary
to add virtual nodes to convert the network into a standard-
ized sensor network. It can be seen from the Figure 3 that the
number of hops from node A to node E can be 2 hops
(A⟶ C⟶ E) or 3 hops (A⟶ B⟶ C⟶ E), so a vir-
tual child node E1 equivalent to node E can be added in
the second decision-making stage as shown in Figure 4.

Based on the step above, the nonstandardized network
problem can be successfully addressed. It is assumed that
there are i sensor nodes during the lth decision-making
stage. Then, we can model the minimum hop count function
in the lth decision-making stage as follows:

minHC l,ið Þ =minHC l−1,ið Þ +minHop l,ið Þ, ð18Þ

where

Hop l,ið Þ =
0, virtuallink,

1, otherwise:

(
ð19Þ

(1) l = 0: when l = 0, the minimum hop count function in
the source node is

minHC 0,ið Þ = 0 ð20Þ

(2) l = 1: identify and store the adjacent nodes with the
smallest hop count in terms of (18), and the minimum hop
count function when l = 1 has

minHC 1,ið Þ =minHop 1,ið Þ ð21Þ

(3) l = 2,⋯, n − 1, n: here, n is the total decision stages.
We can obtain the set of candidate transmission paths with
the minimum hop count as in (17). Finally, the set of candi-
date transmission paths can be derived as

η = arg min
kf g

HC n,ið Þ, ð22Þ

where fkg is the set of available transmission paths in
the standardized sensor network.

By using the proposed minimum hop routing algorithm
summarized as in Algorithm 1, the set of candidate trans-
mission paths to the optimization problem in (16) can be
obtained. For example, as in Figure 4, there are three candi-
date transmission paths, namely, A⟶ C⟶D⟶ F, A
⟶ B⟶D⟶ F, and A⟶ C⟶ E⟶ F.

3.3. Optimal Control Design. For a given transmission path
k̂ ∈ η, the optimization problem in (13) can be equivalent
to the following problem:

min
uk̂,if g

Pk̂
J = sTJ BJ sJ + 〠

J−1

i=0
sTi Bsi + uT

k̂,iCuk̂,i
� �

,

s:t: si+1 =Visi +Wi1uk̂,i +Wi2uk̂,i−1:

ð23Þ

Define a new state vector f k̂,i = ½sTi , uk∧,i−1�T , and then,
the optimization problem in (22) can be rewritten as

min
uk̂,if g

Pk̂
J = f Tk̂,J

�BJ f k̂,J + 〠
J−1

i=0

f k∧,i

uk∧,i

" #T �B 0

0 C

" #
f k̂,i

uk̂,i

" #

s:t: f k̂,i+1 = Ei f k̂,i + Fiuk̂,i,

,

ð24Þ

1 Step 1:
2 Input: Source node and destination node.
3 Step 2:
4 Initialize l = 0, minHCð0,iÞ = 0.
5 forl = 0 : 1 : ndo
6 Calculate

minHCðl,iÞ =minHCðl−1,iÞ +minHopðl,iÞ.
7 end
8 Step 3:
9 Output: η = arg min

fkg
HCðn,iÞ.

Algorithm 1: Minimum hop routing algorithm.
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B

C

D
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F

Figure 3: Nonstandardized sensor networks.
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Figure 4: Standardized sensor networks.
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where

�BJ =
BJ 0

0 0

" #
, �B =

B 0

0 0

" #
,

Ei =
Vi Wi2

0 0

" #
, Fi =

Wi1

1

" #
:

ð25Þ

Theorem 2. The optimal control strategy to the optimization

1 Step 1:
2 Use minimum hop routing algorithm.
3 Derive the set of candidate transmission paths as in (16) that η = arg min

fkg
HCk:

4 Step 2:
5 For a given candidate transmission path k̂
6 Initialize QJ = �BJ .
7 fori = J − 1 : −1 : 0do
8 Calculate Hk̂,i by using (26) that

Hk̂,i = ½FT
i Qi+1Fi + C�−1FT

i Qi+1Ei.
9 Calculate Qi by using (26) that

Qi = ET
i Qi+1Ei + �B −HT

k̂,i F
T
i Qi+1Ei.

10 end
11 Initialize sð0Þ, uk̂,i = 0, i ≤ 0.
12 fori = 0 : 1 : J − 1do
13 Obtain f k̂,i = ½sTi , uk∧,i−1�T .
14 Calculate u∗

k̂,i by using (24) that

u∗
k̂,i = −Hk̂,i f k̂,i.

15 end
16 Step 3
17 fork̂ ∈ η
18 Calculate Pk̂

Jðu∗k̂,iÞ =
f Tk̂,J

�BJ f k̂,J +∑J−1
i=0 f f Tk̂,i�Bf k̂,i + ðu∗k∧,iÞTCu∗k̂,ig.

19 end
20 Derive the best transmission path k∗ by using (28)

k∗ = arg min
fk̂g

fPk̂
Jðu∗k̂,iÞg.

21 The corresponding optimal control design is
u∗k∗ ,i = −Hk∗ ,i f k∗ ,i.

Algorithm 2: Three-step joint optimization algorithm.

LFC control
signal

Speed
Governor

Turbine Generator

ΔfΔPGΔXG KP

TPs + 1TPc

1

TTs + 1
1

TGs + 1

KE R

Figure 5: Block diagram of an LFC system for power grid.
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problem (23) is given by

u∗
k̂,i = −Hk̂,i f k̂,i, i = 1, 2,⋯, J − 1, ð26Þ

where

Hk̂,i = FT
i Qi+1Fi + C

� �−1
FT
i Qi+1Ei,

Qi = ET
i Qi+1Ei + �B −HT

k̂,iF
T
i Qi+1Ei,

QJ = �BJ :

ð27Þ

The proof can be achieved similar to the derivation pro-
cess of optimal control strategy in [37].

3.4. Joint Optimal Path Determination. Once the set of can-
didate transmission paths and the corresponding optimal
control design are determined, the utility function can be
expressed as

Pk̂
J u∗

k̂,i

� �
= f Tk̂,J

�BJ f k̂,J + 〠
J−1

i=0
f Tk̂,i

�Bf k̂,i + u∗k∧,i
� �TCu∗

k̂,i

n o
:

ð28Þ

Then, the best transmission path is determined by

k∗ = arg min
k̂f g

Pk̂
J u∗

k̂,i

� �n o
, ð29Þ

and the corresponding optimal control design is given by
(24) that

u∗k∗ ,i = −Hk∗ ,i f k∗ ,i: ð30Þ

Therefore, in order to meet the requirements of real-time

control and efficient power consumption, the three-step joint
optimization algorithm can be summarized as in Algorithm 2.
First, the set of candidate transmission paths is obtained by
using the minimum hop routing algorithm, and then, the opti-
mal control design for each candidate transmission path can
be derived in a backward recursion manner. Finally, the best
transmission path and the corresponding control design are
determined by the minimum utility function.

4. Simulation Results

In this section, a case study of the load frequency control
(LFC) system in power grid [37] is used to verify the perfor-
mance of the provided joint optimal design for WSANs. In
the simulation, 15 sensor nodes are considered in the shared
wireless network, and the controller is placed in a deter-
mined location. The distance between sensor nodes is uni-
form in ½1m, 5m�.

The typical LFC system consists of generator, turbine,
speed governor, and LFC controllers as shown in Figure 5.
The objective is to design the control signal, namely, the speed,
to maintain the frequency deviation Δf within the specified
range. The plant state is sðtÞ = ΔPc Δf ΔPG ΔXG½ �T ,
and ΔXG, ΔPG, and ΔPc represent the valve position, the der-
ivation of generatormechanical output, and the generator out-
put, respectively [37]. The system parameters are given by

W = 0 1 0 0½ �,

V =

0 −1 0 1

0 0 0 0

0 0 0 −1

0 0 0:95 −1:2

2
666664

3
777775:

ð31Þ
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Figure 7: Performance comparison of different time delays with the sampling period T = 0:5 s.
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In the simulation, we set the weight coefficient β = 1, and

BJ = B0 =

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

2
666664

3
777775, C0 = 1: ð32Þ

First, the utility functions of the proposed joint optimiza-
tion algorithm in the presence of different time delays are
shown in Figures 6–8. The sampling periods are set as T =
0:1s, 0:5s, 1:0s with different time delays τ = 0, 0:25T , 0:5T
in different scenarios. It can be seen from figures that the util-
ity function can gradually converge to a constant value, which
indicates that the proposed joint optimization algorithm is
efficient and stable under various time delays. Furthermore,
the comparison results show that the time delay will influence
the utility function. That is, as the time delay increases, the
utility function becomes larger, which means that more seri-
ous the system performance degradation is caused.

In order to further verify the effectiveness of the pro-
posed joint optimization algorithm, the convergence utility
function is shown in Figure 9 when the ratio of the time
delay to the sampling interval is set from 0 to 0.9. It can be
seen that the system stability can always be guaranteed. In
addition, the lower utility function can be obtained either
the sampling interval or the time delay becomes larger. This
stems from the fact that increasing the sampling interval and
time delay will delay the execution of the control signal and
also slow down the acquisition frequency of the plant state,
which makes it much more difficult for the plant to
converge.

Finally, in Figures 10–12, we show performance compar-
ison in three different cases: individual optimal transmission
path routing, individual optimal control strategy design, and

the proposed joint optimization. The sampling periods are
set as T = 0:1s, 0:5s, 1:0s and the time delay is τ = 0:5T .
The results indicate that the proposed joint optimization
design is superior to the independent design. The joint opti-
mization scheme improves the stability of the control system
and the power consumption efficiency. We can also observe
that, when the delay is relatively small, the performance of
the individual transmission path routing is very close to
the performance of the joint optimization algorithm. While
its utility function will significantly increase, even fail to con-
verge, when the time delay becomes larger.
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Figure 9: Performances of the proposed algorithm with different
time delays.
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5. Conclusions

In this paper, an improved joint optimization scheme of the
WSAN system is proposed taking into account the network-
induced time delays caused by wireless communication. The
WSAN is modeled as a linear system in discrete-time
domain and the joint optimization problem is formulated
as a quadratic utility function, which can be decomposed
into two subproblems, and then, a three-step algorithm is
designed in the closed-loop feedback control. Finally, a case
study of the LFC in power grid system is investigated to

demonstrate the effectiveness of the proposed joint optimi-
zation algorithm that better control stability and power con-
sumption efficiency are achieved.
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This paper aims to study enterprise Financial Risk Management (FRM) through Big Data Mining (BDM) and explore effective
FRM solutions by introducing information fusion technology. Specifically, big data technology, Support Vector Machine
(SVM), Logistic regression, and information fusion approaches are employedto study the enterprise financial risks in-
depth.Among them, the selection offinancial risk indexes has a great impact on the monitoring results of the SVM-based FRM
model; the Logistic regression-based FRM model can efficientlyclassify financial risks; theinformation fusion-based FRM model
uses a fusion algorithm to fuse different information sources. The results show that the SVM-based and Logistic regression-
based FRM models can manage and classify enterprise financial risks effectively in practice, with a classification accuracy of
90.22% and 90.88%, respectively; by comparison, the information fusion-based FRM modelbeats SVM-based and Logistic
regression-based FRM models by presenting a classification accuracy as high as 95.18%. Therefore, it is concluded that the
information fusion-based FRM is better than the SVM-based and Logistic regression-based models; it can integrate and
calculate multiple enterprise financial risk data from different sources and obtain higher accuracy; besides, big data technology
can provide important research methods for enterprise financial risk problems; SVM-based FRM model and Logistic
regression-based FRM model can well classify enterprise financial risks, with relatively high accuracy.

1. Introduction

Today, the fast socio-economic development features a new
technological revolutionbyInformation Technology (IT),
such as big data [1–3], cloud computing [4–6], and the
Internet of Things (IoT), which is transforming people’s life,
work, and the society towards informatization and intellec-
tualization; moreover, thanks to IT [7–9] and the e-
commerce industry based on it, the connection in between
people and enterprises is getting ever closer despite their
geographic distances and cultural or political barriers. In
particular, statistics of the development status of e-
commerce enterprisesreveals that financial situation and
financial risks [10–12] can determine how far and high an
enterprise can develop; thus, the research of these factors
has great practical significance. The Big Data Mining

(BDM) approach might be just born to analyze enterprise
financial data with its excellent identification effect, thereby
being able to give early warning against enterprise financial
risks [13–15].

To improve the level of enterprise Financial Risk Man-
agement (FRM) [16], scholars have conducted numerous
studies and developedsome effective theoretical methods.
The financial risk of an entity can be defined as the entity’s
possibility of money-losing in financial activities. In terms
of financial risk theory analysis, there are large numbers of
practical cases, some foreign scholars believe that the causes
behind the enterprise financial risks are diverse and need
specified analysis. Valaskova et al. (2018) [17] once argued
that financial risks could be solved by regression analysis.
Some experts pointed out that the economic situation was
a critical enterprise financial risk factor [18, 19]. Thereupon,
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some scholars put forward risk minimization, risk transfer,
risk tolerance, and risk treatment process to prevent the
occurrence of financial risk problems. Zhang et al. (2021)
[20] confirmed that big dataand fuzzy Analytic Hierarchy
Process (AHP) could efficiently and accurately monitor the
financial risks. After studying the enterprise financial risks
[21], some scholars believe that enterprise financial risks
can be effectively reduced by combining financial risk man-
agement with the mathematical model. Domestic scholars
also put forward some strategic views and research results,
such as using the dynamic portfolio to prevent financial
risks. The monitoring and analysis of enterprise financial
risk [22–24] ultimately aim to effectively manage the risks.
Chinese scholars have established and improved the enter-
prise internal risk prevention and management system
[25–27].

To sum up, the current research on enterprise financial
risk has not involved the combination of information fusion
and big data technology to study enterprise financial risk.
Although there have been attempts on the application of
DM to enterprise financial management, they have shown
great deficiencies in terms of security and classification accu-
racy, so there is still much room for improvement. Given these
shortcomings, this paper optimizes their deficiencies. There-
upon, three modelsare introduced into Big Data Mining
(BDM) to delve into enterprise financial risks: Support Vector
Machine (SVM, SVMs)-based FRM model, Logistic
regression-based FRM model, and the information fusion-
basedFRM model. The innovation of this paper is to combine
BDM with the SVM model, Logistic regression model, and
information fusion technology, separately to study the enter-
prise finance risks. Consequently, the combination method
can well classify enterprise financial risks, with very high accu-
racy. The contents provide a theoretical basis for the follow-up
research, which is of great significance. It is imperative for
enterprises to improve their risk-bearing abilities and promote
enterprise development. The technical route of this paper
reads1. The proposal of the research direction, namely the
enterprise FRM research; 2. Selection of research methods,
namely BDM technology, SVM-basedFRM model, Logistic
regression-basedFRM model, and information fusion-based
FRM model; 3. Research results; 4. Conclusions analysis.
Figure 1 shows the technical route.

2. Monitoring Models under
Different Technologies

2.1. SVM-Based FRM Model. According to the current
research on enterprise FRM, financial risk indexes have a
great impact on the monitoring results of the SVM-based
FRM model. Researchers preferthe business operational
financial data as the input index of the FRM model, which
shows that enterprise financial data are universal and widely
desirable. Therefore, the following indexes are chosen for the
proposed enterprise financial risk model: the financial struc-
ture of the enterprise, the ratio of retained earnings to total
assets, the current debt to assets ratio, the ratio of asset man-
agement, and earnings management indexes [28–30].
Figure 2 shows the specific indexes of FRM.

The basic SVM model is a linear classifier with the larg-
est interval in feature space, which can also be extended to a
nonlinear classifier by the kernel function method. SVM can
be used to classify two-dimensional (2D) patternsandfind
the 2D plane of decision-making in vector spacecompared
with perceptron. Both models are classification models.
SVM can optimize the hyperplane according to the interval
maximization given correctly separable points; whilepercep-
tron strives to find a separation hyperplane that can
completely and correctly separate the positive instance
points from negative instance points in the training set. That
is, under SVMmultiple-pattern identification, the classifier
must be built first.

SVM can well addressboth nonlinear classification and
linear classification problems and deeply mine relevant data
because SVM can segment the non-segmentable linear sam-
ples and transform them from low-dimensional space to
high-dimensional space to obtain the best segmentation
plane. If the training data set of the SVM algorithm is linear
in the plane and can be segmented, then its decision function
is calculated by Eq. (1):

yi = ωx + b ð1Þ

In Eq. (1), ω means weight vector, and B is offset vector.
If the training data set of the SVM algorithm is nonlinear in
the plane and can also be segmented, then its decision func-
tion is shown in Eq. (2):

min 1
2ω

Tω + C〠
N

i=1
δi

 !
ð2Þ

yi ωx + bð Þ ≥ 1 − δi, δi ≥ 0, i = 1, 2,⋯,N ð3Þ
Eq. (3) is a supplement to Eq. (2). In Eq. (2), C is a pen-

alty factor, and the minimum classification error and maxi-
mum spacing of positive and negative categories depend
on C; δi denotes a nonnegative relaxation variable. In the
SVM-based enterprise FRM model, the enterprise financial
data are used as the input vector, and the SVM algorithm
model can well classify the enterprise financial risk and fur-
ther monitor the risks.

2.2. Big Data Technology. Big datacover far beyond the tradi-
tional database in terms of data acquisition, data storage,
data management, and data analysis. Thus, big data have
shown many advantages, such as abundant data informa-
tion, fast data conversion, rich data types, and low-value
density in the data processing. Considering these factors, this
paper integrates BDM into enterprise financial analysis. The
specific process of data generation, storage, analysis, and
application of enterprise structured big data will go through
several complicated steps, and the interrelationship between
these processes constitutes the big data structure. Generally,
algorithm prediction or document consultation processes all
involve big data collection, data storage, data processing, and
specific application.

Specific enterprise FRM process is divided into three
parts: financial risk identification, evaluation, and
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management. Further, financial risk identification can be
subdivided into the evaluation of the macroeconomic envi-
ronment and the evaluation of enterprise credit rating;
financial risk evaluation can be subdivided into default prob-
ability and credit risks. Figure 3 shows the enterpriseFRM
process.

The selected enterprise operational general indexes are
subdivided: first, the enterprise data can be divided into
internal data and external data. Internal data contain chan-
nel data, financial data, and user data. External data include
market data, government data, and industry data. Figure 4
shows the specific data type framework of the enterprise.

Flow data on the enterprise platform encompass the
number of visitors, the length of visit, visitor profile, and
visitor-pay conversion. The visitor profile can be subdivided
into visitor age, visitor gender, and visitor category. Figure 5

Financial risk
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Figure 3: Flowchart of enterprise FRM.
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illustrates the flow data framework of the enterprise
platform.

Enterprise channel data can be divided into channel dis-
tribution data, basic channel data, the number of channels,
and channel conversion data. Basic channel data can be sub-
divided into average visit time, import visits, and click vol-
ume. Channel conversion data can be subdivided into
conversion rates, the number of orders, and payment
amount. Figure 6 presents the channel data tree of the
enterprise.

On-platform enterprise data can be divided into four
parts: logistics data, visitor transaction data, revenue data,
and user data. Figure 7 shows the data framework of on-
platform enterprise data.

On-platform business-customer transaction data can be
divided into order data, calculated data, and payment data.
This division can completely analyze the on-platform cus-
tomer transaction data and implement it throughout thew-
hole transaction process. Order data are subdivided into
order channel distribution, payment amount, and order
amount. Calculated data are subdivided into conversion
rates and payment rates. Payment data are subdivided into
payment amount, payment types, and payment results.
Figure 8 is a dendrogram of on-platform business-
customer transaction data.

On-platform user data are divided into member user,
order user, paying user, and user retention rate. Figure 9 dis-
plays the on-platform user data.

Today, many enterprises have established big data anal-
ysis platforms to monitor and manage financial risks
through big data. The specific plate distribution of analysis
model for enterprise big data platform is as follows: first,
the model is stratified into data control layer, process sched-
uling layer, and internal and external structure data layer;
second, in terms of local division, the data management plat-
form is divided into data standard, data quality, metadata,
and data security; the process scheduling platform isdivided

into process scheduling, monitoring and warning, and warn-
ing model; application data area is divided into user manage-
ment and risk management; the big data area is divided into
the big data to be processed and the big data processed;
external enterprise users can be subdivided into business
sand table exercise, exercise data area, subject data, and sub-
ject data area. The analysis model of enterprise big data plat-
form is shown in Figure 10.

2.3. Logistic Regression-basedFRM Model. Logistic regression
and multiple linear regressionare similar and both belong to
the generalized linear modelwhile differing inthe dependent
variables. The dependent variables of a binomial distribu-
tion, namely Logistic regression, can either be dichotomous
or multi-classified, in which dichotomous is more com-
monly used and easier to explain. Thus, binary Logistic
regression is most commonly used in practice.

The Logistic regression method can efficiently handle
data classification problems and can be used for data moni-
toring and analysis. The linear regression model can be
implemented by the maximum likelihood estimation
method under the Logistic regression model so that the data
set of binary variables can be classified [31–33]. Figure 11
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demonstrates the specific financial indexes of the model
input data.

The parameters of the Logistic regression model func-
tion are set as follows: ximeans the interpretation of inde-
pendent variables, and yi must obey the distribution of Eq.
(4):

P yi = 1 xijð Þ = P εi ≤ α + βxið Þ½ � = 1
1 + eα+βxi

ð4Þ

β = β0, β1ð Þ ð5Þ

Eq. (5) is the vector n×1. β0means constant, and β1 rep-
resents a coefficient vector. The enterprise FRM model
implemented by the Logistic regression model is shown in
Eq. (6):

yi = In pi
1 − pi

� �
= β0 + β1x1 + β2x2+⋯+βnxn ð6Þ

This Regression model can be transformed into Eq. (7)
through calculation:

pi = yi = 1 Xjð Þ = 1
1 + exp − β0 + β1x1 + β2x2+⋯+βnxnð Þ½ �

ð7Þ

In Eq. (7), y means monitoring and judgment, and P
refers to probability support for judgment results.

2.4. Information Fusion-Based FRM Model. The information
fusion-based FRM model [34–36] uses a fusion algorithm to
fuse different information sources. Dempster-Shafer’s (DS)
evidence theory is a famous information fusion method with
good practicability. DS evidence theory can be used to pro-
cess data from different sources and finally, transformthem
into output results. DS evidence theory aims to gain trust.
Based on probability, the fusion processing is conducted
according to specific rules, and the trust function is particu-
larly important in this process. Thereupon, the framework of
the informationfusion-based FRM model is built. Here, it
can be assumed that U is a nonempty set composed of mul-
tiple elements, which is the proposed framework. Then, the
trust structure is set, namely, the Basic Probability Assign-
ment (BPA) function, which can be simplified to an m func-
tion. This probability distribution has the characteristics of
Eq. (8) and Eq. (9).

U = U1,U2,⋯,Unf g ð8Þ

m ∅ð Þ = 0 ð9Þ

〠
A⊆U

m Að Þ = 1 ð10Þ

Figure 8: Dendrogram of on-platform business-customer transaction data.
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Here, the subset of the U set is A, then m (A) is the prob-
ability distribution function. BeliefFunction (Bel) is calcu-
lated by Eq. (11):

Bel Að Þ = 〠
B⊆A

m Bð Þ ð11Þ

BelðAÞisthe expression of A’s belief, which represents the
reliability function of the U set. In Eq. (12), m1 and m2 stand
for the trust degree of the two reliability functions Bel1and
Bel2 based on U set, respectively. Then, the fusion algorithm
can be expressed as Eq. (12):

m Cð Þ =
∑Ai∩Bj=Cm1 Aið Þ ∗m2 Bj

� �
1 − ∑Ai∩Bj=∅m1 Aið Þ ∗m2 Bj

� � ,A ∩ B ≠∅

0, A ∩ B =∅

8><
>: ð12Þ

〠
Ai∩Bj=∅

m1 Aið Þ ∗m2 Bj

� �
< 1,∀C ⊆U , C ≠∅,m ∅ð Þ = 0 ð13Þ

Eq. (13) is supplementary to Eq. (12).

K = 〠
Ai∩Bj=∅

m1 Aið Þ ∗m2 Bj

� � ð14Þ

In Eq. (14), K means the degree of conflict between dif-
ferent pieces of evidence. Equation Eq. (15) indicates the
probability of classified monitoring.

p = p0, p1ð Þ ð15Þ

p0 denotes the probability of financial normality under
enterprise FRM. p1 refers to the enterprise financial risk
probability under monitoring.

PSVM = p0, p1ð Þ ð16Þ

Eq. (16) stands for the probability of the SVM-based
FRM model.

Plogistic = p0′ , p1′
� �

ð17Þ

Eq. (17) expresses the probability of the Logistic
regression-based FRM model.

m Cð Þ =
∑Fi∩F j=Cm1 Fið Þ ∗m2 Fj

� �
1 −∑Fi∩F j=∅m1 Fið Þ ∗m2 Fj

� � ð18Þ

Eq. (18) represents the fusion calculation based on DS
evidence theory and combined with trust.

〠
Fi∩F j=∅

m1 Fið Þ ∗m2 Fj

� �
< 1 ð19Þ

∀C ⊆U , C ≠∅,m ∅ð Þ = 0 ð20Þ
m1 Fið Þ = pi,m2 Fj

� �
= pj′ ð21Þ

Eqs. (19)-(21) are supplements to Eq. (18). To sum up,
the trust degree of m (C) is obtained through the SVM and
Logistic regression model. Then, the information fusion-
based FRM model is implemented, which can effectively
monitor the enterprise financial risk and improve the model
reliability; this is of great significance for obtaining the spe-
cific situation of enterprise financial risk [37, 38].

3. Results and Discussion

3.1. Analysis of Enterprise Financial Risk. Following the
investigation of deposits and loans of relevant banks, the rel-
evant conditions of several banks are investigatedto ensure
the data authenticity, and the relevant data are summarized
in Figure 12, in which the deposit loan ratio is 69.6% in 2018,
71.3% in 2019, and 72.3% in 2020; the ratio of liquidity in
2018, 2019, and 2020 are 34.2%, 34.6%, and 33.8%, respec-
tively; the standard value in 2018, 2019, and 2020 is 25%.
Obviously, the deposit loan ratio is increasing yearly from
2018 to 2020, showing that the deposit loan ratio has a great
impact on liquidity and potential financial risks. The enter-
prise liquidity index is shown in Figure 12.

Figure 13 indicates the risk of profitable financing situa-
tions: the asset profit margin is 1.66% in 2018, 1.68% in
2019, and 1.6% in 2020; the average bank fund is 1.38% in
2018, 1.36% in 2019, and 1.3% in 2020; the capital profit
margin is 1.16% in 2018, 1.15% in 2019, and 1.1% in 2020.
Apparently, from 2018 to 2020, the capital profit margin
has been the lowest, while the asset profit margin has been
the highest. The level of capital profit determines the profit-
ability and reflects the enterprise FRM. According to quanti-
tative data analysis, there is a need for enterprises to
strengthen their assets to prevent potential financial risks.
The enterprise profitability index is shown in Figure 13.

3.2. Financial Risk Analysis Based on Information Fusion
Technology. This section is divided into two parts according
to the sample data. The first part is the test, and the second
part is to verify the accuracy of the SVM-based FRM model
and Logistic regression-based FRMmodel. In Figure 14, (a)
presents the specific financial risk probability of five enter-
prises under the SVM-based FRM model: the probability
of enterprise 1, 2, 3, 4, and 5 is 0.85, 0.95, 0.83, 0.88, and
0.93, respectively; (b) showcases specific financial risk prob-
ability of five enterprises underLogistic regression-based
FRM model: the probability of enterprise 1, 2, 3, 4, and 5
is 0.95, 1, 0.98, 1, and 0.86, respectively; (c) displaysspecific
financial risk probability of five enterprisesunder informa-
tion fusion-based FRM model: the probability of enterprise
1, 2, 3, 4, and 5 is 0.99, 1, 0.99, 1, and 0.98, respectively.
Figure 14 reveals the monitoring results of different enter-
prise FRM models.

Figure 15 signifies that the risk classification accuracy
under the SVM-based, Logistic regression-based, and infor-
mation fusion-based FRM modelsare90.22%, 90.88%, and
95.18%, respectively; while the monitoring error rate is
9.68%, 9.56%, and 4.68%. Figure 15 shows the comparison
of the accuracy and error rate of different enterprise FRM
models.
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In Figure 15, the ordinate represents the index value. The
specific index value can be obtained through the mapping
software. Figures 14 and 15 suggest that the SVM-based
FRM model and Logistic regression-based FRM model have
shown excellent classification effect for enterprise financial
risks with an accuracy of 90.22% and 90.88%, respectively;
by comparison, the information fusion-based FRM model-
beats the SVM-based FRM model and Logistic regression-
based FRM model with an accuracy as high as 95.18%. Thus,
the information fusion-based FRM model outperforms the
SVM-based FRM model and Logistic regression-based
FRM model; it can process and calculate the enterprise

financial risk data from different sources and obtain higher
accuracy. The analysis of specific data shows that although
this paper uses the real-time database to solve the uncer-
tainty in information fusion, the fusion results from the
combination of information fusion and BDM technology
are still unsatisfactory; thiswill be the research focus in the
future.

In summary, the analysis of specific sample data implies
that the accuracy of the SVM-based FRMmodel and Logistic
regression-based model in enterprise financial risk classifica-
tion is relatively high, which are 90.22% and 90.88%, respec-
tively; by contrast, the classification accuracy of information
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Figure 14: Monitoring results ofdifferent FRM models (a: Result of SVM-based FRM model; b: Result of Logistic regression-based FRM
model; c: Results of information fusion-based FRM model).
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fusion-basedFRM is significantly higher than SVM-based
FRM model and Logistic regression-based FRM model with
an accuracy of 95.18%. This shows that the information
fusion-based FRM model is better than the SVM-based
FRM model and Logistic regression-based FRM model.

Compared with other monitoring and classification models,
the actual application effect of the information fusion-based
enterprise FRMmodel will be more outstanding and have
more obvious advantages.

3.3. Performance Comparison between Information Fusion-
Based FRM Model and Similar Algorithms. This section fur-
ther verifies the accuracy and classification effect of the pro-
posed information fusion-based FRM model practical
application by comparative analysis with K-nearest neighbor
(KNN) and Classification And Regression Tree (CART)
from Accuracy mean and F1 score. The experimental results
are shown in Figure 16.

Figure 6 corroborates that the mean Accuracy and F1
value of the proposed information fusion-based FRM model
is 0.9626 and 0.7958, respectively. Compared with KNN and
CART models, the proposed information fusion-based FRM
model has better practical applicability, a more prominent
risk prediction effect, and can provide good algorithm sup-
port for enterprise FRM.

4. Conclusion

The advancement of science and technology, especially,
state-of-art technologies, innovates people’s lives while
bringing challenges at the same time. Likewise, the rapid
development and growth of enterprisesare also followed
byvarious financial risks. Aiming at the current situation of
enterprise financial risk, this paper makesan in-depth study
on enterprise financial risk based on BDM, SVM, Logistic
regression, and information fusion technology. The
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following conclusions are drawn: big data technology can
provide important research methods for enterprise financial
risk problems. SVM-based FRM model and Logistic
regression-based FRM model can well classify enterprise
financial risks with high accuracy; the information fusion-
based FRMmodel can further improve the classification accu-
racy of enterprise financial risks and shows high reliability and
effectiveness; additionally, different enterprise risk indexes are
analyzed, finding that there is a need for enterprises to
strengthenFRMunder big data, especially, the management
of liquidity and profitability indexes. The shortcomings of this
paper are summarized: although the proposed information
fusion-based FRM model improves the classification accuracy
of enterprise financial risks; but its accuracy might be able to
get a higher level in future research. The follow-up research
will further improve the enterprise FRMperformance based
on the drawn conclusions.
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In order to improve the security performance and accuracy of the Internet of things in the use process, it is necessary to use the
Internet of things intrusion detection method. At present, the problem of inconsistency between the accuracy of detection results
and nodes is more prominent when the Internet of things intrusion detection methods are running. This paper proposes a
practical Byzantine fault-tolerant intrusion detection method for the use process of the Internet of things. This method
introduces the intrusion detection method and the operation function of foreign attackers on the basis of practical Byzantine
fault tolerance; using the expected utility function to the corresponding benefit function of practical Byzantine fault tolerance,
the results of Internet of things intrusion detection model can be effectively calculated. Finally, the experimental results show
that compared with the existing intrusion detection methods, the proposed method can effectively reduce the energy
consumption of the Internet of things in the operation process, can effectively reduce 14.3% and 7.8%, and can effectively
reduce the energy consumption of the Internet of things in the operation process.

1. Introduction

The Internet of things is a separate network established in
the form of self-organization. The traditional Internet of
things data can not meet people’s monitoring needs com-
pared with simple ushering in the era of Internet of things
intrusion detection and analysis network [1–3]. Internet of
things intrusion detection analysis is to add CMOS microca-
meras, microphones, and other facilities on the premise of
using traditional Internet of things nodes to realize the per-
formance of image acquisition, audio, video, and other data.
Realize the application of the Internet of things intrusion
detection and analysis network in the monitoring field,
adopt the combination of the advantages of the traditional
Internet of things and the Internet of things intrusion detec-
tion and analysis network, and use the coordination function
of the combination to achieve the purpose of long-term,
effective, and accurate monitoring in the environment. The
system can realize the effect of real-time monitoring of a
wireless multimedia network. When there are problems in

the Internet of things or equipment on the network, the
Internet of things intrusion detection system will receive
early warning information, and the system will locate the
fault information and inform the next level system [4–7].

In order to improve the efficiency of Internet of things
intrusion detection and reduce the energy consumption in
the use of Internet of things, this paper proposes an Internet
of things intrusion detection method based on the practical
Byzantine fault-tolerant algorithm. By giving priority to
identifying nodes with high reliability for intrusion detec-
tion, all nodes in the network can be published at the end
of detection, so as to realize the analysis of Internet of things
intrusion detection.

2. Intrusion Detection Principle of Mobile
Internet of Things

At present, the intrusion detection method for mobile net-
work is to combine the principal component calculation
method with fuzzy C uniform calculation to check the
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mobile network. The fuzzy c-means method is used to
reduce the data aggregation in the mobile network, and the
principal component method is used to reduce the data
information after the cluster. The component aggregation
of the data after dimension reduction needs to be compared
with the corresponding dimension number and set the value.
If the set value is the same as the comparison result, an alarm
will be triggered to detect the mobile network.

Using the calculation method of principal component,
the variable X of the sample is changed and substituted into
the low-dimensional space Y [8, 9]. The formula is as fol-
lows:

Y =WTX: ð1Þ

In the formula, the number of samples in the mobile net-
work is represented by X, which is composed of the number
ofM observation objects and the number of N columns, and
represents a value in the coordinates of M. The orthogonal
photographic data combined by the sample covariance
matrix is represented by W and calculated in the form of
sample matrix. T stands for transpose matrix. C represents
the covariance value of the sample.

C =N−1 〠
N

i=1
X − uið Þ2, ð2Þ

where ui is the average value and the following formula
exists:

CWi = λiWi: ð3Þ

In the formula, i = 1, 2,⋯,N and Wi represent the i-th
column sample covariance matrix existing in W in the
orthogonal matrix, λi represents the special values occurring
in matrix C, and Wi represents the special values repre-
sented by and special values. Arrange the data in order
according to the size of the data, and combine the value λi
corresponding to the first l special values to obtain the L
-dimensional data after dimension reduction.

Set the random correlation matrix after u initialization to
take value in the interval [0, 1], and meet the constraints of
the following formula:

〠
c

i=1
uij = 1, ∀j = 1,⋯, n,

 ∀i, ∀j, uij ∈ 0, 1½ �,

 ∀i, 〠
c

j=1
uij > 0:

8>>>>>>><
>>>>>>>:

ð4Þ

Let vi represent c cluster centers i = 1, 2,⋯, c, and the
calculation formula of cluster centervi is

vi =
∑n

j=1uij ⋅ xi
∑n

j=1uij
, ∀i: ð5Þ

Calculate the cluster center and the second from the for-
mula. The Euclidean distance between this sample is dij.

dij = vi − xj
�� ��: ð6Þ

The fuzzy optimal solution is obtained by the objective
function J .

J = 〠
C

i=1
〠
n

j=1
umij d

2
ij: ð7Þ

In the formula, M represents the fuzzy weighting factor,
and the objective function J represents the sum of squares of
distances between each cluster center and each sample. Set
the threshold ζ. When the target relationship value J is
greater than the threshold ζ, prove that the sample data set
is intrusion data, alarm, and complete the intrusion detec-
tion of mobile network.

3. Optimized Deployment of IoT Nodes and
Information Fusion Processing

3.1. Optimized Deployment Design of IoT Nodes. In order to
realize real-time feedback control of online learning and
monitoring of things, firstly, the optimal structure design
of single-networked nodes requires the use of balanced sen-
sor node control methods for single-network node link dis-
tribution model structure, assuming that there are k ðk ≥ 2Þ
nodes in single network disjoint paths. Betweenvandv ðvÞ,
why the aggregate distribution of E, SN, RN nodes
isV = fv0, v1, v2,⋯,vn, invn+1, vn+mg, the redundancy capac-
ity of a single-layer relay node is described as RCðvjÞ = Cð
vjÞ −wðviÞ, and in Figure 1 in the defined multimedia mon-
itoring area, the tree structure and cross structure are used to
periodically forward data packets to the sensor node and
cluster head node. The node dispersive link design that
divides the time window between the sensor node and the
cluster head node is presented.

As shown in Figure 1, the Internet of things is initialized
through the monitoring node link model under multimedia,
and the cluster head vector group Dn of the multimedia

v
j

v
j+1

v
j

v
j

1

v
j

v
i

v
0 v

0

𝜃
1

𝜃
0

𝜃
2

Figure 1: Distributed link design of IoT nodes.
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sensing data node is constructed, and the data set is divided
into multiple two-dimensional subregions Ak according to
the width of the time window. Ak is mainly a two-
dimensional information entropy group jdn−max − dn−minj ⋅ ð
1/KÞ, which satisfies Ak = A. According to Figure 2, there is
channel allocation layout of two relay nodes under the mul-
timedia monitor.

If there is a certain space between the SN and sink of the
Internet of things, k = 1 is initialized, and the position distri-
bution set of multimedia sensor nodes under monitoring is
S = fs1, s2,⋯,sng, and the double-layer relay nodes are uni-
formly distributed. The layout method is constituted, using
the obtained configuration feature distribution equation.
The formula can be expressed by the following formula:

f vi, vkð Þ ≥ 0, ð8Þ

〠f v0, vkð Þ = 0  1 ≤ k ≤ n +mð Þ, ð9Þ

〠f vi, vkð Þ = 0  1 ≤ k ≤ nð Þ, ð10Þ

〠 f vj, vk
� �

− f vh, vj
� �� �

= 0,

  n + 1 ≤ k ≤ n +m, 1 ≤ h ≤ n +mð Þ: ð11Þ
3.2. Information Fusion Processing of Sensor Nodes in the
Cluster. Based on the detailed design of the corresponding
configuration design of the Internet of things nodes, the data
is extracted for the two-dimensional entropy feature corre-
sponding to the sensor nodes in the cluster to alleviate the
computational overhead information of monitoring multi-
media [8]. The processing steps are as follows:

(Step 1) Enter the geographic coordinates of the Inter-
net of things SN, sink, and initialize the opera-
tion of the scope of the Internet of things
monitor.

(Step 2) Determine the sleep time. In the information
data center, the distance d = fd1, d2,⋯,dng
between SN and sink is sorted. The group cor-
responding to the cluster location distribution

of multimedia sensor nodes in the monitoring
area is S = fs1, s2,⋯,sng.

(Step 3) k = 1 is initialized, the pseudorandom number
adaptive sorting of the multimedia sensor
sequence is determined from the current posi-
tion, and Tag = 1 is placed.

(Step 4) When dk ≥ d0 and TagðkÞ = 1, obtain the best
position of the data cluster fusion center and
move to step 5. Otherwise, the algorithm ends.

(Step 5) Setting the maximum number of hops for the
learning factor sk of the Internet of things.
count max ðs, vÞχk is associated with the sens-
ing IoT route itself and TagðkÞ = 0.

d sk, v0ð Þ
d0

− χk

����
���� ≤ 0:5: ð12Þ

(Step 6) Select nodes randomly arranged on the connec-
tion line of sk and sink under the sensing Inter-
net of things, and adjust the energy and
resources of a network node calculated by RN
in the monitoring area ðχk − 1Þ under the sens-
ing Internet of things, and set sk. The next hop
is marked as k, and the multimedia detection
information output by the sink node in the
range of d0 is quantified, fused, tracked, and
identified.

3.3. Optimization of IoT Learning Monitoring Feedback

3.3.1. Channel Balanced Allocation Design of the Internet of
Things. In any state error under the sensor IoT node, the
node variable can be defined asf ðTÞ and, at the same time,
clarify the different characteristics of random nodes in the
cluster.
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Time slot 5: Freeze backoff time

SIFS

ACKData pack
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3 2 1 0
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Figure 2: Layout of the channel allocation of two-layer relay nodes for multimedia monitoring.
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χk ≤ hop count max sk, v0ð Þ d sk, v0ð Þ
d0

− χk

����
���� ≤ 0:5: ð13Þ

The threshold for selecting data is fxmax, xming. By
defining the connection line between each node SN and sink
in the cluster, the maximum number of hops can be
obtained and the node dimension entropy of IoT learning
can be obtained. Meet the following formula:

d vi, v0ð Þ = d vi′, v0
� �

: ð14Þ

The average value of data near the monitoring node
learned through the Internet of things has the spatial charac-
teristics of the distribution of monitoring feedback data

d vi′, vj′
� �

>
1
2
d vi+1, vj
� �

; d vi′, vj
� �

=
1
2
d vi+1, vj
� �

; d vi′, vj
� �

<
1
2
d vi+1, vj
� �

:

ð15Þ

The information probabilities l and g of the unit data
subset are integers, assuming that the probability weighted
distance of each node determines the threshold group. After
dðvi′, vjÞ > ð1/2Þdðvi+1, vjÞ, the channel allocation control
function used for data transmission in a single node i has
been described.

d vi+1, vj
� �

/d0 = l
d vi+1, vj
� �

d0
= l,

d vi, vj
� �
d0

⟶ λ ;
d vi, vj
� �
d0

" #
+ 1 = λ + 1,

d vi+1, vj
� �

d0
= λ ⋅ γ:

ð16Þ

3.3.2. IOT Transmission Delay Control. The linear shift
channel allocation method is used, and the intelligent search
algorithm for the transmission delay control of the Internet
of things is used to perform the processing of the Internet
of things learning monitoring feedback link equalization.

e =
1

n ever
〠

n ever

i=1
sqrt xi − x∧ið Þ2 + yi − y∧ið Þ2� �

, ð17Þ

hop count max vi, voð Þ = d vi, v0ð Þ
d0

+ 1
� 	

: ð18Þ

When the distance from the SN to the sink is arranged in
descending order and the load of the object’s network cluster
head ni is constant, the global balanced scheduling method is
used to perform real-time feedback control of monitoring
information. The fuzzy adaptive weighted control processing
of multimedia sensor nodes describes the critical thresholds
related to physical network learning to monitor real-time
feedback.

ETx L, dð Þ =
LEelect + Lεf sd

2, d < d0,

LEelect + Lεmpd
4, d > d0,

8<
: ð19Þ

ERx Lð Þ = LEelect: ð20Þ

In the formula, Eelect represents the global energy equal-
ization coefficient. Through the above processing, the global
equalization control of the transmission link of the Internet
of things is realized, and the real-time feedback capability of
multimedia information learning and monitoring is
improved through the optimal configuration of the smart
phone node.

3.3.3. IoT Performance Monitoring Model. RTFM is a work-
ing group established by IETF. We have proposed a general
framework for describing and measuring single network ser-
vices. And based on this framework, based on RTFM, the
Internet of things intrusion detection and real-time risk
based on the real-time monitoring platform of the Internet
of Thousands of Things are proposed. The early warning
and real-time risk early warning system model is shown in
Figure 3. The model is classified into four modules: rule
input system, flow collection system, data analysis system,
and database system.

In this model, the traffic collection system is based on the
rules set by the rule input system. Thousands of real-time
Internet of things traffic filter and aggregate the Internet of
things traffic, save the effective data in the database system,
and provide it for data analysis. The system handles it. The
data analysis system processes valid data to obtain the
changes and distribution information of the Internet of
things intrusion to predict, adjust, and manage the actions
of the Internet of things.

The flow of the system model is shown in Figure 4.
In the shared media Internet of things, any packet that

flows through the Internet of things is higher than the
grouping required by the hardware configuration of the
Internet of things segment business, making it impossible
to process the intercepted packets in time. As long as the
server used for IoT intrusion analysis is installed in the net-
work segment interconnected with the outside world and the
network card of the machine is set to “hybrid” mode, all IP
data packets entering and leaving the Internet of things
can be captured, and if the IP packets are analyzed and then
compiled if successful, you can get the necessary information
such as the source address, destination address, data volume,
and application protocol. Its advantage is that it does not
change the structure of the Internet of things, does not
increase the load of the Internet of things, and does not
occupy the resources of the Internet of things. It has nothing
to do with the waiting time of the Internet of things and does
not affect the network usage of user items.

This article uses Raw Socket to implement the Sniffer
method is relatively simple but only cuts the packet above
the IP layer and does not contain frame information. It
can not meet some special requirements. From the analysis
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of the current Internet of things intrusion model, it can be
seen that the entire Internet of things intrusion is mainly
the practical Byzantine Fault Tolerance (PBFT) algorithm
traffic, and the changes in the practical Byzantine Fault Tol-
erance (PBFT) algorithm traffic basically reflect the changes
in the entire Internet of things intrusion, so it can use the
Practical Byzantine Fault Tolerance (PBFT) algorithm traffic
instead of total traffic to analyze the performance of the
Internet of things; that is, you can use Raw Socket to obtain
traffic information.

3.4. Practical Byzantine Fault Tolerant Intrusion
Detection Method

3.4.1. Practical Byzantine Fault Tolerance Algorithm. A prac-
tical Byzantine fault-tolerant algorithm is constructed
through four tuples, the income function of attacker and
intrusion detection system is obtained according to the
model, the attack strategy group and defense strategy group
are constructed according to the income function, the
income matrix of the game model is obtained by using the
desired function, and the Nash balance of the game model
is calculated according to the income matrix.

The representative is the practical Byzantine fault-
tolerant algorithm, which represents the model RRDM
through the four tuple attender, action, profits, and times.

RRDM = attender, action, profits, timesð Þ: ð21Þ

In the formula, attender has intrusion detection system
and intruder. The attacker is replaced by a and the intrusion
detection system is represented by B. The intrusion detection
system is different from the attacker’s attack space: attacker
a’s attack space. Aa = ðN , A,M, PÞ includes normal, attack,
abnormal, and preattack. Formula Ad = ðC, R,W,DÞ repre-
sents the action space of intrusion detection system. It
includes continuous execution, execution, early warning,
and protection.

Set the respective representatives of UaðAaÞ and UdðAdÞ
as the revenue function of attacker and intrusion detection
system, T represents the total number of games, and equa-
tion (21) was converted into the following equation:

RRDM = a, d ; Aa, Ad ;Ua Aað Þ,Ud Adð Þ ; Tð Þ: ð22Þ

Make attack strategy suit and defense strategy suit
according to formula (22). The expressions are as follows.

Sa = SN , SM , SP, SAð Þ, ð23Þ

Sd = SC , SR, SW , SDð Þ: ð24Þ
In the formula, SN , SN , SP, and SA represent normal,

attack, abnormal, and preattack action strategies, respec-
tively. SC , SR, SW , and SD, respectively, indicate continued
execution, recommended execution, alarm, and protective
action. Sad = ðsa, sdjsa ∈ Sa, sd ∈ SdÞ expressed the action
strategy of both sides of the bureau.

In the case of action strategy Sad = ðSA, SCÞ, the attacker
obtains the highest benefit in the mobile network. In action

strategy Sad = ðSP, SDÞ, the intrusion detection system is ben-
eficial to the attacker when the attacker attacks the moving
body [10, 11]. If an attacker wants to attack a moving body
on the network, the intrusion detection system will take pre-
ventive measures. Through the above analysis, the intrusion
detection system and the attacker’s action strategy are con-
verted into the corresponding preference set, and the
expected utility function is used to set the preference set in
the interval ½0, 1�. UðXÞ represents the effective function of
both sides of the game. The behavior of U ðXÞ is as follows:

U Xð Þ =〠
Sad

P1u x1ð Þ+⋯+Pku xkð Þ: ð25Þ

The equation represents the probability of intrusion
detection system or attacker adopting different strategies in
mobile network each time and represents the benefits of var-
ious strategies. Under ideal conditions, the probability of dif-
ferent action processing by attacker and intrusion detection
system is 0.25. uðxiÞ can calculate the income matrix of the
game model and get the balance of the game model.

3.5. Optimization Method of Practical Byzantine Fault-
Tolerant Intrusion Detection Method. The adjustment value
of the balance calculation method can be fed back randomly,
the practical performance of the mobile network is increased
by the adjusted probability of Pi, the profit factor Pi is
substituted into the function formula, and the intrusion
detection method is actually optimized. The setting of P∗

= ðP∗
1 , P∗

2 ,⋯,P∗
i Þ represents the random optimal equilibrium

value that occurs in the real Byzantine calculation method.
P∗
i = ðP∗

1 , P∗
2 ,⋯,P∗

k Þ represents the situation of intrusion
detection system and tactics used by attackers in a game.
P∗
i represents the tactical hybrid probability set by the intru-

sion detection system and the attacker. Δi represents a col-
lection of hybrid tactics.

Δi = P∗
i = P∗

1 , P
∗
2 ,⋯,P∗

kð Þf g: ð26Þ

The mixed strategic space Δ =
Q

Δi of the intrusion
detection system and the attacker is obtained by equation
(26). Through the strategy space Δ, the probability function
π∗
i of the intrusion detection system and the attacker’s

choice of action strategy is obtained.

π∗
i =

λu xið Þ
∑i

k=1λu xið Þ
: ð27Þ

In the formula, λ denotes the weighting coefficient.
When λ approaches infinity, the stochastic optimization
reflects that the equilibrium is close to nanometer equilib-
rium, and the final result can be obtained by equation (26).

The ideal probability in a normal mobile network is
almost zero, and attackers use different attack methods and
strategies to attack the mobile network. Formulas (1) and
(14) are optimized consistently to improve the detection
accuracy of the actual Byzantine intrusion detection method.
Suppose δ ∈ ½0, 1� is representative of the profit factor. The
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profit of both parties during the game is determined by the
profit factor. The larger the value of δ, the more important
the intrusion detection system or the attacker attaches to
the overall profit and the higher the rate of return. The
smaller value ofδ indicates that the intrusion detection sys-
tem or the attacker pays less attention to the overall income.
If the efficiency function is imported, the following formula
can be obtained:

U Xð Þ = 〠
∞

k=1
1 − π∗

ið Þk−1π∗
i δ

k−1: ð28Þ

Formula (28) belongs to the revenue function. Players in
each game need to actively change their action tactics to
maximize the revenue value, check malicious attacks in the
mobile network according to the revenue function, and
delete the combination of malicious nodes to improve the
security performance of the mobile network [12–14].

3.6. Disciplinary Mechanisms. The use of disciplinary agen-
cies poses a threat to malicious nodes in the mobile network.
The purpose of the retribution mechanism is to have one
node representing the attack, but the other nodes are not
represented by the malicious node transmitted from the next
timeslot. There are three levels of punishment.

(1) If no malicious node is detected in the previous
mobile network game, all nodes remain in the cur-
rent state in the network, and if the malicious node
is detected in the mobile network, it will move to
the next step

(2) Punishment agencies punish malicious nodes and
keep other nodes in the mobile network in their orig-
inal state during punishment

(3) After malicious node operation, the real data ðU1,
⋯,UNÞ of mobile network is shown below. If there
is malicious behavior in the third step, it needs to
go back to the second step according to the punish-
ment malicious node

If the malicious node ϑ becomes normal, the maximum
profit of node ϑ in the departure time slot is �vk, the profit
of node ϑ in the punishment Tk time is _vk, and the profit
of node ϑ in the normal state is vk′. The average discounted
utility value Ûk of node ϑ in mobile Internet of things can
be obtained:

Uk = 1 − δð Þ�vk + δ 1 − δTk

� �
_vk + δTk+1vk′: ð29Þ

The utility value of the average discount of the node ϑ in
the game when the node ϑ is in the normal state is

Uk = 1 − δð Þ〠
∞

t=0
δvk = vk ð30Þ

According to Formulas (29) and (30), the deviation
profit ΔUk of node ϑ in mobile network can be obtained. Δ
Uk is calculated by the following formula:

ΔUk = Ûk −Uk: ð31Þ

In formula (31), the deviation gain must be below zero,
and the deviation gain of node ϑ is smaller than the cooper-
ation gain. At this point, no rational node in the mobile net-
work deviates from the normal state.
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Figure 3: System model.
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4. Experimental Results and Analysis

4.1. Network Topology. The network cluster structure
adopted in this paper is mainly composed of cluster head
node and general node, which is a general topology structure
in practical application. The common nodes, namely, sensor
nodes, are terminal nodes in single network. The cluster
head node (that is, the gateway device in a single network)
manages the nodes in the cluster and reports data to the out-
side world. IDS operates at the cluster head node, and each
cluster head node performs intrusion detection between it
and other cluster head nodes based on PBFT [15]. The spe-
cific network topology is shown in Figure 5.

4.2. Data Set Preprocessing. The KDD Train of the NSL-JDD
data set was tested experimentally. The training model of 20
percent training set allows nodes to randomly select one
from the test subset of KDD test-21 to record and perform
intrusion detection operations as the node at this time
(Table 1).

4.3. Experimental Evaluation Criteria. The security perfor-
mance of intrusion detection method is mainly reflected in
the detection rate indicator, especially the ratio of the num-
ber of detected malicious nodes to the total number of mali-
cious nodes in the network. Common evaluation criteria are
used here: (1) TP (True Positive) indicates the number of
samples that are correctly judged as positive types, (2) TN
(True Negative) indicates the number of samples that are
correctly identified as Negative, and (3) FP (False Positive)
indicates the number of samples whose sample error is
judged to be negative.

Then, Detection Rate (DR) is defined as

DR = TN
TN + FN

: ð32Þ

The other mode of intrusion detection is energy con-
sumption, which has the characteristics of the following:
(1) EV is the energy consumption in node election, (2)
EDI is the energy consumption of node intrusion detection,
(3) EP is the energy consumption of node to publish detec-
tion results, and (4) EC is the statistical energy consumption
of node measurement results.

Energy consumption of all nodes in the network is

E = 〠
N

i

EVi + 〠
N ′

i

EID + EPð Þ + 〠
N

i

〠
N″

j

ECij: ð33Þ

4.4. Experimental Scheme Design. In order to test the effec-
tiveness of the practical Byzantine fault tolerance algorithm
proposed by ontology, the SVM algorithm is used to detect
the NSL-KDD data set to obtain the detection rules. In the
experimental process of this paper, the relevant rules of flow
control and intrusion detection can be realized by using the
microcontroller, and the Active Message layer can be used to
effectively control the RF module, so as to realize the mutual
communication between the communication nodes. Based
on the previous single network intrusion detection methods,
this paper presents a comparative experimental study.
Detailed simulation environment parameters are shown in
Table 2.

4.5. Analysis of Results. In this paper, simulation experi-
ments are conducted on different types of network nodes
and abnormal proportion nodes in the initial state, as shown
in Figure 6. Experimental results obtained in different types
of network states can be seen. As can be seen from the exper-
imental results in Figure 6, due to the impact of dimension-
ality reduction, the accuracy of the training data set will also
be affected to a certain extent. Therefore, the two-
dimensional reduction detection method is used to optimize
the model used by the algorithm in this paper to ensure that
the detection rate of colleges and universities can be
achieved under the condition of a large number of network
nodes.

Figure 7 shows the error rate in a single network with
different proportions of the three methods attacking nodes.
As can be seen from Figure 7, PBFT can modify the detec-
tion errors of a single node, and the introduced matching
protocol has the lowest error rate. However, false positives
occur on the network only when detection errors occur on
nodes above M + 1. On the other hand, IIDS and TDTC
methods only rely on the detection results of a single node,
especially the TDTC method which has the highest false

Table 1: Attack types.

Attack types Attack subtype

Normal Normal

DoS Back, land, Neptune, pod, smurf, teardrop, apache2, adpstorm, processtable, worm

Probe Ipsweep, nmap, portsweep, satan, mascan, saint

U2R buffer_overflow, loadmodule, perl, rootkit, perl, sqlattack, xterm, ps

Table 2: Simulation parameters.

Parameter The default value

Network area size 400 × 400
Number of nodes 60~300
Number of abnormal nodes 15%-20%

Initialize weights wi 1

Initialize the trusted list nodei, i ∈ 0,N − 1ð Þ
Detection interval Δt 70 s

The elapsed time 20min

7Wireless Communications and Mobile Computing



positive rate of the three methods after the accuracy of the
data set is reduced.

By evaluating the network intrusion detection method,
the network energy consumption can be obtained. Under
the same experimental conditions, the algorithm proposed

in this paper can complete the algorithm test under the envi-
ronment of as little energy consumption as possible. As
shown in Figure 8, after setting 15% and 20% of the total
number of different nodes for different attackers, the energy
consumption of all nodes in the experimental system is
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Figure 6: Detection rates of three intrusion detection methods under different proportions of abnormal nodes.
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Figure 7: False positive rate of three intrusion detection methods under different proportions of abnormal nodes.
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Figure 8: Energy consumption of three intrusion detection methods for different proportions of abnormal nodes.
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compared and analyzed to ensure that the energy consump-
tion of IPBFT on network nodes is as low as possible. Com-
pared with the IDS algorithm, the energy consumed by
IPBFT algorithm can be reduced to 13.5% when the attack-
ing node process takes up 25%, and the network attacking
node can also be reduced from 20% to 12.5%. Compared
with the TDTC algorithm, IPBFT algorithm can reduce
energy consumption by 6.9% when attack nodes account
for 15% of network usage. Compared with the other two
methods, the IPBFT algorithm in this paper consumes less
energy.

5. Conclusions

The Internet of things has been widely used in many fields
such as life service, machinery manufacturing, medical treat-
ment, economy, and business, but it will lead to the loss of
data and information and lead to serious losses when it is
invaded by external hackers, viruses, and viruses. In existing
mobile Internet of things in the intrusion detection, test
results are not accurate, and node inconsistent problem,
through the practical Byzantine fault tolerance in the mobile
Internet of intrusion detection method, can effectively solve
the serious problems that exist in the existing methods,
through the experimental results which show that the
method can effectively improve the safety and accuracy of
the mobile Internet of things.
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The Internet of Things takes data as the center, and its core is data storage and management. With the emergence and rapid
development of wireless communication technology, with the huge number of terminals in human society, massive data will be
generated. Undoubtedly, data storage and management technology will attract much attention. In view of this, this paper
proposes a data storage scheme based on the Internet of Things. This paper introduces the Internet of Things technology,
designs it from the perspective of the massive data storage system of the Internet of Things, realizes the intelligent processing
of data storage, and provides security guarantee for information services. By combing the business process management of
doctors, nurses and patients, this paper constructs a medical record encryption management system, makes a comparative
analysis before and after the system goes online, and carries out simulation experiments. The simulation results show that (1)
the cost of paper is significantly reduced, and the related forms of medical records are more unified and standard, (2) medical
record inquiry and reading are more convenient and controllable, and (3) the safety of medical records is well guaranteed.
Except that the relevant doctors and nurses of patients can view the relevant medical records, and others have no authority to
query and access them. Therefore, the encrypted medical record storage system based on Internet of Things technology can
effectively solve the collection, statistics, and integration of patient treatment information, which can be summarized into a
unified, shared, and interconnected electronic medical record management system to realize the collection of patient treatment
information in the whole process.

1. Introduction

At present, e-government, medical, and health information
systems need to store personal data. Although the use of per-
sonal data is more humanized, the personal data stored in
the system may be abused by operators or system adminis-
trators. In this context, relevant prevention and control tech-
nologies came into being. At the same time, with the
development of cloud computing, the demand for arithmetic
operations on encrypted personal data is also growing
rapidly. The problem of medical record data storage: the
electronic medical record system requires long-term preser-
vation of patient information and can be obtained at any
time. However, considering the limited life of computer
hardware and database capacity, the data cannot be saved

online for a long time. How to realize the reuse of data after
data transfer and make the patient information separated
from the database still maintain a personal centered struc-
ture is one of the difficulties encountered in the process of
medical record data storage. Medical record data sharing:
medical record data sharing is to ensure that the electronic
medical record system can automatically identify the data
from other systems and access the medical records written
by other hospitals. How to realize the data sharing between
different information systems in the same medical institu-
tion and the information reuse between different medical
institutions is another difficult problem faced by the elec-
tronic medical record system.

With the continuous development of social economy,
the informatization of all walks of life has been gradually
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constructed and improved, which greatly facilitates people’s
daily life [1, 2]. As far as individuals are concerned, they will
generate corresponding information during medical treat-
ment, such as medical information, condition information,
and medication information. Traditional management
methods are usually filled in manually. On the one hand,
safety cannot be guaranteed; on the other hand, it is not con-
ducive to retrospective comprehensive diagnosis of the dis-
ease [3, 4]. The development of information technology
has spawned a variety of medical business systems, but also
convenient for individuals to see a doctor. All kinds of infor-
mation carriers, from PC Web application to mobile app
and WeChat mini program, have greatly enriched the med-
ical experience and made it convenient for people to see a
doctor. However, similar to other information systems,
information security is still caused by external attacks [5].
The continuous development of cloud computing technol-
ogy also makes people gradually realize the importance of
personal information. In the general trend of hospital man-
agement, how to ensure the security of information is
extremely important [6, 7]. Different doctors and different
patients have different actual needs; so, these issues need to
be considered comprehensively [8, 9]. In particular, in the
actual treatment process, it is more often to search for
relevant cases and provide targeted rescue according to the
history and allergy history of existing patients, which delays
the treatment time to a certain extent [10, 11].

The continuous development of medical informatization
has gradually changed from the initial information flow to
the collection of “patient-centered” medical data [12, 13].
In view of these needs and limitations, this paper puts
forward a practical encrypted data processing system based
on Residents’ electronic medical records, combined with
cloud storage technology and traditional homomorphic
encryption system, which can realize the operation of data
without decryption, prevent data leakage, and greatly protect
the security of personal information.

2. Demand for Electronic Medical Record
Whole-Process Management System

2.1. Electronic Medical Records

2.1.1. Definition of Electronic Medical Record. To electronic
medical records, it is different with the traditional medical
record, medical institution oriented personnel of the diagno-
sis and treatment of patients with accordingly, and interven-
tion in the use of information guidance; at the same time,
auxiliary by text, graphics, data, etc., through images, oscillo-
gram of multimedia information such as records, covers the
corresponding information resources in the process of
patients in the hospital the whole.

2.1.2. Problems Existing in Electronic Medical Records. Need
to be worthy of the electronic medical record still exists some
limitations, such as (1) electronic medical record data stor-
age, because this is an incremental process, and when people
in the clinic is the cumulative again, if you have to go to the
situation of the hospital, you will need to incremental

updates, but is limited by factors such as hardware capacity
and service life, the data cannot be stored for a long time,
and how to realize the limited storage and effective transfer
of personal electronic medical records is extremely impor-
tant and also a difficult problem worthy of study [14, 15].
(2) The sharing of electronic medical records, ordinary peo-
ple in different institutions for medical treatment, different
institutions have different forms, writing habits, and how
to effectively and comprehensively use, is also an important
and urgent problem to be solved. (3) Security of electronic
medical record: electronic medical record contains many
personal privacy issues such as physiology, which are easy
to be leaked. At the same time, there are certain security
risks in the process of information transmission.

2.2. Manage Requirements. The electronic medical record of
ordinary people is related to the whole process of personal
medical treatment, involving the corresponding data collec-
tion, query and analysis, etc. How to carry out the compre-
hensive management and storage of relevant information
realizes multiple summaries and analysis and mining of
information, so as to support doctors’ medication and anal-
ysis, etc. [16, 17].

2.3. Cloud Storage. So-called cloud storage is based on the
storage of the cloud computing technology, the correspond-
ing data resources stored in the cloud, for others to share
and use methods; on the one hand, from the user’s own,
cloud storage is very convenient, does not need to prepare
the corresponding hardware equipment, and storage space
can meet, easy access, and high efficiency, can realize the
backup and so on; on the other hand, due to the high effi-
ciency of cloud storage, the access efficiency is also high.
However, data resources in the cloud have certain security
risks, which should be paid attention to [14, 15, 18].

2.4. Holomorphic Encryption

2.4.1. Homomorphic Encryption Technology. Homomorphic
encryption is an encryption method that encrypts a specific
ciphertext by calculating the ciphertext. In turn, the cipher-
text can be decrypted by the corresponding inverse opera-
tion. From another perspective, this technology allows
people to perform operations such as retrieval and compar-
ison among encrypted data to obtain correct results without
the need to decrypt the data during the entire process. Its
significance lies in truly fundamentally solving the problem
of confidentiality when entrusting data and its operations
to a third party.

2.4.2. The Principle of Homomorphic Encryption. Assume
that the encryption operation is E, the plaintext is M, and
the encryption results in E, as shown in Formula (1),

e = E mð Þ,m =D eð Þ: ð1Þ

If there is operation F for plaintext, it can be constructed
for E, as shown in Formula (2):

F eð Þ = E f mð Þð Þ: ð2Þ
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2.4.3. The Realization of the Homomorphism Algorithm.
Encrypt(pk, m), encrypted plaintext message m ∈ f0, 1g ∗,
calculates EðmÞ = c =m + p + rpq, and the corresponding
ciphertext can be obtained.

Decrypt(sk,c) calculates DðcÞ =m = cmod.
Retrieval(c): Retrievalðci − cindexÞ mod q, the algorithm is

a retrieval algorithm.

(1) Encryption Process. Firstly, the corresponding plaintext
should be divided into subunits according to the corre-
sponding security requirements, and the encryption opera-
tion should be carried out according to the corresponding
groups, as shown below:

(1) Form the corresponding prime number P through
random number and select fixed prime number

(2) Divide the corresponding messages into plaintext
and group them accordingly

(3) Generate a random number R

(4) Use encryption algorithms C = Σici = Σiðmi + P +
PQRiÞ to calculate the ciphertext C = c1, c2,⋯, cl

(2) Decryption Process.

(1) After receiving ciphertext C, users group ciphertext
C to obtain C = c1, c2,⋯, cl

(2) Use key P and decryption algorithm mi = ci mod p,
to calculate mi

(3) Get the plaintext message M =m1,m2,⋯,ml

2.5. Management Process. The whole process management of
hospital electronic medical record information is divided
into three parts, namely, the external authority management
of the electronic medical record system based on the Internet
of Things, internal closed-loop management, and other sys-
tems of the hospital health information exchange standard
(Health Level Seven, HL7) heterogeneous database middle-
ware. ① External authority management includes label
printing, label verification, fingerprint identification, and
identity authentication; ② internal closed-loop management
includes outpatient medical records, clinical treatment,
surgical schedule, appointment sign-in management, follow-
up management, cycle summary, laboratory label manage-
ment, and cycle management and other links;③ other systems
of the hospital HL7 heterogeneous database middleware: the
electronic medical record system and the hospital’s existing
hospital information system (hospital information system,
HIS), laboratory information system (laboratory information
system, LIS), image archiving and transmission system (pic-
ture archiving and communication systems, PACS), radiology
information system (radiology information system, RIS), ECG
acquisition, blood transfusion management, and other clinical
support systems and business management system data are
transformed through HL7 heterogeneous database middle-
ware and realize the functions of information sharing and

mutual visits, as well as data mining and statistical analysis.
For patients, the management of medical records can be
divided into three basic parts, mainly including the external
rights of medical records, internal rights management, and
data exchange middleware [19].

(1) External access rights include label inspection, finger-
print identification, and identity authentication; (2) internal
rights management mainly includes outpatient medical
records, clinical diagnosis and treatment, follow-up manage-
ment, and cycle management; and (3) data exchange middle-
ware: the corresponding data management system is shared
and transmitted to realize the data sharing, query, access, data
mining, and statistical analysis of patients’ corresponding
information. The specific process management of medical
record information management is shown in Figure 1

3. Construction of Paperless Electronic Medical
Record Management System

Patient-centered, the Internet of Things is shared based on
the Internet of Things using rfid, laser scanning, global
positioning, and other technologies and equipment in the
Internet of Things technology, to realize information trans-
mission and exchange and to complete intelligent position-
ing, identification, tracking, management, and monitoring.
It adopts a three-tier network architecture of browser/server
(B/S) mode, Windows Server server operating system, 10
Gigabit Ethernet, and Oracle system for database. In the net-
work system deployment plan, a clinical information system
server with electronic medical records as the core, a certifi-
cate authority (CA) electronic signature management server,
a time stamp server, various user terminals in the hospital, a
medical record high-speed camera, and a computer is
specially set up in the network system deployment plan.
Mobile handheld devices, etc., seamlessly record patient
medical information data throughout the entire process,
collect, count, and integrate data to ensure integration and
homogeneity, overcome many problems in traditional
medical record management, and complete one-stop elec-
tronic medical record management with unification of data
format and data sharing system. The paperless electronic med-
ical record management system has good man-machine dia-
logue and powerful functions. The medical record entry
interface is completely consistent with the actual workmedical
record homepage.

3.1. Main Technical Equipment

(1) RFID technology. Radio frequency identification
(RFID) technology of electronic tags is the commu-
nication technology of target and corresponding sys-
tem through the identification and data collection of
infinite signals. The Internet of Things can connect
corresponding devices, which is an extension and
extension of Internet technology. Medical records
set up a unique RFID code and can achieve rapid
search and positioning
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(2) CA electronic signature. Use the corresponding files
for CA signature storage management, when the sys-
tem documents are generated, that is, CA signature,
first of all, the doctor in the medical record input
CA signature, using the corresponding virtual print-
ing technology method in different systems for sam-
pling and identification, in a standard and correct
format of electronic medical record management.
However, for the CA signature of ordinary people,
HD photography can be imported and transmitted
to the corresponding system through the corre-
sponding equipment, to achieve the preservation of
paper files, and at the same time assist with the orig-
inal handwriting signature and time stamp mutual
authentication; when conditions permit, the corre-
sponding recordings and photos are left for digital
confirmation

(3) Timestamp server. Timestamp service is based on
the certification, the national center for timing, and
punctual system according to the time of the trusted
timestamp, time monitoring system to ensure the
accuracy of time, use of time to clear and unified,
doctors and patients, makes the electronic medical
record access request, and needs to undertake the
corresponding authentication, with appropriate per-
missions and clear requirements, to allow for a visit.
The specific service working architecture is shown in
Figure 2:

(4) High-definition shooting of paper medical records
and mobile terminals. The basic process of medical
record management is to realize the corresponding
input and digitization of clinical diagnosis and treat-
ment report by scanning and collecting paper medi-
cal record information by using corresponding
equipment. On this basis, the corresponding supple-
ment of voice, image, signature, and report can be
realized

(5) Health Level Seven (HL7) heterogeneous data dedi-
cated interface for Iot middleware. The text data
conversion interface flow of the paperless electronic
medical record management system is shown in
Figure 3

3.2. System Function Modules. The paperless medical record
management system includes doctor’s work, nursing work,
disease prevention work, medical record quality and safety
management, medical record remote borrowing and statisti-
cal analysis of scientific research, and other functional mod-
ules. Module relationship of paperless electronic medical
record management system is shown in Figure 4.

(1) Doctor work and nursing work module. ① Doctor
work module, including outpatient doctor worksta-
tion and inpatient workstation, designed according
to the diagnosis and treatment process, the patient
is admitted to the hospital to establish the medical
record home page information, and then the doctor
receives the consultation and collects the patient’s
family medical history, past medical history, various
examinations, treatment records, and drug allergies
through the system. If the patient needs surgical
treatment, the system is connected to the surgical
anesthesia management system to automatically read
the informed consent and PACS report documents.
At the same time, the mobile nursing terminal of
the nurse workstation uploads the collected nursing
documents, surgical records, rescue records and
nursing care operation records, etc.; when the patient
is discharged from the hospital, the discharge record
is generated, and the electronic health file is com-
pleted; ② nursing work module: according to the
nurse’s execution of the doctor’s order and the scan
code confirmation of the test specimen, the daily,
monthly, and annual workload and total of a single
nurse can be counted. The workload of each ward
of the hospital provides a reference basis for the per-
formance evaluation of individual nurses and the
hospital. The nursing workstation can also record
the patient’s specimens for examination, the execu-
tion of hospital orders, and the disinfection of med-
ical equipment. The paperless electronic medical
record management system adopts closed-loop man-
agement, which greatly reduces the repeated entry
operations of medical workers and has stored a large
amount of practical data in the database. Doctors
rarely need to type in their work and only need to
use the mouse to click on the function. The key
and template describe the segment, just input, and
modify certain specific content

Internet of things

Laboratory label
management Cycle summary Cycle

management
Follow-up

management

Label printing Label verification Fingerprint
recognition

Figure 1: Whole process management flow of electronic medical record information.
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(2) Disease prevention work module includes 2 submo-
dules of disease reporting and review and hospital
feeling registration and review. ① Disease reporting
and review submodule: the doctor on duty logs in

to the disease monitoring and reporting system in
the doctor’s workstation with his default authority.
The system automatically reads patient information
from the paperless electronic medical record man-
agement system and performs heterogeneous data
through data middleware homogeneous processing,
screening correct patient information, and filling in
the diagnosis information related to the disease after
the doctor’s review; ② hospital infection registration
and review submodule: hospital infection manage-
ment personnel access the paperless electronic med-
ical record management system according to their
authority, sorting and patient-related clinical infor-
mation on hospital infections can be screened,
reviewed, and analyzed, and finally generated hospi-
tal infection statistical reports. The reports include
information such as urethral intubation use, ventila-
tor use, multidrug resistance monitoring, and patho-
genic microorganism monitoring

(3) Medical record quality and safety management mod-
ule. This module mainly includes two submodules:
medical record form review and medical record
safety management. ① Medical record form review
submodule: when the patient is discharged from
the hospital, the head nurse will organize the medical
record and check the completeness of the medical
record and the order of the medical record through
the mobile nursing terminal. After the medical
record is issued by the doctor in charge at the doc-
tor’s workstation, the department director and
department quality control the personnel conduct
the review and then send it to the medical record
room. The medical record room staff reviews each
electronic medical record. The system also sets up a
quality control expert spot check work interface; ②
medical record safety management submodule: med-
ical records are archived within 3 days from the day
the patient is discharged. The system reminds doc-
tors of necessary tasks. After the medical records

NTSC TSA

Information
system

Electronic
document

Identification
technology

When

What

Who

Figure 2: Timestamp server working architecture.

Text content
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Text data
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Structured data
extraction

Custom
tokenizer
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speech

Composite entity
merger

Text summary
generator

Figure 3: Interface flow of text data conversion in paperless
electronic medical record management system.
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are filed, no one is allowed to damage, destroy, alter,
forge, or steal medical records at will, to ensure the
integrity and accuracy of the electronic medical
records, and not to borrow or modify them at will

(4) The remote borrowing and reading module of med-
ical records. This module includes permission setting
and loan application review and statistics. Doctors
authorized by the system can check the patient’s
medical records, medical history, treatment mea-
sures, and insurance details. After the medical record
digital filing system is created, digital network
resources can be shared. Different personnel can
simultaneously access the same medical record in
different places. Multiple departments borrow the
same medical record at the same time; so, clinicians
do not need to go back and forth to the medical
record department to read the paper medical
records, which saves time for inquiry and retrieval,
support discharge follow-up and patient online ser-
vice platform for mutual visits through interface
data, and also provide patients with electronic data
copy services such as medical imaging examination
images, surgical videos, and interventional operation
videos. The current service items that are gradually
introduced include some operations of the surgical
anesthesia system, system image data and surgical
records, PACS original acquired images of digital
imaging and communication of medicine (DICOM)
4 format sequence data sets, detailed report data of
biological tests, and critical data in emergency and
intensive care

(5) Scientific research statistics module includes the
home page search of medical records and the full text
search of medical records. Mobile medical devices
and wearable devices can not only detect and track
personal health data but also help diagnose diseases.
Home monitoring devices such as electronic blood
pressure monitors have become popular. Wearable
devices help big data collect high-quality data, pro-
vide healthy decision-making and optimize treat-
ment effects, provide diet adjustment and medical

care solutions, and provide hospitals and scientific
research institutes with valuable scientific research
data. The data mining statistical analysis function
can convert various data streams into standardized
data and conduct a comprehensive analysis of the
obtained medical big data in a unified manner

A comprehensive analysis of the medical big data is
obtained.

As shown in Figure 5, the system in this article includes
five modules, namely, the client, the random number gener-
ation center, the ciphertext storage center, the decryption
module, and the computing center. It is assumed that the
modules are independent of each other, and the communi-
cation channel between the client and the server is secure.

The functions of each module are as follows:
Client defines the polynomial function used to perform

ciphertext operations and sends it to the random number
generation center to obtain statistical information about per-
sonal data. During the whole process, the client does not
know the intermediate process and can only obtain the final
result through the above function.

Random number generation center: input function f and
output random number sends it to decryption module,
ciphertext storage center, and computing center through
steps (1), (2), and (3). Ciphertext storage center protects
the privacy of data, encrypts the plaintext, and then passes
the encrypted data to the computing center. Without the
decryption key, the original data cannot be learned.

Decryption module possesses the decryption key of the
system, receives the ciphertext passed from the computing
center and calculate it, then randomizes the result with the
random number passed by the random number generation
center and then passes it to the computing center, and finally
decrypts the final result passed from the computing center
and return it to Client.

Computing center receives the ciphertext, polynomial
function, and random number passed by other modules,
performs addition and multiplication calculations on the
encrypted ciphertext, then calls the decryption module to
decrypt the calculation result, and finally encrypts the final
result and transmits it to the decryption module.

Electronic medical record
management system

Doctor work

Outpatient doctor Resident doctor Medical record quality
management

Medical record
security management

Nursing work Disease prevention
center

Quality of medical
records

Remote borrowing of
medical records

Figure 4: Module relationship diagram of paperless electronic medical record management system.
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4. Simulation Experiment

4.1. Simulation Environment. The Internet of Things tech-
nology is tested on the PC host. The CPU of the host is
2.4GHz and stored in 1G memory. Set the number of system
encryption of medical records to 200and analyze 6 types of
main encryption in the early stage, such as buffer overflow

and restriction conditions. Some false encrypted information
is added to the medical record source code to detect the
algorithm.

4.2. Data. The data of a hospital’s paperless electronic med-
ical record management system in the past two years were
selected to compare the paperless rate, medical record review
rate, and electronic medical record query times before and
after the system was used.

4.3. Statistical Methods. SPSS25.0 software was used for sta-
tistical analysis of the collected data, and the rate of counting
data (%) was expressed by X2 test. P < 0:05 was considered
statistically significant.

4.4. Application Results. The original algorithm is applicable
when the server is trusted, because when the user requests
the server to retrieve the keyword, the user must send the
encryption key p to the server. In this way, the ciphertext
data stored by the user will be completely transparent to
the server. If the algorithm is applied to the cloud storage
system with untrusted server, the information stored on
the server is likely to be leaked, and the security of the infor-
mation cannot be guaranteed.

The cloud storage system adopts a typical client-server
model. The overall structure is shown in Figure 6.

As can be seen from the structure diagram in Figure 6,
the storage of the system is mainly divided into client termi-
nal, random number generation, ciphertext storage, decryp-
tion module, and computing center. Each module is divided
into independent parts with safe links.

IoT-based
management system

Administrator Inpatient registration Inpatient ward Outpatient settlement

Figure 5: The overall structure of the cloud storage system.

Ciphertext storage
center

Decryption module

Random number
generation center Computing centerClient

Figure 6: Overall structure of the CSS.
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Figure 7: Comparison of medical record data before and after the
use of paperless electronic medical record management system.
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Client defines the polynomial function F for ciphertext
operation and sends it to the random number generation cen-
ter for obtaining statistical information about personal data.

Random number generation center: input function F
outputs random numbers and sends them to the decryption
module, ciphertext storage center, and computing center,
respectively, through steps (1), (2), and (3).

Ciphertext storage center protects the privacy of data,
encrypts the plaintext, and then transfers the encrypted data
to the computing center. Without the decryption key, the
raw data cannot be accessed.

Decryption module owns the decryption key of the system.
Computing center receives ciphertext, polynomial func-

tions, and random numbers transmitted by other modules
and calculates addition and multiplication of the encrypted
ciphertext.

The paperless electronic medical record management
system received 160,450 electronic medical records during
its two years of online use, and the paperless rate reached
86.77%. The paper cost of all kinds of medical records
decreased by 14.2%, and the rate of medical record form
examination reached 100% from the original 89%. In two
years, the visits of medical workers and patients to query
resources through the client increased from 26045 times to
150812 times. The data analysis results showed that the
paperless rate, the standard review rate of medical record
form, and the number of electronic medical record inquiries
after the use of the paperless electronic medical record man-
agement system increased significantly compared with the
use before, and the differences were statistically significant
(x2 = 13:22, x2 = 9:41, x2 = 39:63; P < 0:05).

As can be seen from the results in Figure 7, paperless
medical records have a small storage space, which is conve-
nient for doctors and patients to query and browse, proving
the effectiveness of the encrypted storage of medical records
based on the Internet of things. In addition, the paperless

medical records are more secure and reliable, which can
ensure the effectiveness, safety, and accuracy of medical
records, improve the efficiency of relevant staff, further
reduce the burden of medical workers, and improve the
real-time storage and safety management of medical records.

It can be seen from Table 1 that compared with the tradi-
tional encryption method based on rule matching, the medical
record encryption storage algorithm based on the Internet of
Things has higher accuracy (97.4%), while the encryption time
is shortened by 42.3%, which has the advantages of fast and
efficient. According to the experimental contrast of the five
thresholds in Table 2, 0.95 is used as the similar matching
threshold. The algorithm has better balance, high accuracy,
false alarm rate ≤ 26%, report leakage rate ≤ 4:5%, false alarm
rate, and report leakage rate All remain at a low level. In addi-
tion, the threshold can also be adjusted appropriately accord-
ing to the specific encryption request to meet different
encryption requirements to realize the encryption object.

5. Conclusions

With the continuous development and application of Inter-
net of Things technology, individuals pay more and more
attention to the management of medical information. In
view of this demand and limitation, this paper introduces
the Internet of Things technology, analyzes and constructs
the medical record encryption management system by sort-
ing out the business process of patients, doctors, and nurses,
makes a comparative analysis before and after the system
goes online, and conducts simulation experiment research.
The simulation results show that themedical record encryption
storage system based on the Internet of Things technology can
effectively solve the collection, statistics, and integration of
patients’ medical record information, form an electronic med-
ical record management system with unified data format, data
sharing, and device interconnection, and realize the whole pro-
cess of patients’ medical record information collection.
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