
Wireless Communications and Mobile Computing

Machine Learning for Energy
E�cient Wireless Communications
and Mobile Computing

Lead Guest Editor: Alireza Souri
Guest Editors: Mu-Yen Chen and Nima Jafari Navimipour

 



Machine Learning for Energy Efficient Wireless
Communications and Mobile Computing



Wireless Communications and Mobile Computing

Machine Learning for Energy Efficient
Wireless Communications and Mobile
Computing

Lead Guest Editor: Alireza Souri
Guest Editors: Mu-Yen Chen and Nima Jafari
Navimipour



Copyright © 2023 Hindawi Limited. All rights reserved.

is is a special issue published in “Wireless Communications and Mobile Computing.” All articles are open access articles distributed
under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.



Chief Editor
Zhipeng Cai  , USA

Associate Editors
Ke Guan  , China
Jaime Lloret  , Spain
Maode Ma  , Singapore

Academic Editors
Muhammad Inam Abbasi, Malaysia
Ghufran Ahmed  , Pakistan
Hamza Mohammed Ridha Al-Khafaji  ,
Iraq
Abdullah Alamoodi  , Malaysia
Marica Amadeo, Italy
Sandhya Aneja, USA
Mohd Dilshad Ansari, India
Eva Antonino-Daviu  , Spain
Mehmet Emin Aydin, United Kingdom
Parameshachari B. D.  , India
Kalapraveen Bagadi  , India
Ashish Bagwari  , India
Dr. Abdul Basit  , Pakistan
Alessandro Bazzi  , Italy
Zdenek Becvar  , Czech Republic
Nabil Benamar  , Morocco
Olivier Berder, France
Petros S. Bithas, Greece
Dario Bruneo  , Italy
Jun Cai, Canada
Xuesong Cai, Denmark
Gerardo Canfora  , Italy
Rolando Carrasco, United Kingdom
Vicente Casares-Giner  , Spain
Brijesh Chaurasia, India
Lin Chen  , France
Xianfu Chen  , Finland
Hui Cheng  , United Kingdom
Hsin-Hung Cho, Taiwan
Ernestina Cianca  , Italy
Marta Cimitile  , Italy
Riccardo Colella  , Italy
Mario Collotta  , Italy
Massimo Condoluci  , Sweden
Antonino Crivello  , Italy
Antonio De Domenico  , France
Floriano De Rango  , Italy

Antonio De la Oliva  , Spain
Margot Deruyck, Belgium
Liang Dong  , USA
Praveen Kumar Donta, Austria
Zhuojun Duan, USA
Mohammed El-Hajjar  , United Kingdom
Oscar Esparza  , Spain
Maria Fazio  , Italy
Mauro Femminella  , Italy
Manuel Fernandez-Veiga  , Spain
Gianluigi Ferrari  , Italy
Luca Foschini  , Italy
Alexandros G. Fragkiadakis  , Greece
Ivan Ganchev  , Bulgaria
Óscar García, Spain
Manuel García Sánchez  , Spain
L. J. García Villalba  , Spain
Miguel Garcia-Pineda  , Spain
Piedad Garrido  , Spain
Michele Girolami, Italy
Mariusz Glabowski  , Poland
Carles Gomez  , Spain
Antonio Guerrieri  , Italy
Barbara Guidi  , Italy
Rami Hamdi, Qatar
Tao Han, USA
Sherief Hashima  , Egypt
Mahmoud Hassaballah  , Egypt
Yejun He  , China
Yixin He, China
Andrej Hrovat  , Slovenia
Chunqiang Hu  , China
Xuexian Hu  , China
Zhenghua Huang  , China
Xiaohong Jiang  , Japan
Vicente Julian  , Spain
Rajesh Kaluri  , India
Dimitrios Katsaros, Greece
Muhammad Asghar Khan, Pakistan
Rahim Khan  , Pakistan
Ahmed Khattab, Egypt
Hasan Ali Khattak, Pakistan
Mario Kolberg  , United Kingdom
Meet Kumari, India
Wen-Cheng Lai  , Taiwan

https://orcid.org/0000-0001-6017-975X
https://orcid.org/0000-0001-7229-7446
https://orcid.org/0000-0002-0862-0533
https://orcid.org/0000-0003-1438-7018
https://orcid.org/0000-0002-0077-9638
https://orcid.org/0000-0003-3620-581X
https://orcid.org/0000-0003-4393-5570
https://orcid.org/0000-0002-0163-4561
https://orcid.org/0000-0002-3997-5070
https://orcid.org/0000-0003-1082-1972
https://orcid.org/0000-0002-6232-2772
https://orcid.org/0000-0001-7361-8985
https://orcid.org/0000-0003-3500-1997
https://orcid.org/0000-0001-5155-8192
https://orcid.org/0000-0002-1804-6977
https://orcid.org/0000-0002-6080-9077
https://orcid.org/0000-0003-0049-1279
https://orcid.org/0000-0002-6947-8470
https://orcid.org/0000-0001-7943-3172
https://orcid.org/0000-0002-9453-4200
https://orcid.org/0000-0001-9315-9878
https://orcid.org/0000-0002-0337-8354
https://orcid.org/0000-0003-2403-8313
https://orcid.org/0000-0001-9764-5179
https://orcid.org/0000-0003-0207-9966
https://orcid.org/0000-0003-4996-6263
https://orcid.org/0000-0001-7238-2181
https://orcid.org/0000-0003-1229-4045
https://orcid.org/0000-0003-4901-6233
https://orcid.org/0000-0002-2510-6632
https://orcid.org/0000-0002-8585-1087
https://orcid.org/0000-0002-7987-1401
https://orcid.org/0000-0002-2593-0162
https://orcid.org/0000-0003-3574-1848
https://orcid.org/0000-0002-6695-5956
https://orcid.org/0000-0002-5088-0881
https://orcid.org/0000-0001-6688-0934
https://orcid.org/0000-0001-9062-3647
https://orcid.org/0000-0003-2657-9164
https://orcid.org/0000-0003-0535-7087
https://orcid.org/0000-0003-1881-681X
https://orcid.org/0000-0001-7573-6272
https://orcid.org/0000-0003-2590-6370
https://orcid.org/0000-0002-1750-7225
https://orcid.org/0000-0003-2451-2708
https://orcid.org/0000-0002-4186-8418
https://orcid.org/0000-0003-1469-9484
https://orcid.org/0000-0002-0151-6469
https://orcid.org/0000-0002-4443-7066
https://orcid.org/0000-0001-5655-8511
https://orcid.org/0000-0002-8564-5355
https://orcid.org/0000-0001-5220-875X
https://orcid.org/0000-0001-5825-2241
https://orcid.org/0000-0001-9778-9463
https://orcid.org/0000-0002-3128-2405
https://orcid.org/0000-0001-9739-1930
https://orcid.org/0000-0002-2743-6037
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0003-1631-6483
https://orcid.org/0000-0002-0930-2385
https://orcid.org/0000-0002-8778-9336


Jose M. Lanza-Gutierrez, Spain
Pavlos I. Lazaridis  , United Kingdom
Kim-Hung Le  , Vietnam
Tuan Anh Le  , United Kingdom
Xianfu Lei, China
Jianfeng Li  , China
Xiangxue Li  , China
Yaguang Lin  , China
Zhi Lin  , China
Liu Liu  , China
Mingqian Liu  , China
Zhi Liu, Japan
Miguel López-Benítez  , United Kingdom
Chuanwen Luo  , China
Lu Lv, China
Basem M. ElHalawany  , Egypt
Imadeldin Mahgoub  , USA
Rajesh Manoharan  , India
Davide Mattera  , Italy
Michael McGuire  , Canada
Weizhi Meng  , Denmark
Klaus Moessner  , United Kingdom
Simone Morosi  , Italy
Amrit Mukherjee, Czech Republic
Shahid Mumtaz  , Portugal
Giovanni Nardini  , Italy
Tuan M. Nguyen  , Vietnam
Petros Nicopolitidis  , Greece
Rajendran Parthiban  , Malaysia
Giovanni Pau  , Italy
Matteo Petracca  , Italy
Marco Picone  , Italy
Daniele Pinchera  , Italy
Giuseppe Piro  , Italy
Javier Prieto  , Spain
Umair Rafique, Finland
Maheswar Rajagopal  , India
Sujan Rajbhandari  , United Kingdom
Rajib Rana, Australia
Luca Reggiani  , Italy
Daniel G. Reina  , Spain
Bo Rong  , Canada
Mangal Sain  , Republic of Korea
Praneet Saurabh  , India

Hans Schotten, Germany
Patrick Seeling  , USA
Muhammad Shafiq  , China
Zaffar Ahmed Shaikh  , Pakistan
Vishal Sharma  , United Kingdom
Kaize Shi  , Australia
Chakchai So-In, ailand
Enrique Stevens-Navarro  , Mexico
Sangeetha Subbaraj  , India
Tien-Wen Sung, Taiwan
Suhua Tang  , Japan
Pan Tang   , China
Pierre-Martin Tardif  , Canada
Sreenath Reddy ummaluru, India
Tran Trung Duy  , Vietnam
Fan-Hsun Tseng, Taiwan
S Velliangiri  , India
Quoc-Tuan Vien  , United Kingdom
Enrico M. Vitucci  , Italy
Shaohua Wan  , China
Dawei Wang, China
Huaqun Wang  , China
Pengfei Wang  , China
Dapeng Wu  , China
Huaming Wu  , China
Ding Xu  , China
YAN YAO  , China
Jie Yang, USA
Long Yang  , China
Qiang Ye  , Canada
Changyan Yi  , China
Ya-Ju Yu  , Taiwan
Marat V. Yuldashev  , Finland
Sherali Zeadally, USA
Hong-Hai Zhang, USA
Jiliang Zhang, China
Lei Zhang, Spain
Wence Zhang  , China
Yushu Zhang, China
Kechen Zheng, China
Fuhui Zhou  , USA
Meiling Zhu, United Kingdom
Zhengyu Zhu  , China

https://orcid.org/0000-0001-5091-2567
https://orcid.org/0000-0002-2781-8043
https://orcid.org/0000-0003-0612-3717
https://orcid.org/0000-0003-4055-7017
https://orcid.org/0000-0002-1779-6178
https://orcid.org/0000-0002-6469-4609
https://orcid.org/0000-0003-0011-7383
https://orcid.org/0000-0002-2044-3795
https://orcid.org/0000-0001-9872-9710
https://orcid.org/0000-0003-0526-6687
https://orcid.org/0000-0003-1363-0581
https://orcid.org/0000-0002-5900-6541
https://orcid.org/0000-0002-4461-7307
https://orcid.org/0000-0003-0003-473X
https://orcid.org/0000-0001-6179-0155
https://orcid.org/0000-0002-0751-515X
https://orcid.org/0000-0003-4384-5786
https://orcid.org/0000-0002-0629-7998
https://orcid.org/0000-0002-0145-8406
https://orcid.org/0000-0001-6364-6149
https://orcid.org/0000-0001-9796-6378
https://orcid.org/0000-0002-7034-5544
https://orcid.org/0000-0002-5059-3145
https://orcid.org/0000-0003-0983-9796
https://orcid.org/0000-0002-5798-398X
https://orcid.org/0000-0002-0893-7493
https://orcid.org/0000-0001-8902-6909
https://orcid.org/0000-0002-6615-6425
https://orcid.org/0000-0003-3783-5565
https://orcid.org/0000-0001-8175-2201
https://orcid.org/0000-0001-7977-4751
https://orcid.org/0000-0001-8742-118X
https://orcid.org/0000-0003-0417-9266
https://orcid.org/0000-0002-2481-5058
https://orcid.org/0000-0003-3529-6510
https://orcid.org/0000-0001-7298-7930
https://orcid.org/0000-0002-3782-4279
https://orcid.org/0000-0003-2770-0675
https://orcid.org/0000-0001-9929-3744
https://orcid.org/0000-0003-0323-2061
https://orcid.org/0000-0001-7470-6506
https://orcid.org/0000-0003-3561-3627
https://orcid.org/0000-0001-7274-2677
https://orcid.org/0000-0001-8335-9761
https://orcid.org/0000-0002-5784-8411
https://orcid.org/0000-0003-0432-7361
https://orcid.org/0000-0002-7413-6897
https://orcid.org/0000-0002-3947-2174
https://orcid.org/0000-0001-9273-8181
https://orcid.org/0000-0001-5490-904X
https://orcid.org/0000-0003-4582-0953
https://orcid.org/0000-0001-7013-9081
https://orcid.org/0000-0001-7254-6465
https://orcid.org/0000-0002-0906-4217
https://orcid.org/0000-0003-2105-9418
https://orcid.org/0000-0002-4761-9973
https://orcid.org/0000-0002-3759-4805
https://orcid.org/0000-0002-0115-7996
https://orcid.org/0000-0002-9363-2044
https://orcid.org/0000-0001-6711-7818
https://orcid.org/0000-0002-3467-0710
https://orcid.org/0000-0003-1639-3403
https://orcid.org/0000-0002-4922-4043
https://orcid.org/0000-0002-0160-7803
https://orcid.org/0000-0001-6880-6244
https://orcid.org/0000-0001-6562-8243


Contents

Retracted: SM-PageRank Algorithm-Based User Interest Model for Mobile Smart Tourism Platform
Wireless Communications and Mobile Computing
Retraction (1 page), Article ID 9850362, Volume 2023 (2023)

Retracted: Design and Implementation of Node of Wireless Network Environment Monitoring System
Based on Artificial Intelligence
Wireless Communications and Mobile Computing
Retraction (1 page), Article ID 9757606, Volume 2023 (2023)

Retracted: Research on Automobile Assembly Line Optimization Based on Industrial Engineering
Technology and Machine Learning Algorithm
Wireless Communications and Mobile Computing
Retraction (1 page), Article ID 9890274, Volume 2023 (2023)

ML-DDoSnet: IoT Intrusion Detection Based on Denial-of-Service Attacks Using Machine Learning
Methods and NSL-KDD
Mona Esmaeili, Seyedamiryousef Hosseini Goki, Behnam Hajipour Khire Masjidi, Mahdi Sameh, Hamid
Gharagozlou  , and Amin Salih Mohammed
Research Article (16 pages), Article ID 8481452, Volume 2022 (2022)

Design of Shared Internet of ,ings System for English Translation Teaching Using Deep Learning
Text Classification
Lin He, Jiaqi Guo, and Jiaxin Lin 

Research Article (10 pages), Article ID 3576419, Volume 2022 (2022)

Blockchain-Based Crowdsourcing Makes Training Dataset of Machine Learning No Longer Be in
Short Supply
Haitao Xu  , Wei Wei  , Yong Qi  , and Saiyu Qi 

Review Article (13 pages), Article ID 7033626, Volume 2022 (2022)

Application of Kohonen Neural Network in Sports Cluster
Youwen Mao 

Research Article (11 pages), Article ID 2266702, Volume 2022 (2022)

Sports Video Motion Direction Detection and Target Tracking Algorithm Based on Convolutional
Neural Network
Long Liu 

Research Article (10 pages), Article ID 5760758, Volume 2022 (2022)

Inventory Management Optimization of Green Supply Chain Using IPSO-BPNN Algorithm under the
Artificial Intelligence
Ying Guan  , Yingli Huang  , and Huiyan Qin
Research Article (14 pages), Article ID 8428964, Volume 2022 (2022)

https://orcid.org/0000-0001-8549-5206
https://orcid.org/0000-0001-6534-9471
https://orcid.org/0000-0002-5534-0315
https://orcid.org/0000-0002-8751-9205
https://orcid.org/0000-0003-2386-4154
https://orcid.org/0000-0002-0394-4432
https://orcid.org/0000-0001-7946-7639
https://orcid.org/0000-0003-1762-3434
https://orcid.org/0000-0003-2399-029X
https://orcid.org/0000-0002-6608-7394


Interaction Design of Wellness Building Space by Deep Learning and VR Technology in the Context of
Internet of ,ings
Mei Yang   and Xinyu Wang
Research Article (10 pages), Article ID 6567431, Volume 2022 (2022)

,e Influence of Robot-Assisted Industry Using Deep Learning on the Economic Growth Rate of
Manufacturing Industry in the Era of Artificial Intelligence
Ziyu Xu 

Research Article (12 pages), Article ID 4594858, Volume 2022 (2022)

Constructing a Music Network Teaching System by Using Neural Network Model with Wireless Audio
Transmission
Weiming Liu 

Research Article (11 pages), Article ID 2805117, Volume 2022 (2022)

ObjectDetect: A Real-Time Object Detection Framework for Advanced Driver Assistant Systems Using
YOLOv5
Jamuna S. Murthy, G. M. Siddesh, Wen-Cheng Lai  , B. D. Parameshachari  , Sujata N. Patil, and K. L.
Hemalatha
Research Article (10 pages), Article ID 9444360, Volume 2022 (2022)

Mobile Sink-Based Path Optimization Strategy in Heterogeneous WSNs for IoT Using Pigeon-Inspired
Optimization Algorithm
Zhengzong Wang, Yinggao Yue  , and Li Cao 

Research Article (18 pages), Article ID 2674201, Volume 2022 (2022)

Visual Design of Brand Image by Marine Bionic System in the Environment of Internet of ,ings and
Machine Learning
Minghui Niu and Joung Hyung Cho 

Research Article (16 pages), Article ID 2153770, Volume 2022 (2022)

Predicting the Investment Risk in Supply Chain Management Using BPNN and Machine Learning
Lan Li 

Research Article (11 pages), Article ID 4340286, Volume 2022 (2022)

Industrial Internet of ,ings Anti-Intrusion Detection System by Neural Network in the Context of
Internet of ,ings for Privacy Law Security Protection
Di Teng 

Research Article (17 pages), Article ID 7182989, Volume 2022 (2022)

Classification of Diabetic Retinopathy Based on Multiscale Hybrid Attention Mechanism and Residual
Algorithm
Yue Miao   and Siyuan Tang
Research Article (11 pages), Article ID 5441366, Volume 2022 (2022)

https://orcid.org/0000-0001-9395-8426
https://orcid.org/0000-0002-3146-2529
https://orcid.org/0000-0001-5175-4273
https://orcid.org/0000-0002-8778-9336
https://orcid.org/0000-0002-3997-5070
https://orcid.org/0000-0002-5582-8791
https://orcid.org/0000-0003-0728-5048
https://orcid.org/0000-0002-1472-4777
https://orcid.org/0000-0002-3955-4671
https://orcid.org/0000-0002-9421-7053
https://orcid.org/0000-0002-9629-3666


Contents

Development Policy of the International Trade Industry under the Background of Cloud Computing
and Internet of ,ings
Liang Wu, Jianhua Zhou  , Honglei Tang, and Hanjie Xiao
Research Article (12 pages), Article ID 6313339, Volume 2022 (2022)

Energy-Aware Intrusion Detection Model for Internet of Vehicles Using Machine Learning Methods
Lu Lihua 

Research Article (8 pages), Article ID 9865549, Volume 2022 (2022)

,e Core Cluster-Based Subspace Weighted Clustering Ensemble
Xuan Huang, Fang Qin  , and Lin Lin
Research Article (17 pages), Article ID 7990969, Volume 2022 (2022)

Psychological Quality of Piano Players Based on Big Data Algorithm
Rui Li  , Rasa Kirliauskienė, Yixin Sun, Shixue Dong, and Li Zhang
Research Article (12 pages), Article ID 7237099, Volume 2022 (2022)

Implementation of Embedded Microprocessor in Optimal Teaching of Physical Health in the Internet
Era
Juan Liu 

Research Article (15 pages), Article ID 4193644, Volume 2022 (2022)

Remote Monitoring and Management System of Intelligent Agriculture under the Internet of ,ings
and Deep Learning
Meirong Zhu   and Jie Shang 

Research Article (13 pages), Article ID 1206677, Volume 2022 (2022)

Using the Neutrosophic DEMATEL Method to Determine the Effect of Internet Finance and Big Data
Risk Control Monitoring
Lin Tian and Hongmei Gu 

Research Article (7 pages), Article ID 9395567, Volume 2022 (2022)

Home Based Monitoring for Smart Health-Care Systems: A Survey
J. Anu Shilvya, S. omas George  , M. S. P. Subathra, P. Manimegalai, Mazin Abed Mohammed  ,
Mustafa Musa Jaber, Afsaneh Kazemzadeh, and Mohammed Nasser Al-Andoli 

Review Article (10 pages), Article ID 1829876, Volume 2022 (2022)

Gathering Contextual Data with Power Information Using Smartphones in Internet of Everything
Umar Mahmud  , Shariq Hussain  , and Ibrahima Kalil Toure 

Research Article (14 pages), Article ID 4445751, Volume 2022 (2022)

[Retracted] Design and Implementation of Node of Wireless Network Environment Monitoring
System Based on Artificial Intelligence
Pinghui Zou and Gaoqing Ji 

Research Article (9 pages), Article ID 5911476, Volume 2022 (2022)

https://orcid.org/0000-0002-0654-8996
https://orcid.org/0000-0001-8815-137X
https://orcid.org/0000-0001-5161-0907
https://orcid.org/0000-0001-7746-7045
https://orcid.org/0000-0001-7515-1266
https://orcid.org/0000-0002-0833-3462
https://orcid.org/0000-0002-8383-4806
https://orcid.org/0000-0002-4765-7339
https://orcid.org/0000-0003-0304-495X
https://orcid.org/0000-0001-9030-8102
https://orcid.org/0000-0001-6491-9938
https://orcid.org/0000-0001-7580-6357
https://orcid.org/0000-0003-2093-7274
https://orcid.org/0000-0001-7557-8702
https://orcid.org/0000-0002-8721-5084


Brand LOGO Image Recognition and Inquiry Creative Teaching Design Based on Deep Learning
Xin Gao   and Wenjing Chen
Research Article (10 pages), Article ID 5396468, Volume 2022 (2022)

Autoencoder for Design of Mitigation Model for DDOS Attacks via M-DBNN
Ankit Agrawal  , Rajiv Singh  , Manju Khari  , S. Vimal  , and Sangsoon Lim 

Research Article (14 pages), Article ID 9855022, Volume 2022 (2022)

,e Mathematical Model of Marine Engine Room Equipment Based on Machine Learning
Ji Zeng  , Bowen Jin  , He Zhang, Songyan Mai, Bo Yuan, Hui Jiang, Mengkai Yang, and Chaochun Huang
Research Article (8 pages), Article ID 8366670, Volume 2022 (2022)

Empirical Analysis of Machine Learning Algorithms for Multiclass Prediction
Umar Ishfaq, Danial Shabbir, Jumshaid Khan, Hikmat Ullah Khan, Salman Naseer, Azeem Irshad  ,
Muhammad Shafiq  , and Habib Hamam
Research Article (12 pages), Article ID 7451152, Volume 2022 (2022)

Bank Green Credit Risk Assessment and Management by Mobile Computing and Machine Learning
Neural Network under the Efficient Wireless Communication
Yuan Feng 

Research Article (11 pages), Article ID 3444317, Volume 2022 (2022)

Research on Dynamic Spectrum Allocation Algorithm Based on Cyclic Neural Network
Xiaomo Yu, Yonghua Cai  , Wenjing Li, Xiaomeng Zhou, and Ling Tang
Research Article (14 pages), Article ID 7928300, Volume 2022 (2022)

Development Model of Enterprise Green Marketing Based on Cloud Computing
Dian Jia and Zhaoyang Wu 

Research Article (10 pages), Article ID 4931374, Volume 2022 (2022)

Adaptive Control System of Intelligent Lower Limb Prosthesis Based on 5G Virtual Reality
Gongxing Yan, Jialing Li  , Hui Xie, and Minggui Zhou
Research Article (12 pages), Article ID 4572503, Volume 2022 (2022)

Modeling of Residential Environment Artistic Design Based on Multisensor Data Fusion
Yang Yu 

Research Article (18 pages), Article ID 4961698, Volume 2022 (2022)

Application of Neural Network Based on Multisource Information Fusion in Production Cost Prediction
Biaowen Wei 

Research Article (13 pages), Article ID 5170734, Volume 2022 (2022)

https://orcid.org/0000-0003-2719-6317
https://orcid.org/0000-0003-0457-6421
https://orcid.org/0000-0003-4022-9945
https://orcid.org/0000-0001-5395-5335
https://orcid.org/0000-0002-1467-1206
https://orcid.org/0000-0001-9924-7115
https://orcid.org/0000-0001-5373-6597
https://orcid.org/0000-0001-9790-699X
https://orcid.org/0000-0002-1366-2834
https://orcid.org/0000-0001-7337-7608
https://orcid.org/0000-0001-5401-8597
https://orcid.org/0000-0002-5521-6162
https://orcid.org/0000-0002-8816-6659
https://orcid.org/0000-0003-4185-2966
https://orcid.org/0000-0002-1519-5758
https://orcid.org/0000-0003-1509-5789


Contents

Financial Asset Risk Measurement Based on Smart Sensor Big Data Security Analysis and Bayesian
Posterior Probability Model
Zixin Lu 

Research Article (12 pages), Article ID 8303555, Volume 2022 (2022)

Superresolution Reconstruction of Remote Sensing Image Based on Generative Adversarial Network
Qiaoliang Zhou 

Research Article (10 pages), Article ID 9114911, Volume 2022 (2022)

Optimal Design of Ecological Landscape Spatial Structure Based on Edge Computing of Internet of
,ings
Ru An 

Research Article (9 pages), Article ID 9303327, Volume 2022 (2022)

Multiobjective Optimization of Structure and Robustness of a Split Parallel Multicomponent Strain
Sensor
Peng Kong, Xiaoqiang Peng, and Zhenzeng Lian 

Research Article (12 pages), Article ID 6387919, Volume 2022 (2022)

A Hybrid Convolutional Neural Network and Relief-F Algorithm for Fault Power Line Recognition in
Internet of ,ings-Based Smart Grids
Zhang Yuqing 

Research Article (7 pages), Article ID 4911553, Volume 2022 (2022)

Design and Implementation of Artwork Display System Based on Internet of ,ings Technology
Qian Zhao and Chenglin Wu 

Research Article (17 pages), Article ID 7180462, Volume 2022 (2022)

Design and Implementation of Fully Convolutional Network Algorithm in Landscape Image
Processing
Yinan Pan  , Yuan Li  , and Jing Jin 

Research Article (9 pages), Article ID 7387363, Volume 2022 (2022)

Application Research of Manuscript Writing Robot Based upon Laser Sensor in News Dissemination
Field
Lijia Huang 

Research Article (12 pages), Article ID 4372527, Volume 2022 (2022)

Evaluation of Rural Tourism Carrying Capacity Based on Ecological Footprint Model
Lei Li  , Xiaojuan Ye, and Xilong Wang
Research Article (10 pages), Article ID 4796908, Volume 2022 (2022)

Realization of Wireless Sensors and Intelligent Computer Aided Teaching in Physical Education and
Training
Guang Wu and Xuezheng Zhang 

Research Article (12 pages), Article ID 6415352, Volume 2022 (2022)

https://orcid.org/0000-0002-6362-6508
https://orcid.org/0000-0003-0530-7178
https://orcid.org/0000-0001-7799-7417
https://orcid.org/0000-0002-3716-6640
https://orcid.org/0000-0001-6158-9590
https://orcid.org/0000-0003-4068-1317
https://orcid.org/0000-0003-0088-0258
https://orcid.org/0000-0001-9943-0315
https://orcid.org/0000-0002-0608-1126
https://orcid.org/0000-0001-9991-2971
https://orcid.org/0000-0001-9300-3187
https://orcid.org/0000-0001-5956-9515


Application of Computer Data Mining Technology Based on AKN Algorithm in Denial of Service Attack
Defense Detection
Xiang Huang 

Research Article (12 pages), Article ID 4729526, Volume 2022 (2022)

Reliability and Life Prediction Algorithms of Insulated Cables Based on Wireless Network
Communication
Jianyu Sun  , Zhonghua Ni, and Yanxin Liu
Research Article (12 pages), Article ID 5672349, Volume 2022 (2022)

PSE and ISE Based E-Commerce Model Design of Sharing Enterprises
Suhong Yang  , Mohammed k. Hassan, and Vinay kumar
Research Article (9 pages), Article ID 7134861, Volume 2022 (2022)

Assembly Sequence Planning Based on Hierarchical Model
Chunxi Li   and Wenjun Hou
Research Article (19 pages), Article ID 9461794, Volume 2022 (2022)

IAMnet: Presentation of Parallelization Approach for Repetitive Mining on Network Topologies with an
Improved Apriori Method
Hooman Bavarsad Salehpour, Parvaneh Asghari  , Hamid Haj Seyyed Javadi  , and Mohammad Ebrahim
Shiri
Research Article (14 pages), Article ID 8217774, Volume 2022 (2022)

A Rapid Combined Model for Automatic Generating Web UI Codes
Wei Zhang  , Shangmin Luan, and Liqin Tian
Research Article (10 pages), Article ID 4415479, Volume 2022 (2022)

A Blockchain-Based Key-Revocation Access Control for Open Banking
Khaled Riad   and Mohamed Elhoseny
Research Article (14 pages), Article ID 3200891, Volume 2022 (2022)

Interactive Art Design Based on Intelligent Sensors and Information Fusion Technology
Yanming Zhu, Tingting Qiu, and Wei Miao 

Research Article (13 pages), Article ID 6777620, Volume 2022 (2022)

Digital Development Strategy of Agricultural Planting and Breeding Enterprises Based on Intelligent
Sensors
Jincheng Zhang 

Research Article (14 pages), Article ID 6495191, Volume 2022 (2022)

Application of Artificial Intelligence Recognition Technology in Digital Image Processing
Xi Zhang 

Research Article (10 pages), Article ID 7442639, Volume 2022 (2022)

https://orcid.org/0000-0001-8754-6791
https://orcid.org/0000-0002-1653-7350
https://orcid.org/0000-0003-1035-0920
https://orcid.org/0000-0001-5679-1225
https://orcid.org/0000-0002-5969-6896
https://orcid.org/0000-0003-0082-036X
https://orcid.org/0000-0002-6076-6425
https://orcid.org/0000-0002-8181-9573
https://orcid.org/0000-0001-7055-4664
https://orcid.org/0000-0002-3255-5794
https://orcid.org/0000-0002-5358-3719


Contents

A Novel Highway Routing Protocol in Vehicular Ad Hoc Networks Using VMaSC-LTE and DBA-MAC
Protocols
Edris Khezri  , Esmaeil Zeinali  , and Hadi Sargolzaey
Research Article (11 pages), Article ID 1680507, Volume 2022 (2022)

China’s Energy Demand Forecasting Based on the Hybrid PSO-LSSVR Model
Yifei Yang, Lu Han, Yarong Wang, and Jianzhong Wang 

Research Article (12 pages), Article ID 7584646, Volume 2022 (2022)

Sports Event Model Evaluation and Prediction Method Using Principal Component Analysis
Weiwei Yu and Jinming Xing 

Research Article (10 pages), Article ID 9351522, Volume 2022 (2022)

[Retracted] SM-PageRank Algorithm-Based User Interest Model for Mobile Smart Tourism Platform
Hua Li   and Tao Su
Research Article (12 pages), Article ID 6034500, Volume 2022 (2022)

Anomaly Recognition Algorithm for Human Multipose Motion Behavior Using Generative
Adversarial Network
Nan Zhang, Jie Ren, Qixiao Xu  , Hao Wu, and Meng Wang
Research Article (9 pages), Article ID 2656001, Volume 2022 (2022)

Security-Aware Routing Protocol Based on Artificial Neural Network Algorithm and 6LoWPAN in the
Internet of ,ings
Jiangdong Lu  , Dongfang Li  , Penglong Wang  , Fen Zheng  , and Meng Wang 

Research Article (8 pages), Article ID 8374473, Volume 2022 (2022)

Design and Practice of Aerobics Teaching Design Based on Data Fusion Algorithm
Chuanqi Ma 

Research Article (14 pages), Article ID 1275508, Volume 2022 (2022)

Applying Knowledge Graph to Analyze the Historical Landscape Based on CiteSpace
Youping Teng, Yue Huang  , and Shuai Yang 

Research Article (12 pages), Article ID 3867541, Volume 2022 (2022)

,e Effect of 3D Image Virtual Reconstruction Based on Visual Communication
Li Xu, Ling Bai, and Lei Li 

Research Article (8 pages), Article ID 6404493, Volume 2022 (2022)

A Multipath Payment Scheme Supporting Proof of Payment
Hangguan Qian   and Lin You 

Research Article (7 pages), Article ID 9911915, Volume 2022 (2022)

https://orcid.org/0000-0002-8354-4323
https://orcid.org/0000-0002-7099-5934
https://orcid.org/0000-0002-6910-4815
https://orcid.org/0000-0001-5301-8560
https://orcid.org/0000-0002-6386-5824
https://orcid.org/0000-0001-9737-7215
https://orcid.org/0000-0002-5003-9814
https://orcid.org/0000-0002-3663-7295
https://orcid.org/0000-0002-3875-1403
https://orcid.org/0000-0002-4147-9148
https://orcid.org/0000-0001-7960-5608
https://orcid.org/0000-0001-9082-5708
https://orcid.org/0000-0003-0729-5318
https://orcid.org/0000-0003-4757-9358
https://orcid.org/0000-0002-3517-4161
https://orcid.org/0000-0003-2377-9881
https://orcid.org/0000-0003-2049-8961


Load Balancing Routing Algorithm of Low-Orbit Communication Satellite Network Traffic Based on
Machine Learning
Tie Liu  , Chenhua Sun, and Yasheng Zhang
Research Article (14 pages), Article ID 3234390, Volume 2021 (2021)

An Empirical Study Based on the Impact of Smart Sensor System on Rural Relative Poverty
Tian Luan and Xiaoyan Liu 

Research Article (14 pages), Article ID 3635382, Volume 2021 (2021)

Financial Management Early-Warning Mechanism Construction and Decision Analysis Research Based
on Wireless Sensor Network and Data Mining
Zeyuan Chang and Heran Yang 

Research Article (13 pages), Article ID 6047798, Volume 2021 (2021)

[Retracted] Research on Automobile Assembly Line Optimization Based on Industrial Engineering
Technology and Machine Learning Algorithm
Xiaorui Shi, Wei Cui, Ping Zhu, and Yanhua Yang 

Research Article (9 pages), Article ID 2658090, Volume 2021 (2021)

Computer Digital Technology-Based Educational Platform for Protection and Activation Design of Ming
Furniture
Zhe Peng   and Yichen Du
Research Article (8 pages), Article ID 3000011, Volume 2021 (2021)

Real-Time Capture of Snowboarder’s Skiing Motion Using a 3D Vision Sensor
Zhipeng Li, Jun Wang, Tao Zhang, Dave Balne, Bing Li, Ruizhu Yang, Wenli Song  , and Xingfu Zhang
Research Article (11 pages), Article ID 8517771, Volume 2021 (2021)

https://orcid.org/0000-0003-3080-1514
https://orcid.org/0000-0002-1109-3869
https://orcid.org/0000-0001-7912-4492
https://orcid.org/0000-0002-9646-8905
https://orcid.org/0000-0003-0773-5192
https://orcid.org/0000-0003-3867-4927


Retraction
Retracted: SM-PageRank Algorithm-Based User Interest
Model for Mobile Smart Tourism Platform

Wireless Communications and Mobile Computing

Received 11 July 2023; Accepted 11 July 2023; Published 12 July 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation
has uncovered evidence of one or more of the following indi-
cators of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

Wewish to credit our ownResearch Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.We have kept a record
of any response received.

References

[1] H. Li and T. Su, “SM-PageRank Algorithm-Based User Interest
Model for Mobile Smart Tourism Platform,” Wireless Commu-
nications and Mobile Computing, vol. 2022, Article ID 6034500,
12 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9850362, 1 page
https://doi.org/10.1155/2023/9850362

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9850362


Retraction
Retracted: Design and Implementation of Node of Wireless
Network Environment Monitoring System Based on
Artificial Intelligence

Wireless Communications and Mobile Computing

Received 11 July 2023; Accepted 11 July 2023; Published 12 July 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable.We have not investigated whether authors
were aware of or involved in the systematic manipulation of
the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their

agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] P. Zou and G. Ji, “Design and Implementation of Node of
Wireless Network Environment Monitoring System Based on
Artificial Intelligence,” Wireless Communications and Mobile
Computing, vol. 2022, Article ID 5911476, 9 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9757606, 1 page
https://doi.org/10.1155/2023/9757606

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9757606


Retraction
Retracted: Research on Automobile Assembly Line
Optimization Based on Industrial Engineering Technology and
Machine Learning Algorithm

Wireless Communications and Mobile Computing

Received 11 July 2023; Accepted 11 July 2023; Published 12 July 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable.We have not investigated whether authors
were aware of or involved in the systematic manipulation of
the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their

agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] X. Shi, W. Cui, P. Zhu, and Y. Yang, “Research on Automobile
Assembly Line Optimization Based on Industrial Engineering
Technology and Machine Learning Algorithm,”Wireless Commu-
nications and Mobile Computing, vol. 2021, Article ID 2658090,
9 pages, 2021.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9890274, 1 page
https://doi.org/10.1155/2023/9890274

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9890274


Research Article
ML-DDoSnet: IoT Intrusion Detection Based on Denial-of-Service
Attacks Using Machine Learning Methods and NSL-KDD

Mona Esmaeili,1 Seyedamiryousef Hosseini Goki,2 Behnam Hajipour Khire Masjidi,3

Mahdi Sameh,4 Hamid Gharagozlou ,5 and Amin Salih Mohammed6,7

1Department of Electrical & Computer Engineering, University of New Mexico, Albuquerque, NM 8731, USA
2Department of Computer Science, University of Victoria, Victoria, BC, Canada
3Department of Computer, Faculty of Electricity and Computer, Islamic Azad University, North Tehran Branch, Tehran, Iran
4Department of Computer Engineering, Sabzevar Branch, Islamic Azad University, Sabzevar, Iran
5Department of Mathematics and Computer Science, Amirkabir University of Technology, Tehran, Iran
6Department of Computer Engineering, College of Engineering and Computer Science, Lebanese French University,
Kurdistan Region, Iraq
7Department of Software and Informatics Engineering, Salahaddin University, Kurdistan Region, Iraq

Correspondence should be addressed to Hamid Gharagozlou; hamid.gh@aut.ac.ir

Received 3 February 2022; Revised 1 March 2022; Accepted 7 July 2022; Published 21 August 2022

Academic Editor: Ashish Bagwari

Copyright © 2022 Mona Esmaeili et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

The Internet of Things (IoT) is a complicated security feature in which datagrams are protected by integrity, confidentiality, and
authentication services. The network is protected from external interruptions and intrusions. Because IoT devices run with a range
of heterogeneous technologies and process data over time, standard solutions may not be practical. It is necessary to develop
intelligent procedures that can be used for multiple levels of data flow in the system. This study examines metainnovations
using deep learning-based IDS. Per the findings of the earlier tests, BiLSTMs are better for binary (regular/attacker)
classification; however, sequential models (LSTM or BiLSTM) are better for detecting some brutal attacks in multiclass
classifiers. According to experts, deep learning-based intrusion detection systems can now recognize and select the best
structure for each category. However, specific difficulties will need to be solved in the future. Two topics should be studied
further in future attempts. One of the researchers’ concerns is the impact of various data processing techniques, such as
artificial intelligence or metamethods, on IDS. The BiLSTM approach has chosen the safest instances with the highest accuracy
among the models. According to the findings, the most reliable and suitable solution for evaluating DDoS attacks in IoT is the
BiLSTM design.

1. Introduction

As the secure network architecture transitions to open con-
nectivity, the network becomes more adaptable, omnipres-
ent, and cognitive. These advancements have accelerated
the development of next-generation Internet technologies,
including big data, cloud computing, the Internet of Things,
and programmable networks. However, with software-
defined network architecture, the potential of a DDoS attack
brought on by centralized control becomes more apparent
[1]. IDS are divided into two categories. Vulnerability assess-

ment, which finds attacks based on recognized signatures,
and anomaly detection, which detects aberrant attacks based
on usual usage patterns, are the two types. At the same time,
it is difficult to find unknown threats using abuse detection
and anomaly detection benefits in finding them. Neverthe-
less, because defining a range of typical use patterns is com-
plex, anomaly detection has a high rate of false alerts [2].
DDoS attacks are presently one of the most challenging net-
work attacks to recognize [3]. The goal is to deplete the tar-
get platforms or network capabilities, making the victim
unable to perform routine tasks. There are two types of
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DDoS attacks: resource bandwidth-consuming attacks and
system resource-consuming attempts. Many zombie hosts
are used in resource bandwidth attacks to swiftly produce a
significant volume of traffic that converges on the victim’s
server and entirely consumes its network bandwidth
resources. Sending a high number of UDP, TCP, and ICMP
packets repeatedly, for example, might trigger a flooding
attack, resulting in UDP flooding, TCP flooding, and ICMP
flooding. Amplification attacks, such as DNS reflection
amplification attacks, can also be performed via reflection.
Protocol vulnerabilities are commonly used in system
resource attacks to use the victim’s host resources (TCP-
SYN half-connection attack employing TCP three-way
handshake, for example [4]).

Conventional network approach checking and data ana-
lytics confront various obstacles and issues in such networks,
such as reliability and practical real-time analysis of massive
data. Furthermore, due to varied factors such as device
mobility and network heterogeneity, the pattern of network
traffic, particularly in cellular networks, shows exceptionally
complicated behavior. Deep learning has been successfully
used in large data systems to aid analytics and knowledge
discovery by recognizing hidden and complex patterns.
Researchers in the field of networking are using deep learn-
ing techniques for network traffic monitoring and analysis
applications, such as traffic categorization and prediction,
as a result of these results [5]. Conceptual designs based on
traditional machine learning, based on manually and
expert-generated features, are outmoded and unable to keep
up with the rapidly increasing collection of applications and
the moving target nature of mobile traffic [6].

As cyberattacks grow more intelligent, it is becoming
increasingly challenging to find advanced cyberattacks in
many industries, including industry, national defense, and
healthcare. Traditional intrusion detection systems can no
longer detect sophisticated attacks with unusual patterns.
Attackers get around recognized signatures by impersonat-
ing regular users. Deep learning is a potential solution to
these problems [2]. Deep learning (DL) intrusion detection
does not require much malicious activity or a list of typical
activities to create detection rules. Through empirical data
learning, DL defines incursion characteristics on its own.
Since machine learning is widely used in IDS research,
KDD has been used as a dataset in many of them. Most of
these research studies use binary categorization to divide
the KDD into the attack and benign categories. They also
use multiclass classification to divide the KDD into four dis-
tinct groups. Even though the large-scale CNN algorithm
has produced impressive results in detecting attacks, few
people consider keeping good detection performance with
limited resources. Deploy the learned CNN model in the
SD-IoT controller, for example. As more IoT devices are
installed in the system, the likelihood of the network being
attacked by unsecured IoT devices grows, needing the devel-
opment of a defense mechanism. Deep learning can dynam-
ically extract high-level characteristics from low-level ones,
allowing for sophisticated representation and reasoning.

Standard solutions may not be practical since IoT
devices employ various heterogeneous technologies and ana-

lyze data over time. Intelligent processes that can be used for
various levels of data flow in the system must be developed.
The IDS, based on deep learning, is used to investigate
metainnovations in this work. BiLSTMs are better for binary
(regular/attacker) classification. At the same time, sequential
models (LSTM or BiLSTM) are better for finding some
harsh attacks in multiclass classifiers, according to the results
of prior testing. Deep learning-based intrusion detection sys-
tems, according to experts, can now recognize and pick the
best structure for each category. On the other hand, specific
problems will need to be resolved in the future. In future
attempts, two things should be investigated further. The
influence of various data processing techniques, such as arti-
ficial intelligence or metamethods, on IDS is one of the
researchers’ concerns. The BiLSTM technique has found
the safest examples with the maximum accuracy among
the models. According to the findings, the BiLSTM design
is the most reliable and proper choice for analyzing DDoS
attacks in IoT. MLP, LSTM, BiLSTM, KNN, SVM, LDA,
DT, and RF are among the eight machine learning algo-
rithms used in this study to find DDoS attacks in IoT.
NSL-KDD is the process dataset, with 1 and 0 labels denot-
ing normal and abnormal behaviors, respectively. A confu-
sion matrix is used to display the classification findings.

This paper includes the following sections. (1) Introduc-
tion supplies the main problem statement and importance,
contribution, and novelty of the presented method. (2) Liter-
ature Review represents the background of both the method
and the problem of recent years’ research. (3) Methods and
Material illustrates the approach characteristics and intro-
duction to supplied machine learning techniques. (4) Results
and Discussion also presents the classification and diagnosis
outcomes. And finally, (5) Conclusion presents the overall
results and future works.

2. Literature Review

DDoS attacks are presently the most common and effective
dangers to businesses, becoming increasingly tempting [7].
GitHub, for instance, was the target of one of the most sig-
nificant DDoS attacks ever in 2018 [8]. This devastating
attack is one of the most well-publicized attacks of the mod-
ern era, shattering the foundations of one of the CIA security
triad’s pillars (presence). Thousands of dump terminals,
computers, and botnets are used by attackers to perform
DDoS attacks simultaneously, exhausting the target system’s
significant resources and rendering all services inaccessible.
There are many legitimate and effective technologies avail-
able that may be used to conduct DDoS attacks on both
big sizes and small sizes. Another DDoS attack occurred
recently [8]; the lawful Memcached utility, whose primary
task is to lessen the load on the supporting Internet services,
was abused by the attackers. The attacker used Memcached
items and fake IP addresses, allowing Memcached answers
to be routed to the target addresses at a rate of 126.9 million
packets per second, using a significant amount of target
capacity. Furthermore, the use of fake IPs makes tracing
DDoS attacks nearly hard [9].
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Numerous publications have been written on IDS. IDS
based on software-defined networks is proposed by Manso
et al. [10]. DDoS attacks are detected by the proposed IDS,
which alerts the sensor nodes. Karim et al. [11] investi-
gated the performance of Snort-based IDS on a network.
Xu et al. [12] proposed a deep forest-based distributed
denial-of-service detection and defense model. They con-
centrate on attacks on smart nodes and the significant
data context. Anomaly detection approaches for commer-
cial sensor networks based on machine learning have also
been studied [13]. According to Lv et al. [14], solving the
security problems of CITS Digital Twins (DTs) using deep
learning (DL) is possible. Chen et al. [15] have concluded
that motorcycle bans reduce traffic accident deaths by a
significant amount, and their effectiveness doesn’t dimin-
ish over time due to the diversity of their policies. A pro-
posed study by Lv et al. [16] examines the application of
Digital Twins in manufacturing intelligent equipment and
further optimizes its fault diagnosis effect. In Liu et al.
[17], a framework has been proposed for analyzing lung
and colon histopathological images. Sun et al. [18]
describe a lightweight remote control communication
scheme. The authors believe that analyzing the scheme’s
performance shows that it is practical and appropriate
for non-time-sensitive scenarios that require high anonym-
ity. Naive Bayes, random forests, and logistic regression
were proposed as machine learning approaches to detect
fake identity attacks by Mehbodniya et al. [19]. According
to Cao et al. [20], an optimization model based on
SAGIN-IoV service requirements is constructed and an
improved algorithm is proposed. A lifelong learning
framework called the Generalized Lifelong Spectral Clus-
tering (GL22SC) has been explored by Sun et al. [21].
According to Ahmadi et al. [22], deep-Q-reinforcement
learning ensembles can choose a subset of devices in each
communication round by using a combined deep-Q-
reinforcement learning ensemble based on spectral cluster-
ing (DQRE-SCnet). According to Sun et al. [23], Flexible
Clustered Lifelong Learning (FCL3) comprises two knowl-
edge libraries: a feature learning library and a model
knowledge library. According to Liu et al. [24], the
SFERNN was optimized by minimizing the cross-entropy
loss on the source branches and the distributional discrep-
ancy between the source branches and the target branches.
Using the modified Lamport Merkle Digital Signature
method, Mehbodniya et al. [25] developed a framework
for generating and verifying digital signatures. An
improved gray wolf optimization (IGWO) algorithm was
used by Zhang et al. [26] to develop a charging safety
early-warning model for electric vehicles (EV). It is a pio-
neering attempt to distinguish transferable or untransfer-
able knowledge across domains with the Knowledge
Aggregation-induced Transferability Perception (KATP)
developed by Dong et al. [27]. According to Yang et al.
[28], aggregated vehicle fuel consumption data can be pro-
tected against time series-based differential attacks using a
negative survey approach. An algorithm combining inter-
active machine learning and active learning for HBR pre-
diction was proposed by Wu et al. [29]. Using local

differential privacy (LDP) and elliptic curve cryptography
(ECC), Khaliq et al. [30] describe parking recommender
systems with research gaps. Recent SBR prediction models
have performed poorly due to mislabeled instances in five
publicly available datasets, according to Wu et al. [31].
Kim et al. employed several KDD computer vision exper-
iments to divide the dataset into four groups or two or
more independent variables, attack and benign. Instead
of concentrating on primary groups, they focus on specific
attacks within the same area. They also looked at the DoS
category in both databases and created a DL model for
detecting DoS [2]. In a software-defined Internet of Things
setting, Wang et al. suggested a DDoS attack detection sys-
tem to safeguard in real time. They used an updated firefly
method to find DDoS attacks to enhance the convolutional
neural network (CNN). The findings showed that the pro-
posed technique could detect innocuous traffic and DDoS
activities with more than 99 percent [4]. Depending on
the information entropy and deep learning, Liu et al. sug-
gested a two-level DDoS attack detection approach. First,
the information entropy detection technique found suspi-
cious elements and ports with coarse granularity. The con-
volutional neural network (CNN) model used a fine-
grained packet-based detection technique to find regular
traffic from suspect traffic. The controller implemented
the defense strategy to thwart the onslaught. The testing
findings reveal that the suggested method’s detection accu-
racy is 98.98 percent, indicating that it can successfully
identify DDoS attack traffic in an SDN context [1]. Based
on their analysis of the impact of class imbalance on SBR
prediction, Zheng et al. [32] found that it had a negative
impact on prediction accuracy. A random forest classifier
was used by Zhang et al. [33] to train a Just-in-Time
defect prediction model based on six open source projects.
A DeepBAN communication framework was proposed by
Liu et al. [34]. The results showed that it can improve
the energy efficiency of dynamic WBANs by 15% over sto-
chastic scheduling schemes. The dominant feature set was
extracted using a novel dominant feature selection algo-
rithm developed by Gera et al. [35]. Smart contract vul-
nerability detection using graph neural networks and
expert knowledge was explored by Liu et al. [36]. The pro-
posed solution by Zhang et al. [37] is aimed at achieving
rapid video prefetching and traffic reduction. With their
new detection method, Zong et al. [38]applied a multiscale
grouping (MSG) structure to a 3D point cloud tunnel
dataset and applied a 3D-BoNet instance segmentation
model. An optimization of energy consumption in
dynamic wireless sensor networks using fog computing
and fuzzy multiattribute decision-making was proposed
by Varmaghani et al. [39]. According to Zong and Wan
[40], a 3D scanner can be used to acquire 3D data. The
method’s validity and reliability have been further verified.
As a result of sophisticated fuzzy logic, Singh et al. [41]
develop algorithms for mobility and traffic management
that are as flexible as possible while retaining high perfor-
mance. Xie et al. [42] have proposed many heuristic or
metaheuristic algorithms/methods to solve this NP-hard
problem. Using the traditional undesired multiuser
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interference and the interference caused by imperfect
hardware components, Li et al. [43] summarize construc-
tive interference (CI) and explain how it can benefit the
1-bit signal design. As a future multichannel communica-
tion application for terahertz (THz), Feng et al. [44] pre-
sented a 220GHz four-channel, noncontiguous, and
manifold-coupled waveguide multiplexer.

Ghanbari upgraded the VFD and devised feature extrac-
tion methods with a mother wavelet to boost detection. For
DDoS attacks, the adoptive mother wavelet was designed to
reach the best similarity and flexibility to the input data for a
specific purpose. Because Internet traffic data with DDoS-
ITD is a long-range-dependent signal, a variational tech-
nique is used to extract the hidden properties of each
DDoS-ITD scale. This study employs and advances an
online variance fractal dimension approach. Then, a CNN-
based IDS was created to improve the sensitivity of DDoS
attack detection. As a result, a weighted cost function was
designed for assessing the artificial neural network and
CNN structure. The suggested structure of the polyscale
CNN about policy gradient-based deep reinforcement learn-
ing was used to develop and execute the IDS for unlabeled
data to get a more real IDS. The IDS discovered the irregu-
larities with 93 percent accuracy [45]. A 220GHz multicir-
cuit integrated front end based on solid-state circuits was
presented by NIU et al. [46]. The knowledge-based VQA
(Visual Question Answering) module developed by Zheng
et al. [47] is designed to extend the versatility of
knowledge-based VQA. Ramtin et al. [48] analyzed the max-
imum damage that a DDoS attacker can make without being
detected by a detection system at the network edge. They
considered two classical classifiers based on hypothesis test-
ing, whether the detector knows the distribution of attack
traffic or not. The authors theoretically proved that the max-
imum damage follows a square root law. They also illus-
trated their results using empirical data. The study by
Zheng et al. [49] proposes a detailed visual reasoning model
as a theoretical and experimental basis for introducing dif-
ferent levels of knowledge representation into deep learning.
Zheng et al. [50] developed a multilayer semantic represen-
tation network for sentence representation. In a side-
channel attack using an off-the-shelf smartphone, Yu et al.
[51] demonstrated the feasibility of inferring keystrokes on
touch screens. The concept of user authentication was
advanced by Kong et al. [52] in order to protect user privacy
and to provide personalized services to users. According to
Hajipour et al. [53], the Breast Cancer Ultrasound Dataset
is used as the input image for a two-dimensional contourlet.
A fog-based smart grid scheme with sensible pricing and
packing was presented by Zhao et al. [54]. In a study by
Meng et al. [55], they propose a method for adaptive neural
tracking control of an uncertain two-link rigid-flexible
manipulator under vibration amplitude constraints. In ear-
lier papers, Ghanbari and Kinsner have described an abnor-
mality detector for enhancing the detection rate of a DDoS
attack in a smart grid. Increased categorization of the train-
ing and testing stages was used to carry out this improve-
ment. A full version of the variance fractal dimension
trajectory (VFDTv2) was applied to extract intrinsic charac-

teristics from the stochastic fractal input data. A discrete
wavelet transform was applied to the input data during data
preprocessing. The VFDTv2 removed critical differentiating
features (see Table 1).

Mishra and Pandya analyzed and contrasted intrusion
detection and prevention methods for minimizing DDoS
attacks, emphasizing detection approaches. In addition,
the categorization of intrusion detection systems, numer-
ous anomaly detection approaches, different intrusion
detection systems patterned on datasets and various
machine learning methods, and pattern recognition algo-
rithms for data preprocessing and malware detection were
covered. Finally, a more significant viewpoint was imag-
ined while reviewing research obstacles, possible answers,
and future aspirations [67]. According to Ahmadi and
Abadi [68], the expert can access and develop the system
without knowing the underlying code by using the object
orientation properties of C++. For selecting the optimal
BFTIs, Zhou et al. [69] proposed a multiobjective function
consisting of a BFTI’s smallest occlusion and its largest
facade texture area. Ahmadi et al. [70] used deep neural
networks with fuzzy wavelets to predict Iranian energy
demand. Among the innovative studies presented by Zhou
et al. [71], one focuses on the design of airborne-oriented
supercontinuum laser hyperspectral (SCLaHS) LiDARs
with 50 bands but with a 20 nm spectral resolution and
a 0.5-meter ground sampling distance (GSD). A case study
method was used by Tondro et al. [72] to gather in-depth
data timeline attributes of all ICT-based enterprises and
academic institutions within Alborz province in Iran. This
paper presents a generalized buffering algorithm (GBA),
which considers all instances within a buffer zone in terms
of geometric distance and attribute characteristics [73]. For
a comprehensive review of relevant research, Liang et al.
[74] used bibliometric mapping, text mining, and qualita-
tive analysis. In a study by Zhao and Wang [75], they
have improved lightweight mobile networks based on
YOLOv3 for pedestrian detection. For visual tracking,
Zhu et al. [76] developed the Siamese-ORPN (Siamese
Oriented Region Proposal Network). Li et al. [77] pro-
posed a novel neural network architecture for encoding
and synthesizing 3D shapes. The authors discussed trans-
fer learning-based neural network models for the identifi-
cation of butterfly species in Rajeena et al. [78]. Ghayvat
et al. suggested a strategy that combines a blockchain-
based nondisclosure method with a two-step authentica-
tion architecture and an elliptic curve cryptography-based
cryptographic signature framework. Furthermore, a pro-
cess was designed to protect the ecosystem from DoS-
and DDoS-based attack methods [79]. Mirsky et al. proved
a plug-and-play network intrusion detection system that
can autonomously and efficiently train to find attacks on
the local network. Kitsune’s main algorithm collaboratively
used autoencoders to distinguish between the normal and
anomalous traffic patterns. Kitsune was shown to be capa-
ble of detecting a variety of attacks at a rate equivalent to
that of offline anomaly trackers, even on a Raspberry Pi
[80]. Additionally, Bovenzi et al. suggested a two-stage
hierarchical technique for detecting attacks. It detected
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and classified attacks using a unique lightweight method
based on a multimodal deep autoencoder and soft-output
classifications. Apart from the performance benefits, their
approach is well suited for dispersed and privacy-
preserving deployments while minimizing the need for
retraining, which is necessary for the high speed and dura-
bility needed in IoT applications [81].

For data postprocessing, a support vector machine
(SVM) was used. The solution correctly identified the DDoS
attack with an accuracy of 87.35 percent [82]. Zhang et al.
[83] proposed updating a particle swarm template (PST) to
accelerate the randomized search. This is a set of uniformly
sized particles in the 6D space of the camera pose that are
presampled within the unit sphere. According to Zhang
et al. [84], orthogonal processing on compression (orthogo-
nal POC) can efficiently support text analytics irrespective of
how the data is processed. Fouladi et al. suggested a contin-
uous wavelet transform and CNN-based detection and
countermeasure technique. To distinguish attack data from
baseline characteristics, the approach employed CWT char-
acteristics as the input for the CNN algorithm. The sug-
gested system has a high detection rate against DNS
amplification, NTP, and TCP-SYN flood attacks, with a
low false alarm rate, according to the empirical observa-
tions [85].

3. Methods and Material

3.1. Distributed Denial-of-Service (DDoS) Attack. DDoS
attacks stand for distributed denial-of-service attacks. This
form of attack takes advantage of network resource ability
restrictions, such as the infrastructure that supports a com-

pany’s website. The DDoS attack will make many requests
to the targeted online resource to overwhelm the website’s
ability to handle multiple demands and prevent it from
operating correctly. In a DDoS attack, the incoming traffic
that floods the target comes from various places. It makes
stopping the attack by blocking a single source difficult
[86]. A DoS or DDoS attack is like a mob of people sur-
rounding a shop’s entrance door, making it difficult for gen-
uine companies to visit and disrupting business. Numerous
attack machines can create more attack traffic than a single
attack machine. Multiple attack machines are more difficult
to switch off than a single attack machine. Each attack
machine’s activity can be stealthier, making it more difficult
to detect and shut down. Because the received signal over-
whelming the target comes from various sources, using
ingress filtering alone may not be enough to halt the attack.
It is also difficult to distinguish between regular user traffic
and DoS attacks when dispersed over numerous places of
origin [87].
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Figure 1: The 7-layer conceptual framework for describing network connectivity.
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Figure 2: The leading architecture of the MLP method.
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Computer networks connected to the Internet are used
to conduct DDoS attacks. Malware-infected PCs and other
devices (such as the Internet of Things equipment) form
these networks, run remotely by an intruder. Bots (or zom-
bies) are standalone devices, while a botnet refers to a collec-
tion of bots. To conduct an offensive using a botnet, the
attacker can send remote commands to each bot. Each bot
in a botnet queries the IP address of the victim’s server or
network. Overburdening the server or network could result
in a denial-of-service attack against ordinary traffic. As each
bot is an actual Internet node, it can be difficult to distin-
guish attack traffic from regular traffic [88]. DDoS attacks
target various parts of a network connection. Before you
can understand how other DDoS attacks work, you must
first understand how a network connection is made. A net-
working line on the Internet forms numerous components
or “layers.” Each layer in the model has a distinct function,
like how each layer in a home carries out a specific goal.
The OSI model is a seven-layer theoretical framework for
explaining network connections (see Figure 1).

While virtually all DDoS attacks include flooding a target
device or network with traffic, there are three types of
attacks. In response to the target’s defenses, an intruder
may utilize one or more alternative attack vectors or cycle
possible attacks [86–88].

3.2. Feature Extraction. The three significant processes are
data preprocessing, training, and validation. The data prep-
aration stage’s primary purpose is to turn raw data into a
well-formatted dataset with suitable properties and labels.
Data is acquired from various sources for network traffic cat-
egorization, including recorded network traffic, checked net-
work information, and sampled packet data. The
preprocessing is then completed [89]. Based on the parame-
ters of the chosen machine learning technique and the prob-

lem’s knowledge domain, the primary method may vary.
After data processing, feature extraction, an essential part
of a classification model, is performed. The feature extrac-
tion is aimed at enhancing the classification model’s perfor-
mance by removing unnecessary features and speeding up
the training process by lowering the number of attributes
in the dataset. The final dataset, which has the proper collec-
tion of features, is divided into separate sets for training and
test data. The chosen learning approach employs the move-
ment set to automatically learn the model parameters and
produce a classifier during the training phase.

It must be emphasized that the human setting of a col-
lection of hyperparameters is needed for most learning algo-
rithms. Decide the proper hyperparameter values for a
model for a particular circumstance. The rule of thumb, ear-
lier experiences, values used in other successful applications,
and validation techniques have all been used to select suit-
able hyperparameters. The training set can train separate
classifiers targeting diverse groups of hyperparameters using
the specified learning method. The performance of the clas-
sifiers developed is then estimated using a validation set that
does not overlap with the training set. The finished classifier
is constructed using the same hyperparameters that supply
the best performance. The performance of the finished clas-
sifier is assessed in the testing step based on the predictions
it makes using the activity that can be defined [90].

3.3. Multilayer Perceptron. An ANN is inspired by the form
and functionality of biological neural networks. Artificial
neurons, a collection of nodes stacked into layers and linked
by weighted edges, make up the system. Figure 2 depicts a
primary artificial neuron. The received signals are weighted
and aggregated. Then, using an activation function for each
neuron, they were converted into an output signal. The out-
put signals are passed on to the next layer [91]. This proce-
dure is repeated until the final and output layers are reached.
Between the input and output levels are hidden layers that
do processing and calculations. The weights of coupled neu-
rons are initially randomly given during the training phase.
Then, the underlying learning algorithm is perfected. Back-
propagation with gradient descent is the most widely used
learning approach for perfecting edge weights. ANN comes
in a variety of shapes and sizes. A simple ANN consists of
a feedforward network link devoid of cycles [91].
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(b) BiLSTM

Figure 3: The architecture of the LSTM and BiLSTM methods.

Table 2: The correlation coefficient for IoT intrusion detection.

Correlation value Categorical value

(-0.1, 0.1) Very weak

(-0.3, -0.1) or (0.1, 0.3) Weak

(-0.5, -0.3) or (0.3, 0.5) Moderate

(-1, -0.5) or (0.5, 1) Strong
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3.4. Long Short-Term Memory (LSTM). Long short-term
memory (LSTM) is a paradigm first suggested in 1997.
Bidirectional LSTM expands the LSTM model, a gated
recurrent neural network. The crucial aspect is that these
networks may keep data for future cell processing. We
may conceive of LSTM as an RNN with two key vectors
and a memory pool [92]:

(1) The output stays at the present step in a short-term
condition

(2) The long-term state, while moving across the net-
work, saves, retrieves, and refuses things intended
for the long-term

As shown in Figure 3, the choice to read, store, or write is
dependent on some perceptron. The result of the activation
functions is a number between 0 and 1 ð0, 1Þ. The forget
and output gates decide whether fresh material should be
kept or discarded. The model choice is made using the
LSTM block’s storage and the output gate’s situation. The
output is then sent again into the network as an input,
resulting in a recurrent sequence. When categorizing texts,
the LSTM model may be used to resolve the challenges that
typical machine learning methods struggle to extract high-
level meaning [93]. This model takes as input a content
matrix made up of pretrained distributed word vectors and
then uses its unique memory structure to extract feature
expressions forming context information (see Figure 3).
Figure 3(a) depicts the LSTM modeling approach. A con-
ventional LSTM network may use only the historical con-
text. The lack of future context, on the other hand, may
result in an insufficient grasp of the compound word. A for-
ward LSTM layer and a backward LSTM layer are combined
in BiLSTM. The correlation method may be used entirely by

summing the knowledge of two ideates before and after the
word. Figure 3(b) depicts the model’s architecture [93].

4. Results and Discussion

4.1. Data Collection. NSL-KDD is a database suggested to
address some of the KDD dataset’s profound contradictions
[94]. The definitive collection of data to be examined is con-
tained in this database, which forms a wide range of simu-
lated intrusions in a military network environment.
However, McHugh’s issues stay in this latest version of the
KDD dataset. The natural network structure may not be
completed. It can still be used as a collection due to the
absence of public datasets for network-based systems.
Researchers can employ user data to compare different
intrusion detection technologies. Furthermore, the NSL-
KDD training and test suites have a reasonable quantity of
records. This edge can save money by allowing you to do
tests on the complete set without having to pick a tiny sec-
tion at random. As a result, the assessment outcomes of var-
ious research projects will be similar and consistent [94].
The NSL-KDD dataset offers benefits over the original
KDD dataset: the learning suite lacks more information.
Therefore, classifiers will not be biased toward more records.
Because the testing sets have no history of duplicating, train-
ing performance is not influenced by approaches with higher
detection capability in repeating data [95]. The proportion
of records in the primary KDD dataset is inversely linked
to the number picked from each category. As a result, the
recognition accuracy of various machine learning methods
varies across a more excellent range, making a correct assess-
ment of different learning strategies more efficient. The
training and test suites have a considerable number of
records, making them cost-effective to run the tests in their
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Figure 4: The training process of the MLP method.
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entirety rather than selecting a tiny part at random. As a
result, the outcomes of various research paper assessments
will be uniform and similar. One of the critical drawbacks
of KDD datasets is the enormous quantity of extra records,
which causes pattern recognition to learn duplicate entries,
which is typically destructive to networks such as U2R and
R2L attacks. Furthermore, these repeated data in the test
suite skew the assessment findings since approaches with
superior detection rates in repeating records influence the
outcome [94].

4.2. Results of Feature Extraction. Network traffic is often
collected by DDoS detection techniques using passive net-

work monitoring. The bought data is then analyzed to
check whether there is any attack traffic. There are two
basic methods for scanning an inactive network. For
instance, packet capture intercepts and records network
data packets. Wireshark and TCP dump are two tools that
can gather data packets. Network flow monitoring supplies
aggregated traffic data for a flow between two endpoints.
Consequently, DDoS detection systems’ effectiveness is
assessed using two feature sets: packet-level and flow-
level characteristics. Table 2 summarizes the packet- and
flow-level characteristics. This study describes a flow as a
one-way series of packages with identical 5-tuple values,
including the source IP address, source port number,
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destination IP address, port number, and protocol ID.
This research investigates the detection performance of
ML-based algorithms on both specified characteristics.

4.3. Classification Results. Various DDoS detection tech-
niques have been presented. Many of them rely on a simple
ANN using the backpropagation algorithm. The significant
distinction between such designs is the structure of the rec-
ommended ANN in proportion to the number of neurons
in each layer and the number of hidden layers. The majority
of ANNs that have been evaluated have only one hidden
layer. Neurons in the input layer reflect the gathered features
from network traffic. In contrast, neurons in the output layer

show the needed labels. Neurons in the buried layer typically
range from 3 to 50 in number. ANNs are used to perform a
wide range of detection tasks.

An ANN is used to decide the number of zombies
engaged in a DDoS attack in this research. The system gen-
erates a regular profile in advance and continuously analyzes
network traffic to detect an attack. A DDoS attack is
recorded when the entropy of flow size deviates from a usual
preset threshold. The deviation value is given into the ANN
model to calculate the number of zombies. An ensemble
detection strategy was developed to find DDoS attacks,
which combines multiple ANN classifiers. The training data-
set was first partitioned into two groups, attack and routine
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Figure 7: The ROC curve of the proposed methods.
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traffic, in the proposed way. The dataset for each class was
further separated into n subgroups. The data was divided
into k distinct groups in each subset. k training sets were
reconstructed using these disjoint sets by omitting one of
the disjoint sets. As a result, kandn ANN classifiers were cre-
ated for each class. After then, a fresh instance is put through
its paces with all the classifiers. Weighted majority voting is
used to make decisions over n subsets in each class. In con-
trast, a weighted product rule is used to make decisions
across distinct classes.

Eight machine learning algorithms are employed in this
article to diagnose DDoS attacks in IoT. The process dataset
is NSL-KDD, with 1 and 0 labels showing normal and
anomalous behaviors, respectively. The MLP network is
the first way of diagnosis. The ANN network is designed
with two hidden layers, each having 19 and 10 neurons.
70% of the dataset is trained, with the remaining 30% used
for validation and testing. Iteration continues until the
MSE of numerical labels is fixed. Figure 4 shows the out-
comes of the MLP network.

The categorization results are shown in the form of a
confusion matrix (see Figure 5). Figure 6 shows the results
of the training confusion matrix, which show that 99.9% of
the attacks are effectively found. To put it another way, out
of 12109 anomaly nodes, 12098 (99.9%) are discovered and
trained; however, 11 are misdiagnosed. As a result, the train-
ing procedure has a sensitivity of 99.9%. Furthermore, spec-
ificity is the opposite side of the diagnostic. This measure
depicts the frequency of bad outcomes. Based on these find-
ings, 8115 (97.6%) normal nodes are appropriately catego-
rized, while 199 (2.4%) are misdiagnosed. Finally, the
accuracy metrics showed the true-positive rate as a percent-
age of all diagnostic positives. In this case, 98.4 percent of the
12297 nodes used in DDoS attacks are indeed positive nodes
or attacks. Finally, the training procedure is 99 percent cor-
rect. The findings of the testing dataset, on the other hand,
confirm the networks that were used. According to the
results, the testing samples’ accuracy for 30% of the data is
79.5 percent. Furthermore, the sensitivity, specificity, and
accuracy scores are 97.9 percent, 67.3 percent, and 66.5 per-
cent, respectively. If we use the overfitting metrics (OF) to
measure the difference between the two accuracies, the OF
is 19.5 percent. The lower value of this OF confirms the cat-
egorization findings. The LSTM and BiLSTM architectures
are depicted in Figure 5. The accuracy value of the LSTM
and BiLSTM for the training procedure is 99.9% and
100%, respectively, based on their results. Furthermore, the
OF values are 20.1 percent and 17.7 percent, respectively.
MLP, LSTM, BiLSTM, KNN, SVM, LDA, DT, and RF are
among the eight machine learning algorithms used to verify
the classification findings in this study. The LSTM and
BiLSTM approaches surpass other methods in terms of test
accuracy.

The ROC is illustrated in Figure 7 to compare the pro-
vided machine learning approach for diagnosing DDoS
attacks. The horizontal axis of the ROC curve is the rate of
the false-positive index depending on the anomaly class.
The vertical axis shows the actual positive rate. The best clas-
sifier has the highest rate of true positives and the lowest

number of false positives. The BiLSTM approach appears
to be the best classifier for the supplied characteristics based
on the findings. Figure 8 shows the accuracy of the machine
learning classifiers. MLP, LSTM, BiLSTM, KNN, SVM,
LDA, DT, and RF accuracy values are 79.5 percent, 80 per-
cent, 82.3 percent, 77 percent, 82.8 percent, 69 percent,
77.7 percent, and 75.4 percent, respectively, according to
the data. Using the provided strategy, the BiLSTM architec-
ture with the maximum accuracy is more correct and suit-
able for diagnosing DDoS attacks in IoT.

5. Conclusion

This study uses eight machine learning algorithms to diag-
nose DDoS attacks in IoT, including MLP, LSTM, BiLSTM,
KNN, SVM, LDA, DT, and RF. The process dataset is NSL-
KDD, with 1 and 0 labels showing normal and anomalous
behaviors, respectively. The categorization results are shown
in the form of a confusion matrix. According to the findings
of MLP’s training confusion matrix, 99.9% of attacks are
effectively recognized. Furthermore, specificity is the oppo-
site side of the diagnostic. This measure depicts the fre-
quency of bad outcomes. Based on these findings, 8115
(97.6%) normal nodes are appropriately categorized, while
199 (2.4%) are misdiagnosed. Finally, the accuracy metrics
showed the true-positive rate as a percentage of all diagnos-
tic positives. The accuracy value of the LSTM and BiLSTM
for the training procedure is 99.9% and 100%, respectively,
based on their results. Furthermore, the OF values are 20.1
percent and 17.7 percent, respectively. The LSTM and
BiLSTM approaches surpass other methods in terms of test
accuracy. The ROC is shown to compare the provided
machine learning algorithm for diagnosing DDoS attacks.
Based on the findings, the BiLSTM process appears to be
the best classifier for the supplied characteristics. MLP,
LSTM, BiLSTM, KNN, SVM, LDA, DT, and RF test accu-
racy values are 79.5 percent, 80 percent, 82.3 percent, 77 per-
cent, 82.8 percent, 69 percent, 77.7 percent, and 75.4
percent, respectively. Using the provided strategy, the
BiLSTM architecture with the maximum accuracy is more
correct and suitable for diagnosing DDoS attacks in IoT.
For future works, we suggest that other methods like GRU
also can result in high accuracy like LSTM methods.

Acronyms

ANN: Artificial neural network
BiLSTM: Bidirectional long short-term memory
CNN: Convolutional neural network
CWT: Continuous wavelet transform
DL: Deep learning
DNS: Domain name system
DT: Decision tree
ICMP: Internet control message protocol
DDoS: Distributed denial of service
DoS: Denial of service
IDS: Intrusion detection system
IoT: Internet of Things
KNN: k-nearest neighbor algorithm
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LDA: Linear discriminant analysis
LSTM: Long short-term memory
MLP: Multilayer perceptron
NSL-KDD: Network-based intrusion detection system

dataset
NTP: Network time protocol
OSI: Open system interconnection
R2L: Remote to user
RF: Random forest
RNN: Recurrent neural network
ROC: Receiver operating characteristic
SDN: Software-defined networking
SVM: Support vector machine
SYN: Synchronize
TCP: Transmission control protocol
U2R: User to root
UDP: User datagram protocol
VFDT: Variance fractal dimension trajectory.
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The purpose is to adapt to the current social development and promote the English translation teaching reform. Based on the
theories of deep learning (DL), text classification (TC), and the Internet of Things (IoT), this work analyzes the current
situation of English translation teaching. Additionally, 100 text categories are selected from the English text corpus of
Northwestern Polytechnic University as the research objects. The data are classified by the DL-based TC method and analyzed
by introducing the simulated annealing algorithm. Finally, the storage and security performance of the shared IoT system are
described. The results show that the proposed TC method can overcome the performance loss caused by the function
extraction method, greatly reducing the training time and function space. The storage and security performance of the shared
IoT system to encrypt English text will increase with the number of model iterations. Therefore, this work designs the English
translation teaching-oriented shared IoT system using a DL-based TC. The finding plays an important role in subsequent
English translation and enriching the theory of IoT.

1. Introduction

China’s cultural, political, and ideological exchanges extend
globally with domestic development and further opening
up. Thus, as the demand for composite multilinguistic tal-
ents spikes, the importance of college English translation
teaching also increases. Reforming college English transla-
tion and improving students’ comprehensive English quality
are keys to translation teaching. This has attracted all stake-
holders in English education and international communica-
tion [1].

Amin et al. [2] proposed the deep learning- (DL-) based
Word2Vec model to convert words into vectors, didimen-
sionalized the high-dimensional sparse vectors, and judged
the semantic similarity between words through the word dis-
tances. Then, the Doc2vec mode was used to represent sen-
tence vectors and text vectors. Meanwhile, the similarity
between sentences/texts was judged through the sentence/
text vector distance. Although Word2Vec could lend well
to lexical analysis, it effectively failed to use global lexical

information. Shen et al. [3] designed the glove method by
learning word vectors based on global vocabulary informa-
tion, and the representation of word vectors has indeed been
improved. Wang et al. [4] constructed a FastText structure
similar to Word2Vec, only with different tasks. FastText
accelerated the training speed while maintaining high accu-
racy. It could be as accurate as the DP classifier by using n
-grams to narrow the linear and DL models’ accuracy gap.
Kim et al. [5] utilized a hierarchical attention model to clas-
sify long text and represent text features. Compared with
other traditional models, the hierarchical attention model
performed better in document classification tasks. Zeng
et al. [6] applied DL to the text classification (TC) model
and greatly improved the classification effect. These research
findings had strong research significance in the TC field.
With the emergence of artificial intelligence (AI) and boost-
ing series algorithm models, many researchers used the
boosting algorithm for TC and achieved good results. Mahdi
et al. [7] applied the DL-based TC algorithm to English
translation teaching and improved students’ classroom
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enthusiasm and understanding of English words and gram-
mar. Following the above literature review, this work tries
to distinguish itself by further exploring the possible combi-
nation of DL-based TC algorithm with the Internet of
Things (IoT), Word2Vec, Doc2vec, and attention mecha-
nism (AM). Meanwhile, this work starts from the overall sit-
uation in the English translation types without a specific
division of poetry, novels, and narrative. Thus, the findings
have a certain universality.

DL, TC, and IoT technology are being integrated into
English translation teaching in this context. Then, it clas-
sifies the English text corpus of Northwestern Polytechnic
University using the TC method. The translation results
are analyzed by considering the IoT system storage and
safety factor. The purpose is to provide effective methods
for English translation teaching in the future. Figure 1 dis-
plays the theoretical framework.

2. Basic Concept and Technical Route

2.1. TC. Text representation, the primary task of TC, con-
verts text information into a computer-understandable form
and then uses various algorithms to complete natural lan-
guage processing (NLP). TC divides a text into multiple cat-
egories according to the subject and content of a given
document. In the late 1950s, word frequency statistics, prob-
ability models, and factor decomposition algorithms pro-
moted the rapid development of TC technology. Since
then, many researchers have carried out extensive research
in TC [8].

Latent Dirichlet Allocation (LDA), an unsupervised
machine learning (ML) technology, can extract topic infor-
mation hidden in large-scale document sets or corpora.
LDA introduces word exchange by representing each docu-
ment as a word frequency vector. Then, hard-to-model texts
are digitalized [9] to reduce complexity by ignoring the rela-
tionship and order among words, thus improving the model.
The formation process of LDA is as follows.

(1) For each document, a topic is extracted from the
topic distribution

(2) Then, a word is extracted from the word distribution
of the topic

(3) The process iterates until each word in the document
is traversed

In English translation, the keywords are the text features
reflecting the content. The keywords and word frequency
differ from document to document. Thus, they are good
metrics for distinguishing documents. The words can be
extracted through word segmentation. So far, multiple
mature English thesauruses are available for word segmenta-
tion, such as the data thesaurus [10].

The research on Chinese TC technology starts late and is
thus relatively shallow. In developed countries where TC
technology has seen much early development, relevant algo-
rithms are mainly used in English TC. Researchers have
improved the existing algorithms for Chinese TC. Some

have found mature applications, which have accelerated
the development of TC technology in China. Although sev-
eral ML models have been used in TC, the processing
method is relatively simple [11]. It is not robust enough
for complex practical problems, such as multicategory med-
ical TC and unevenly distributed texts. Moreover, shallow
ML models and integrated classifiers have limited the gener-
alization ability. Fortunately, DL can lend well to TC tasks
by scientifically organizing and managing big data. It can
also mitigate text information overload. Besides, the DL
model has unique advantages in feature extraction and
semantic mining. Therefore, the DL-based TC model is the
general trend and worth further exploration [12].

2.2. DL. DL, a research hotspot in ML, is a general term for
learning methods based on the artificial neural network
(ANN). Proposed in the 1940s, DL can simulate the cogni-
tive mechanism of the human brain [13]. Figure 2 is the
DL theoretical model.

DL algorithm observes the neural network (NN)’s error
function gradient descent and corrects the weight and devi-
ation according to the gradient descent. The specific calcula-
tion is given in Equation (1).

Aa+1 = Aa − cada: ð1Þ

In (1), Aa+1 represents the weight and deviation of the
neuron layer. Aa is the weight and deviation after iterative
calculation. ca represents the learning rate of the neural net-
work, and da is the gradient of the error function.

Equation Equation (2) is the specific calculation method
of the space size of the convolution kernel after the cavity.

B = n − 1ð Þ ∗ b + 1: ð2Þ

In (2), B represents the size of the convolution kernel
space, n is the size of the original convolution kernel, and
b is the void rate. Equation Equation (3) calculates the image
size after convolution.

C = l − K + 2Pð Þ
T + 1 ð3Þ

In (3), C represents the image size after convolution, and
l and K are input and output image sizes, respectively. P is
the filling size of the image, and T means the step size.

Nonnegative matrix factorization (NMF), another DL
method, can regenerate output as similar as to the original
matrix by finding two or more nonnegative matrices to
reduce the nonlinear data dimension. Equation (4) calculates
the norm cost function based on matrix difference.

min
P,W,Q

Y − LWQT�� ��2
F
: ð4Þ

In (4), QT is the transpose of matrix Q. k:kF represents
the norm of matrix difference. L, W, Q, and Y represent dif-
ferent matrices. Common DL models are as follows.
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(1) Convolutional neural networks (CNN): CNN
includes convolution calculation and calculates the
feedforward neural network with depth structure. It
is mainly divided into the input, convolution, pool-
ing, and fully connected layers. It is one of the repre-
sentative DL algorithms of DL. Figure 3 shows the
CNN model

Equation Equations (5) and (6) give the specific calcula-
tion.

Rt =I Bt bt−1, xt½ � + Pf

� �
, ð5Þ

Yt =I AI · bt−1, xt½ � + PIð Þ: ð6Þ
Rt represents the forget gate, I is the hidden layer neu-

ron, and Bt is the model output. bt−1 represents the hidden

layer information at time t − 1, xt is the input at time t,
and Yt is the input gate. Pf and PI represent the activation
functions of the forget gate and input gate, respectively.

(2) The autoencoder (AE): NN based on multilayer neu-
rons includes autoencoder and sparse coding, which
have recently attracted extensive attention. Figure 4
is an AE

(3) Deep belief networks (DBN): it is pretrained in the
way of a multilayer AE and then combined with
identification information to further optimize the
network weight. The model can lend to both unsu-
pervised and supervised learning [14]. Figure 5
reveals the DBN model

2.3. IoT Technology. IoT realizes the omniconnection of in
and between things and people and between the real and vir-
tual worlds. Data acquisition and object perception are key
to IoT, supported by advanced technologies and communi-
cation networks. Finally, the collected data can be processed
and analyzed to help humans make decisions. The technical
means used to realize IoT is called IoT technology [15]. It
has many applications involving optical, mechanical, electri-
cal, information, communication, materials, and chemistry
fields. Usually, an IoT system is based on the Internet, using
sensors, radio frequency identification (RFID), Global Posi-
tioning System (GPS), and communication technology. It
can provide multiple communication channels [16].

Professor Asshton from the United States first proposed
the concept of connecting all sensors to the Internet, making
communication between machines possible, and connecting
items to the Internet according to the pre-defined protocol.
Data are collected on the IoT with RFID and sensor technol-
ogy for intelligent identification, positioning, and monitor-
ing [17]. Then, IoT combines the physical, virtual, and
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digital worlds with human society closely through simple
and timely interactions. IoT technology aims to bridge the
gap between enterprise big data and individual-user data in
the trading platforms [18]. Large enterprises often recruit
technical personnel to deal with data transaction business.
Most enterprise-level data are not patented, attracting many
data peddlers to use data as a resource effectively. Besides,
the third-party data trading platform is convenient for indi-
vidual operators to grasp data [19] comprehensively, even
though risks are inevitable, such as data leakage.

2.4. Current Situation of English Translation Teaching. Culti-
vating students’ comprehensive English quality has been put on
the agenda in higher education. Traditionally, exam-oriented
education focuses on listening, reading, writing, and academic
scores while ignoring students’ practical skills [20]. In particu-
lar, translation is a science with a strong local flavor. In other
words, second language learners tend to translate the source
language into the target language word-to-word, with poor
wording and sentence structures, leading to some misunder-
standing. Thus, proper context-based translation is in high
demand, especially as China encourages more and more inter-
national companies into domestic markets. English translation
ability is becoming a basic skill for social talents, just as driving
and computer proficiencies. This is where College English must
improve its teaching quality in translation, help cultivate multi-
linguistic talents, and promote China’s revitalization. There is a
need for higher institutions to offer various English translation
practices and introduce English translation methods into class-
room teaching. English translation is the main manifestation of
students’ comprehensive English proficiency and evaluation of
their English practical abilities [21]. Most importantly, more
opportunities should be provided for students to practice trans-
lation outside the classroom, cultivate their interest in learning,
and improve their learning enthusiasm.

3. Scheme and Test of IoT System in English
Translation Teaching

3.1. Shared IoT Design. As an emerging trading market in
recent years, the data trading platform is in the early stage
of development. IoT-based data trading platform mostly
adopts centralized architecture, completing data storage
and transmission through a central control [22], which has

some problems. For example, centralized services cannot
catch up with the dynamic needs of data multiplication.
Thus, shared IoT provides a new solution and is chosen here
for studying the big data-based English translation. Share
IoT has a unique structure, as explained below [23].

The perception layer acquires the front-end data using
RFID to obtain electronic tags and using Beidou to obtain
longitude and latitude, and environmental monitoring tem-
perature, and humidity sensors.

Network layer servers as the background server that
transmits information through telecommunication networks
and the Internet. It can transmit and process the informa-
tion from the perception layer. Its key technology is long-
distance, high-fidelity transmission, and data processing.

The application layer processes the information from the
front-end perception layer and realizes specific applications,
such as autonomous driving (AD), environmental monitor-
ing, and health management. It analyzes and processes
information, makes correct decisions, or controls behavior
to achieve intelligent management and service.

IoT devices need to connect to the Internet to realize remote
control. Mobile phones or computers can issue control com-
mands through the Internet. Communication is divided into
uplink and downlink, which are the two directions of commu-
nication. Transmitting the data on the device end to the cloud is
called uplink, and downlink is to send control commands to the
user terminal devices, such as the mobile phone or computer.
Figure 6 displays the architecture of the Shared IoT.

This section selects the English text corpus of North-
western Polytechnic University for analysis based on the text
encryption algorithm. English text corpora include several
categories: agriculture, art, communication, computer, econ-
omy, education, electronics, energy, environment, and his-
tory. Computers and wireless networks are used as the
hardware environment. These data are collected by a com-
puter and then preprocessed, mainly through text retrieval.
Finally, according to the needs of this experiment, the text
is classified and sorted out. Some categories are relatively
few and unrepresentative. Thus,100 representative text cate-
gories are selected for the experiment. Figure 7 gives the
flowchart of the text encryption algorithm.

3.2. IoT in English Translation Teaching. With the popular-
ization of the 5G network, IoT sees broader applications.
In particular, there are three main application forms to
English translation teaching:

(1) Basic application: text monitoring: IoT technology
can give an alarm in selecting English translation
texts once the text number exceeds the preset thresh-
old and help administrators control texts through
remote monitoring

(2) Intermediate application: text statistics: IoT systems
can analyze the collected text data from different
dimensions and types and visualize them through a
chart on the screen. As such, administrators can
quickly and intuitively understand the operation sta-
tus of the whole IoT device

Cloud computing layer

Edge computing device

Sensor 1 Sensor 2 Sensor 3

Perclayer

Network
layer 

Application
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Figure 6: Shared IoT architecture.
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(3) Advanced applications: data mining: IoT can mine
useful things from the database. For example,
according to students’ information retrieval history,
teachers can classify, track, and analyze the English
text during translation teaching and provide person-
alized teaching schemes.

3.3. Verifying the Shared IoT Design. The public’s archive
utilization needs are very much personalized and diversified.
Intelligent and accurate file classification is based on profes-
sional knowledge and creativity and employs virtual space
and knowledge maps. The archives are mapped from the
physical space to the network space based on the Internet
and cloud platforms.

In particular, the card in file classification uses an
encryption mechanism to encrypt teaching documents.
The single key-based encryption has a deadly defect that is
prone to attack. The attack is based on password guessing.
Each guess is compared with the real user password to calcu-
late the initialization vector. Then, the initialization vector is
checked for correctness: the guess and attack do not stop
until the vector is correct, and the correct password is
returned.

Password

pwToUnic
ode

MD5 128–bit hash MD5 (),5 loops

MD5 (), 5 loops

Number

128–bit hash40–b it, 88–bit

Build a honey
key 

RCA
encryption

Ciphertext (after–
encrypeted content)
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Figure 7: Flow chart of text encryption algorithm.
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Figure 8: Test results of English translation text.

Table 1: Experimental data set.

Training set Test set
Type Number Type Number

Agriculture 500 Education 500

Art 500 Electronics 500

Signal communication 500 Energy 500

Computer 500 Environment 500

Economics 500 History 500

Table 2: Required experimental environment.

Project Model

Outward expansion flash 512K∗16

Led liquid crystal display \

JTAG simulator interface \

TMS320VC5402@100MHzDSP Main controller \

Outward expansion SRAM 256K∗16
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4. Experimental Results and Analysis

4.1. Experimental Dataset and Collection. This section takes
the English text corpus of Northwestern Polytechnic Univer-
sity as the research object. It uses a text encryption algorithm
to analyze the data. The specific experimental data set is
shown in Table 1.

Firstly, the IoT system is used to classify the English text
corpus of Northwestern Polytechnic University, delete the
wrong words, sentences, and grammar, and then train the
DL model. Finally, the TC method is introduced to classify
the text. Figure 8 gives the details.

In Figure 8, English texts of agricultural, artistic, social,
computer, economic, education, electric power, energy,
environment, and historical type account for 7.94%, 5%,
6.87%, 14.56%, 13.06%, 10.95%, 17.17%, 10.99%, 11.32%,
and 2.13%, respectively. Obviously, the proposed TC
method overcomes the performance loss caused by the
function extraction method, avoids the problem that the

function extraction method does not consider the semantic
relationship between words, greatly reduces the function
space, and reduces the training time. Experiments show
that the classification effect is basically unchanged, and
the TC method is better than the function extraction
method.

4.2. Experimental Environment and Storage Analysis of
Shared IoT System. The specific experimental environment
is shown in Table 2.

Figure 9 analyzes the storage performance of the shared
IoT.

In Figure 9, the storage analysis curve of the IoT shows a
rising trend as a whole. The shared IoT system consumes
1T, 8T, 25T, and 32T storage capacity to encrypt the text
through 100, 300, 600, and 1,000 iterations. Thus, the stor-
age of the shared IoT system increases with the number of
iterations to encrypt a text.
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4.3. Analysis of Security Factor of Shared IoT Maintenance.
Figure 10 analyzes the safety factor of shared IoT
maintenance.

The security factor of the shared IoT system is 0.5, 1.6, and
3.0 to encrypt 10, 30, and 50 texts. Thus, the shared IoT system’s
security factor increases with the number of encrypted texts.

In order to analyze the performance of the TC more
accurately, the simulated annealing algorithm (SAA) is
now introduced. Then, 100, 200, and 300 English words
are selected as the research data. The specific experimental
results are shown in Figure 11.

According to Figure 11, when the number of translated
words is 100, 200, and 300, the translation time and failure
times are 4.953 seconds and 8, 5.375 seconds and 12 and

5.172 seconds and 16, respectively. Thus, the translation
time does not significantly increase with the increase in word
number, maintained at around 5 seconds on average. At the
same time, translation failures increase with the number of
translated words.

The iteration times of SAA under a different number of
translated words are shown in Figure 12.

Apparently, SAA’s translation speed declines less obvi-
ously with the increase of translated words. The algorithm
iteration is stable no matter how many words. Specifically,
when translating 100, 200, and 300 words, SAA reaches the
optimal solution at around the 30th iteration. Thus, the
number of translated words has a small impact on the algo-
rithm iterations.

0

2,000

4,000

6,000

8,000

10,000

Fu
nc

tio
n 

va
lu

e o
f 1

00
 an

d 
30

0 
w

or
ds

Iterations

2.0

2.2

2.4

2.6

2.8

3.0

Fu
nc

tio
n 

va
lu

e o
f 2

00
 w

or
ds

The number of words is 100
The number of words is 300
The number of words is 200

0 10 20 30 40 50 60 70 80

Figure 12: Iterations under different word numbers.

4

6

8

10

12

14

16

V
al

ue

Type
100 words 200 words 300 words

Translation time
Number of failures

Figure 11: Translation time and failure times under different word numbers.

8 Wireless Communications and Mobile Computing



5. Discussion

English translation is one of the critical contents of English
teaching. Here, 100 text categories are selected from the
English text corpus of Northwestern Polytechnical Univer-
sity and are analyzed by integrating DL, TC, and IoT. The
result shows that the TC method can reduce the training
time and speed up model convergence. The storage and
security performance of IoT encrypted text will increase with
the number of English texts. Cherif et al. [24] proposed a TC
model based on semantic enhancement and feature fusion.
The model obtained the enhanced semantic features of the
CNNmodel through the attention layer and then fused them
with the local features extracted by the convolution layer.
Then, experiments were conducted to show its effectiveness.
Lee et al. [25] constructed a new word vector model for Chi-
nese text based on the structure of Word2Vec. They found
that the partial radicals of Chinese characters contain certain
semantic information and introduced the partial radical
information into the text representation. Experiments
showed that the model had a good classification effect for
classifying Chinese news headlines. Luo [26] proposed a
DL CNN model to enrich the text generalization and mem-
ory information, giving the word vectors richer stylistic fea-
tures. Compared with the theories and methods proposed by
the three scholars, the proposed DL-based TC is simpler and
easier to use in practice. The TC algorithm has been applied
in many fields, providing rich references. Additionally, IoT
technology is one of the most key technologies. The contin-
uous promotion of the 5G network greatly facilitates IoT
development. Thus, applying IoT in English translation
teaching is the development trend of the times. Finally, there
are not many theories of applying DL and TC to the field of
the English translation, where this work bridges the gap.

6. Conclusion

The purpose is to design shared IoT to classify, translate, and
search English texts efficiently, accurately, and quickly. This
work first selects 100 text categories from the English text
corpus of Northwestern Polytechnic University and analyzes
them using the DL-based TC. Then, it describes the storage
and security performance of the IoT system. The main con-
clusions are as follows. The storage capacity of the shared
IoT system increases with the encrypted text iterations,
and the security coefficient storage of the shared IoT system
also increases with the number of encrypted text. The result
proves that the designed IoT system is safe and effective.
Additionally, using the proposed DL-based ANN method
in classifying the English corpus can reduce the model train-
ing time.

The deficiency is summarized. Certain limitations exist
in the collected text types. Research on other fields is lacking,
such as Chinese TC. The future research direction is to
improve the retrieval speed of massive amounts of TC
encryption in the shared IoT system. Then, the shared IoT
system should be optimized further, ensure against data
duplication and resell transactions of the third-party plat-
form, and reduce user risk.
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Recently, machine learning has become popular in various fields like healthcare, smart transportation, network, and big data.
However, the labelled training dataset, which is one of the most core of machine learning, cannot meet the requirements of
quantity, quality, and diversity due to the limitation of data sources. Crowdsourcing systems based on mobile computing seem
to address the bottlenecks faced by machine learning due to their unique advantages; i.e., crowdsourcing can make professional
and nonprofessional participate in the collection and annotation process, which can greatly improve the quantity of the
training dataset. Additionally, distributed blockchain technology can be embedded into crowdsourcing systems to make it
transparent, secure, traceable, and decentralized. Moreover, truth discovery algorithm can improve the accuracy of annotation.
Reasonable incentive mechanism will attract many workers to provide plenty of dataset. In this paper, we review studies
applying mobile crowdsourcing to training dataset collection and annotation. In addition, after reviewing researches on
blockchain or incentive mechanism, we propose a new possible combination of machine learning and crowdsourcing systems.

1. Introduction

In recent years, machine learning (ML) techniques have
made a lot of achievements in many fields [1–4]. However,
a large number of labelled training dataset is one of the most
cores of the technology. The quality, quantity, and diversity
of training dataset have significant effects on the generaliza-
tion capability and accuracy of trained models. Unfortu-
nately, those data mainly originate from web crawlers or
are provided by hired workers that leads to two main con-
cerns. First, data originated from web, which may be not
reliable, cause some issues on copyright [5] and privacy. Sec-
ond, the service fee for hiring workers to collect special data-
set or annotate dataset may be high. These bottlenecks
hinder the further development of machine learning.

Thanks to the development of wireless technology and
the popularity of mobile computing, crowdsourcing [6]
appeared and the technology has gained great interest and
adoption like Upwork [7], Amazon Mechanical Turk [8],
and UBER [9]. Meanwhile, crowdsourcing systems are pop-

ular in environmental monitoring [10], smart transportation
[11, 12], healthcare [13], and online marketplace [14]. The
main idea of the technology is to find solutions of problems
publicly, and it can easily increase energetic efficiency [3, 15,
16]. In addition, crowdsourcing in mobile computing
domain is named mobile crowdsourcing (MCS). In particu-
lar, MCS systems dedicate to collecting data with sensors
embedded on mobile devices. This technique provides a
new idea for solving the problems above.

Now, we introduce a traditional MCS system. A naive
MCS system mainly consists of three parties: task requesters,
workers, and MCS system. Figure 1 shows the workflow, and
the detail is introduced as follows: (1) the task requesters
post tasks with payments by MCS system. (2) Workers
choose the tasks which they are interested in by MCS sys-
tem. (3) Workers work for the tasks and submit the results
to MCS system. (4) The task requesters receive the results,
and MCS system sends the payments to the workers.

In order to overcome the bottlenecks we introduced
before, we can replace the above tasks with training dataset
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collection tasks or training dataset annotation tasks. If the
function of MCS system is to collect training dataset, which
we named TDCMCS system (training dataset collection
mobile crowdsourcing system), workers need to collect data
and annotate them before submitting the results. Otherwise,
in the TDAMCS system (training dataset annotation mobile
crowdsourcing system), task requesters need to submit the
dataset which need workers to annotate. Fortunately, these
two types of system already exist in recent years [17, 18],
and we will introduce them in Section 3.

In fields of machine learning (ML), the training dataset
consists of image dataset [19, 20], video dataset [17], text
dataset [21], and other dataset [22]. The corresponding
MCS systems have existed, and we will introduce them in
Section 3.

However, traditional MCS systems are almost imple-
mented on cloud servers; the detailed researches are shown
in Section 3. Unfortunately, centralized platforms face many
problems. First, centralized cloud servers inherently suffer
from single point of failure and cannot ensure transparent
operation, which will result in misbehavior. The order of
passengers cannot be stopped at the end of services in April
17, 2015, as a service outage appeared because of hardware
failure in Uber Technologies, China [23]. Second, the data
(if the system is a crowdsensing system) produced by
workers should belong to workers themselves, but when
the data is stored on cloud servers, problems like unclear
copyright [24] and information leakage [25, 26] will appear,
which obviously does not meet the requirements of General
Data Protection Regulation (GDPR) [5]. In December 2015,
the Office of the Australian Information Commissioner
(OAIC) reported that freelancer broke the Privacy Act by
revealing true identity of users which included dummy
accounts, IP addresses, and active account [27]. Third, cen-
tralized cloud servers are easy to be remotely hijacked and
suffer mischief attacks and DDoS attacks, which leads to

the unavailable services. In May 2014, Elance and oDesk is
out of services for many workers because of DDoS attacks
[28]. Fourth, the service fee of the centralized crowdsourcing
system is usually high; for example, the sliding service fee for
five percent to twenty percent is necessary for most of the
crowdsourcing systems [7].

To overcome the challenges above, decentralized crowd-
sourcing systems [29], usually combined with blockchain
[30] technology and cryptographic algorithms [24, 31],
become a great idea. Blockchain-based CS system often
regards smart contracts as a trusted third-party broker,
which can automatically execute codes of smart contract,
and the whole process is public and traceable, so that various
functions can be realized in distributed ways. In fact, the dis-
tributed crowdsourcing system based on blockchain has
applications in many fields like court processing of adjudica-
tion, posting and assigning tasks, data collection, copyright
protection, data transactions, mobile health, and energy
trading. Even so, there are still some problems existing when
combining blockchain-based CS system with machine learn-
ing. The core problem is that the quality and quantity of
training labelled dataset cannot be guaranteed. To ensure
the quality of training data, building reputation systems is
a great proposal. In the TDCMCS system, after receiving
the training labelled dataset, the task requester can give a
feedback for the dataset. The feedback influences the reputa-
tion of worker, which is positively related to the payments.
Hence, worker will prefer to offer high quality of training
labelled dataset. In the TDAMCS system, the task requester
should give a feedback on the quality of annotation. Mean-
while, truth discovery [32], one of the carefully designed
algorithms [33–35] based on mathematical theory [36], can
enhance the quality of annotation. Truth discovery (TD)
algorithm is a method to discover truth among unreliable
users’ information. In order to collect satisfactory quantity
of training dataset, incentive method is necessary. The price

1 2
34

Crowdsourcing system

Task requester Worker

Figure 1: Workflow of traditional crowdsourcing system.
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of training dataset in the marketplace or the payments of
hiring workers determines how many workers can be
attracted to provide the dataset or annotate the dataset.

Recent researches make it possible to break through the
bottlenecks of training dataset mentioned above. Note that,
this is not the first survey on crowdsourcing and machine
learning. Survey of Alenezi and Faisal [37] used either
machine learning, crowdsourcing, or both of them in the
proposed solutions which were aimed at surveying the cur-
rent learning and e-learning schemes. Ørting et al. [38]
reviewed studies published until July 2018 which combine
crowdsourcing with analysis of the medical images. Jin
et al. [39] surveyed the past quality control research of col-
lect knowledge about various types of data items. Konečný
et al. [40] described the types of annotation computer vision
that researchers have collected using crowdsourcing in their
survey.

Different from them, our contributions are shown as fol-
lows: (1) we review studies which combine crowdsourcing
systems with the analysis of training dataset collection and
annotation. (2) We also review some researches on block-
chain, incentive mechanism, PPTD, etc., and extract some
available techniques and methods which can break through
the bottleneck of quality, quantity, and diversity of training
dataset. (3) We summarize future development directions,
and we propose an implementation of a decentralized (i.e.,
blockchain) MCS system that has the functions of collecting
training datasets and annotating datasets.

Table 1 shows the summary of important abbreviations
in our paper. In the rest of paper, we introduce the prelimi-
naries in Section 2, and then, we introduce the related appli-
cations in Section 3. Section 5 provides future scope of
machine learning with crowdsourcing technology. Next,
the paper is concluded in Section 6.

2. Preliminaries

This section introduces all the core technologies and
methods mentioned in this paper.

2.1. Machine Learning.Machine learning is designed to sim-
ulate human intelligence by learning among the surround-
ings which is a developing branch of computational
algorithms. The core problem of ML is how to construct
computers that automatically improve by learning experi-
ence [41]. ML is considered to be the core in the new age
of big data. In addition, techniques based on ML have been
utilized successfully in various fields ranging among com-
puter vision, pattern recognition, finance, biomedical, com-
putational biology, entertainment, medical applications,
and spacecraft engineering [42].

In ML, a common task is to study and construct the
algorithms which can be learned from data and then make
predictions [43]. The algorithms make data-driven predic-
tions or decisions by building mathematical models from
input data [44]. These input data are commonly divided in
multiple datasets. Particularly, three types of datasets (i.e.,
training datasets, validation datasets, and test datasets) are

usually utilized in different phases of the generation of the
model.

Training dataset is very important in fields of machining
learning, but its development is limited because constructing
a well-annotated and large-scale dataset is very difficult as
the expensive fee of data acquisition and annotation [45].

2.2. Blockchain. A blockchain [46] can be defined as a data-
base which is shared among the users. Blockchain allows its
users to trade valuable assets in a pseudonymous and public
setup without relying on any central authority or intermedi-
ary [47]. A blockchain system consists of three core ele-
ments: the block, the chain, and the activity.

Concretely, blocks are storage carriers based on consen-
sus agreements by all validators or stakeholders. The storage
contents also capture the interactions of the various parties,
such as Bitcoin transactions. Activities can be represented in
a service manner in the blockchain system. For instance, dig-
ital transactions can be the service contents in Bitcoin. In
addition, the chain is the connection of all blocks and is
one-way growing. The one-way chain growth is a core prop-
erty of tamper-resistant.

2.3. Smart Contracts. Szabo [48] initially introduced smart
contract in the 1990s. Smart contract originated from the
idea to create a technological legal framework which can
help businesses, reducing disputes and costs. Smart contracts
allow any user to define and execute smart contracts on the
blockchain which can maintain the balance and data storage
of them. In addition, the access is completely controlled by
its code. However, all contract data and balances are public
on the blockchain. The program code captures the logic
terms of the contract between multiple parties and then
defines triggers and response actions. The functions are exe-
cuted in a smart contract when triggered by events or times.
For example, when transactions are added to the blockchain.
The creation of autonomous agents is allowed on smart con-
tracts, and their behaviors are completely dependent on the
transactions sent to them and their code. Hence, contracts
are transparent and decentralized. The financial transaction
rules can be enforced without any trusted third-party
through the smart contracts.

Table 1: Summary of abbreviations.

Machine learning ML

Federated learning FL

Crowdsourcing CS

Mobile crowdsourcing MCS

Training dataset collection mobile crowdsourcing TDCMCS

Training dataset annotation mobile crowdsourcing TDAMCS

General data protection regulation GDPR

Office of the Australian Information Commissioner OAIC

Truth discovery TD

Privacy-preserving truth discovery PPTD

Short message service SMS
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2.4. Crowdsourcing. Crowdsourcing [49] is a novel model
where organizations or individuals obtain services or goods
from a relatively open, large, and often rapidly growing
group of participants. The services mainly include voting,
ideas, finances, and microtasks.

Until 2021, crowdsourcing generally involves using the
network (however, online is not always necessary) to attract
and assign works between participants and then achieve
cumulative results. The word “crowdsourcing” was allegedly
created in 2005 [50–52]. Compared with outsourcing,
crowdsourcing usually involves a more public and less-
specific group [53–55].

Improving costs, speed, flexibility, quality, diversity, or
scalability is the advantage of crowdsourcing [56, 57]. A gen-
eral crowdsourcing method usually includes virtual labor
markets, competitions, and public online collaboration.
Some crowdsourcing give organizations ways which go
beyond the ideas provided just by their employees like
LEGO ideas [58, 59]. Amazon Mechanical Turk is one of
the crowdsourcing where monotonous “microtasks” are per-
formed by large, paid crowds at the same time. Some
unprofitable organizations like Wikipedia have utilized
crowdsourcing technology to develop common goods [60].

2.5. Crowdsensing. Crowdsensing [61], which can be called
mobile crowdsensing sometimes, is a technology where a
large number of crowd share and extract information collec-
tively via their mobile devices (such as smartphones, wear-
ables, and tablet computers). In conclusion, it means
crowdsourcing of sensing data from mobile devices.

Raghu et al. coined “mobile crowdsensing” (MCS) in 2011
[62]. MCS belongs to three main types: social (like tracking
personal exercise data in a community), infrastructure (like
locating potholes), and environmental (like monitoring pollu-
tion). Current CS applications operate based on the core
assumption that all participants submit the sensing data vol-
untarily which results in extensive user participation [63].
Also, it can indicate the way users who carry mobile devices
form microcrowds based on specific CS activities [64].

2.6. Truth Discovery. In order to achieve the aim of solving
conflicts from multiple data sources with noises, truth dis-
covery (TD) is widely utilized in various areas [65].
Although differences exist in the algorithm to compute
weights of users and ground truths, the procedure of existing
TD algorithms can be concluded as follows: a TD algorithm
commonly initializes a random number of ground truths
(According to [66, 67], the ground truth value of each object
can be also initialized as the average of the sum of the sen-
sory values of the object by different users.) and then con-
ducts truth update and weight update iteratively until
convergence. Current TD algorithms almost follow two
principles: (1) the data of the user who holds a higher weight
has more effect in the execution. (2) The user who provides a
more accurate data item will have a higher weight (i.e., it is
closer to the aggregated truth).

Due to the concerns of privacy, privacy-preserving truth
discovery (PPTD) algorithm appears in recent years. Weight
of data provider, data provided by provider, and truth need

to be preserved in cipher domain. Weight can be usually used
to infer whether the provider is rich or poor. For instance, if a
provider has a high weight, it can always provide more accu-
rate data, and accurate data is usually collected by sensors
embedded in high-end devices, so the provider is usually a
wealthy person who can buy high-endmobile devices. Besides,
data and truth belong to individuals and therefore need to be
encrypted, and only a few people can decrypt them. By combi-
nation with homomorphic cryptographic algorithm or pertur-
bation algorithm, PPTD algorithm implements the TD
algorithm calculation in the cipher domain.

3. Related Applications

As shown in Table 2, we introduce papers in different fields
with the aim of extracting suitable methods and techniques
to make the combination of MCS and machine learning pos-
sible. Note that, we focus on the researches of training data-
set collection or annotation. Hence, federated learning (FL)
is not in our consideration. At the same time, we discuss
the weaknesses and advantages of each type of system in
Tables 3 and 4.

In fact, crowdsourcing systems can be divided into tradi-
tional crowdsourcing [68], mobile crowdsourcing (MCS)
[69], vehicle crowdsourcing (VCS), and so on according to
the tools used to complete the task. On the other hand,
crowdsourcing systems can be divided into centralized
crowdsourcing and decentralized crowdsourcing according
to the environment in which the system is deployed. Decen-
tralized crowdsourcing can be further divided into
blockchain-based crowdsourcing and non-blockchain-
based crowdsourcing. In addition, crowdsourcing systems
can also be divided according to the task types or application
fields, which we will not elaborate here.

3.1. Centralized Crowdsourcing System. The general steps of
machine learning are as follows: (1) getting the dataset and
preprocessing, (2) selecting the algorithm in machine learning
and determining the model, (3) training the model and cross-
validation, (4) verification curve and learning curve, (5) train-
ing dataset multiple times, (6) testing data test model, and (7)
predicting new outcomes. We focus on crowdsourcing sys-
tems which can help to get various training dataset.

Swearngin and Yang [70] proposed a centralized crowd-
sourcing system to collect large-scale data of interface tapp-
ability on a variety of mobile applications.

Kuldeep et al. [71] proposed a centralized crowdsourcing
system called SMSAssassin, which was aimed at collecting
spam mails. The system is effective to filter email spams.

Amini and Yang [72] proposed a centralized crowdsour-
cing framework named CrowdLearner, which was aimed at
generating recognizers by using mobile sensors input auto-
matically. At the same time, the framework assigns the
annotation tasks to the crowd.

Trivedi et al. [73] proposed a centralized crowdsourcing
system which can assign the sensing tasks to workers.
Workers sense the text datasets of mobile phone battery
temperature via their mobile devices, and the system can
infer ambient temperature.
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Table 2: Summary of literatures on various fields.

Item Related work Key points

Centralized MCS system with
dataset collection or annotation

[70–74]

[70] Training dataset collection of interface tappability

[71] Training dataset collection of spam SMSes

[72] Training dataset annotation

[73] Training dataset collection of temperature

[74] Training dataset collection and trading of images

Centralized traditional CS system
with dataset collection or annotation

[17, 18, 75–87]

[17] Training dataset collection of videos

[75] Training dataset collection of images with labels

[76] Training dataset collection of audios

[18] Training dataset annotation with three criteria
to ensure high quality

[77] Training dataset annotation with high quality and low costs

[78–87] Other systems for training dataset annotation

Decentralized CS systems
without blockchain

[88–91]
[88–91] Task completion in a distributed way but need a

centralized system or trusted third-party servers

Decentralized CS systems
with blockchain

[92–101]

[92] Court processing of adjudication

[93] A general blockchain-based decentralized framework

[94] Collaboratively building and updating a dataset

[95] Copyright-preserving data trading

[96] Data trading based on reverse auction

[97] Task-worker matching

[98] Healthcare remedy evaluation system

[99] Novel mobile health applications

[100, 101] Peer-to-peer energy trading platform

Reputation system with blockchain [102] [102] Blockchain-based MCS system with reputation system

PPTD
[65, 67, 103–114] [65, 67, 103–114] PPTD systems implemented on cloud servers

[115–118] [115–118] PPTD systems implemented on blockchain

Table 3: Advantages and weakness of the systems.

Item Transparency
Suffer single point

of failure
Suffer remote
hijacking

Suffer mischief
attacks

Suffer DDoS
attacks

Centralized traditional CS system with
dataset collection or annotation

No Yes Yes Yes Yes

Centralized MCS system with dataset
collection or annotation

No Yes Yes Yes Yes

Decentralized CS systems without blockchain No Yes/no Yes/no Yes/no Yes/no

Decentralized CS systems with blockchain Yes No No No No

Decentralized CS systems with blockchain and PPTD Yes No No No No

Table 4: Advantages and weakness of the systems.

Item Service fee
Data privacy
protection

Data
quality

Data
quantity

Data
diversity

Centralized traditional CS system with dataset collection or annotation High No Low Small Low

Centralized MCS system with dataset collection or annotation High No Low Medium Low

Decentralized CS systems without blockchain High No Low Small Low

Decentralized CS systems with blockchain Low Yes Low Large High

Decentralized CS systems with blockchain and PPTD Low Yes High Large High
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Lan et al. [74] proposed a centralized crowdsourcing sys-
tem named CrowdBuy. It is a privacy-preserving image dataset
trading systemwhere a buyer can purchase desired image data-
set from available mobile users efficiently, while quality is guar-
anteed and data ownership and privacy of users are respected.

Next, we introduce some researches on traditional
crowdsourcing systems which were aimed at collecting
training dataset or annotating dataset. In fact, we can easily
convert these systems to MCS systems due to the develop-
ment of mobile computing.

Sigurdsson et al. [17] proposed a data collection
approach named the Hollywood in Homes. The correspond-
ing crowdsourcing system was aimed at collecting dataset of
videos, and the annotation works are assigned by workers.

Law and Ahn [75] proposed a research dataset, and it con-
tains one hundred thousand images with English labels, which
was generated from a crowdsourcing game named TagATune.

Orlandic et al. [76] presented a centralized CS systemwhich
was aimed at collecting dataset of audios. About 3,000 record-
ings of coughs are labelled by 4 experienced doctors to help
diagnosingmedical abnormalities. It is one of the largest dataset
of cough which is annotated by experts currently.

Hsueh et al. [18] evaluated annotation data from both
unprofessional workers hired from the Internet and profes-
sional workers in research laboratories. Meanwhile, the
impact of noisy annotations on sentiment classification
model performance and the utility of annotation selecting
on classification efficiency and accuracy are examined.

Chang et al. [77] proposed a centralized crowdsourcing
approach named Revolt, the idea of which is to convert
expert annotation to crowd-based annotation. Experiments
evaluated by them compare traditional crowdsourcing anno-
tation with Revolt and proved that the approach can pro-
duce high-quality label with lower financial cost.

Other scholars [78–87] proposed their own crowdsour-
cing systems for annotate datasets, which will not be
described in detail here.

In conclusion, there have been a lot of researches on MCS
systems or traditional CS systems for collecting various types of
training datasets or annotation. However, these systems often
do not take incentives into account. We next focus on the tra-
ditional crowdsourcing systems which embed incentives for
collecting datasets or some methods of hiring workers.

Zheng et al. [119] proposed a mobile crowdsensing data
trading system named ARETE, where the data seller can
obtain profit by offering data services after acquiring raw
data, while data buyer can buy data services through queries.
Additionally, reward sharing and the price design of online
data are studied in depth.

Gao et al. [120] proposed a scheme in MCS, which was
aimed at solving the recruitment problems of unknown
workers. In the scenario, the prior sensing qualities of workers
are unknown. Meanwhile, a combined multiarmed bandit
problem was modeled to find an optimal solution algorithm.

Hu et al. [121] presented an incentive scheme based on
dynamic demand in a mobile crowdsensing systems which
is location-dependent. The mechanism changes the payment
of sensing tasks dynamically to balance their popularity and
demand at each round.

Liu et al. [122] aimed at the problem of online recruit-
ment under the time and budget constraints and proposed
a dynamic worker hiring strategy under truthful pricing. In
addition, the worker hiring strategy contains an online pric-
ing mechanism based on reverse auction which achieves
individual rationality and truthfulness.

It can be seen that if we want to use the MCS system to col-
lect the training data (or hire workers to annotate training data-
set) needed for machine learning, incentives are essential. The
crowdsourcing trading system or worker recruiting system are
feasible. We need to model the specific scenarios (e.g., limited
budget, limited time to recruit workers, or unknown quality of
workers) by combining specific game theory methods, which
will result in reasonable benefits for all parties. As a result,
enough workers will participate in the works.

The quality, quantity, and diversity of training dataset have
significant effects on the generalization capability and accuracy
of trained models. Applying ML in crowdsourcing can easily
overcome the bottleneck of the quantity and diversity of train-
ing dataset and make it no longer be in short supply.

3.2. Decentralized Crowdsourcing System. Because of the
problems of centralized systems we mentioned in Section
1, distributed crowdsourcing systems come into being. As
far as we know, few researchers proposed decentralized
crowdsourcing systems which were aimed at collecting
training dataset or hiring workers to annotate training data-
set. Most researches that combine decentralized systems
with machine learning focus on training models, i.e., feder-
ated learning [40, 123–126]. We first introduce some tradi-
tional decentralized crowdsourcing systems without
combining blockchain technology.

Ryabinin and Gusev [88] proposed a software library to
enable traditional mobile crowdsourcing applications to
increase privacy of users without affecting the overall quality
of crowdsourcing dataset. Additionally, they proposed Fou-
gere, a decentralized approach, which can send data samples
to third-party servers from user devices.

Zhang et al. [89] proposed a protocol named D2, which
can help to design a DTN- (delay-tolerant network-) based
distributed crowdsourcing system. The goal of them is com-
pleting calculation tasks collaboratively and minimizing
time consumption.

Yang et al. [90] proposed a task assignment approach
scheme that exploits social relations in the crowdsourcing
systems. Their approach focused on load balancing in dis-
tributed environment.

Cheung et al. [91] proposed a distributed and asynchro-
nous task assignment in the MCS.

Researches above focused on task completion in a dis-
tributed way, but they actually utilized a centralized system
(or trusted third-party servers) to support services, which
runs in the opposite direction of building the crowdsourcing
system in a decentralized way.

3.3. Blockchain-Based Crowdsourcing System. The emerging
blockchain technology is unique among distributed systems
due to its unique advantages. Next, we introduce the decen-
tralized CS systems which is based on blockchain.
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Ast and Sewrjugin [92] presented a blockchain-based
crowdsourcing application named CrowdJury, which court
used to process adjudication. However, they did not provide
the details of the crowdsourcing protocols design.

Li et al. [93] presented CrowdBC, a decentralized CS
framework based on blockchain, where the tasks can be
resolved by a group of workers without relying on any third
trusty institution. In addition, privacy of users can be guar-
anteed, while low transaction fee is required.

Harris and Waggoner [94] presented a decentralized
framework for users to build datasets collaboratively and
use smart contracts to host updated models continuously.
In order to keep the model accurate on some test sets, they
proposed both nonfinancial and financial incentive struc-
tures to provide good data.

Sheng et al. [95] proposed a blockchain-based crowd-
sourcing data trading framework called CPchain, which
was aimed at preserving copyright. Without any truthful
broker, it can construct credible and truthful data trading
between mutually untrusted users while guaranteeing the
copyright and quality of data.

An et al. [96] presented a blockchain-based CS data trad-
ing system. Their highlight is that the system was the path-
breaking work which utilized both blockchain and reverse
auction to guarantee the truthfulness and fairness of the
whole data transaction process.

Meanwhile, due to the existence of unique nonfungible
tokens in the blockchain, we advise to combine it with digital
copyright to protect data copyright.

Zhang et al. [97] presented a blockchain-based platform
named PFcrowd, which performs matching algorithm of
encrypted task-worker between different crowdsourcing sys-
tems without any trustful third-party institution. The core of
their approach is to covert the task recommendation algo-
rithm into a credible smart contract.

J. Park et al. [98] proposed CORUS, a healthcare remedy
evaluation system utilizing blockchain-based CS and cloud
computing platform. The system is an efficient and effective
alternative scheme to the expensive clinical trials and objec-
tive evaluation on the remedies.

By combining crowdsourcing with mobile computing,
cloud computing, Internet of Things (IoT), and blockchain,
Fernández-Caramés et al. [99] proposed a system which
stores data of patient and develops novel mobile health
applications. The application supports diagnosing, public
health actions, studying, and monitoring. In addition, it
can help people to control diseases and increase global
awareness on popularity of diabetes.

Shen et al. [100] presented a blockchain-based architec-
ture and an optimization model. The goal of the architecture
is to manage the operation of crowdsourcing energy systems
which enables P2P energy trading. Users on Internet can
easily and seamlessly trade energy on the system.

Jamil et al. [101] proposed an energy transaction plat-
form built on blockchain which can provide day-ahead con-
trolling, generation scheduling, and real-time support.

Hence, we recommend emerging blockchain technology
to combine with the MCS system to collect training dataset
or hire workers to label the dataset.

3.4. Reputation System and Privacy-Preserving Truth
Discovery. As we mentioned in Section 1, to ensure high
quality of training data, building reputation system is a great
idea. Feedback of task requesters is the core of reputation
system [127, 128].

K. Zhao et al. [102] proposed BC-MCS, an efficient and
credible blockchain-based mobile crowdsensing system,
which combined edge computing with the emerging block-
chain technology in the MC scenario. The privacy-
preserving reputation management approach is the key idea
of the proposed system which can resist malicious users.

On the other hand, aggregating multiple annotations,
which can make the annotations more accurate, is a great
method. Truth discovery is an algorithm which stands out
from the crowd.

An et al. [104] presented a light blockchain-based model
which can assess quality of data. A couple of quality assess-
ment processes on data are presented in their model. One of
them is implemented in data quality assessment, and the
other is implemented in the selection of users. Meanwhile,
the service fee is low as smart contracts and consensus
mechanism are carefully redesigned to be suitable for CS.

Miao et al. [65] proposed a PPTD framework for CS sys-
tems on cloud, which can protect the privacy of both sensory
data and reliability scores generated by the TD algorithm of
users. Their work was achieved by using homomorphic
cryptographic scheme and threshold Paillier cryptosystem.
By optimizing the algorithm, Zheng et al. [105] greatly
reduces the communication and computing overhead. Com-
pared with Miao, Zheng’s designs achieved at least 30x and
10x savings on communication and computation of users,
respectively.

Works of Cai et al. [106] are on stream data. They pre-
sented a CS system which enables PPTD algorithm and
blockchain-based full-fledged knowledge monetization.
Two noncollusion cloud servers were used to execute PPTD
algorithm, and blockchain was used to construct a fair data
trade market that does not need trusted third parties.

Tang et al. and Xu et al. [107, 108] presented the nonin-
teractive PPTD systems which did not need users to be
online all the time and guaranteed the privacy strongly.

Zheng et al., Xue et al., and Miao et al. [67, 109, 110] pro-
posed novel PPTD systems, which can protect both sensory
data and reliability scores of users. Miao’s work is on both
batch data and stream data.

Gao et al. [111] proposed an efficient and novel location-
based PPTD mechanism, which can aggregate data accu-
rately with both data privacy and location privacy of users
protecting. In addition, superincreasing sequence techniques
are used to guarantee efficiency and feasibility.

Xu et al. [112] presented the first verifiable and PPTD
protocol in CS systems named V-PATD. Their openly veri-
fiable approach lets any entity verify whether the aggregated
truths returned from the cloud server are correct. Their ver-
ification approach is scalable and efficient as the cloud server
carries most of the computation burdens.

Wang et al. [103] proposed a CS system which can exe-
cute a private and fair truth discovery (PFTD). The system is
based on two noncollusion cloud servers and Paillier
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cryptosytem. Their goal is to not only protect the privacy of
each workers but also guarantee the fairness in
crowdsourcing.

PPTD algorithm mentioned above is all by using homo-
morphic cryptographic scheme, as Zhang et al. and Sun et al.
[113, 114] utilized the method of adding perturbation to the
data to protect privacy. This method greatly reduces the
computational cost of PPTD.

The above work is based on the centralized cloud server
to realize the PPTD algorithm. Due to the problems of cen-
tralization (mentioned in the Section 1), some distributed
solutions have emerged one after another.

Liang et al. [115] presented a blockchain-based novel CS
model which can control quality of crowdsensing data. In
the model, TD algorithm and fuzzy theories are utilized.

By combining zero-knowledge proof, trusted hardware, and
differential privacy, Duan et al. [116] presented a blockchain-
based CS ecosystem which support data aggregation services
which completely guarantee data aggregation correctness, dif-
ferential privacy, confidentiality, and robustness.

Tian et al. [117] presented a blockchain-based frame-
work which is secure and reliable while supporting PPTD
algorithm. Without any central servers, the framework
assigns the data processing tasks to decentralized workers,
whose behaviors are forced and verified by using the novel
smart contract technology. At the same time, because the
blockchain cannot protect the privacy of on-chain data, they
combined privacy-preserving solution with blockchain for
protecting privacy.

Wang [118] proposed PrivSTD, a PPTD mechanism
based on edge computing, which can gain high accuracy of
truth aggregated by streaming crowdsourcing data with the
privacy protection of workers.

There are a large amount of researches on blockchain-
based PPTD algorithm. It is an innovative idea to combine
with annotating training dataset.

4. Challenges for Combining Machine
Learning with Crowdsourcing Technology

In this paper, we focus on crowdsourcing help to supply
training dataset and annotate dataset, which lead to many
challenges.

4.1. Quality of Training Dataset. Although the combination
of ML and crowdsourcing can easily solve the problem of
the diversity and quantity of training dataset, the quality of
the datasets is difficult to guarantee because the workers in
crowdsourcing may be professional or nonprofessional.

4.2. Incentives. If the reward for labeling tasks and collecting
datasets is too low, no workers will participate in the work,
and if it is too high, the employer’s benefits will decrease.
How to set the rational reward is a challenge.

In addition, crowdsourcing can help train the models of
machine learning, i.e., federated learning (FL), which brings
some new challenges.

4.3. Privacy and Security. As an efficient privacy-preserving
method, FL can train a lossless ML model through local
training and parameter transfer of the participants without
directly obtaining the data source. However, there are also
many security risks in FL. The main security threats include
poisoning attacks, adversarial attacks, and privacy leaks.

4.4. Communication Efficiency. ML algorithms, especially
complex deep learning algorithms, need to train a large
number of parameters during the training process. For
instance, CNN may need to train millions of parameters,
and each update process needs to update millions of param-
eters. In addition, the state of network communication may
also lead to high communication costs. For example, unsta-
ble network conditions and inconsistent speeds during
parameter uploading and downloading will lead to excessive
model training costs for the entire algorithm.

4.5. Heterogeneity. In FL system, another challenge is the het-
erogeneity among the client devices, including differences in
storage, CPU computing power, and network transmission.
The heterogeneity makes the computing time of the devices
different and even cause individual devices to drop directly.

5. Future Scope of Machine Learning with
Crowdsourcing Technology

The researchers believe that it has immense potential in
many fields when machine learning meets crowdsourcing.
We consider that there are two types of blockchain-based
systems that hold great promise: TDCMCS system (training
dataset collection crowdsourcing system) and TDAMCS sys-
tem (training dataset annotation crowdsourcing system).

In the TDCMCS system, task requesters post dataset col-
lection tasks on blockchain. Workers receive the tasks and col-
lect training dataset by their sensors embedded on mobile
devices. After annotating the training dataset, workers submit
the results on blockchain. Finally, task requesters receive the
result and give the feedback on the training labelled dataset.
A good feedback will enhance the reputation of the worker.
By combining reputation system, the quality of datasets can
be improved, because the reputation directly affects rewards
and whether the workers can be assigned tasks. To attract
workers to the tasks, we advise set payment when posting tasks
or build an auction system. If the incentive mechanisms are
reasonable, the number of dataset will grow explosively. Game
theory is an analytical tool which can ensure the rationality of
the reputation system and the fairness of the trading system.
Truth discovery is a great data aggregation algorithm that
can make annotation of training dataset more accurate. In
addition, blockchain-based crowdsourcing systems can solve
problems such as single points of failure.

In the TDCMCS system, the workflow is a little different
from in TDCMCS system. First, task requesters post dataset
annotation tasks on blockchain with their dataset public
online (e.g., IPFS [129] or NFS [130]). Second, workers get
the dataset and annotate it. Third, the annotations will be
uploaded on blockchain, and the smart contract will execute
PPTD algorithm to make the annotations more accurate.

8 Wireless Communications and Mobile Computing



Finally, the feedback and quality of annotations jointly
determine the change in reputation.

Such systems could shine in a large number of domains
like environmental monitoring, smart transportation, and
healthcare [131]. There will be an explosion of all kinds of
high-quality datasets in many domains, leading to rapid
advances in machine learning.

6. Conclusion

In this paper, we survey the researches on crowdsourcing
systems, machine learning, truth discovery, etc., and propose
the possible combination of machine learning and MCS sys-
tems. The goal of this survey is to provide a possible guide
for combination of crowdsourcing and machine learning to
explore potential research directions in related fields and
may lead to exciting results.
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People’s physical fitness is directly linked to the national physique of a country. It is an important analysis indicator of the
country’s comprehensive national strength and economic level. Moreover, students’ physical and mental health is in a stage of
rapid development. Their physical health is not only directly related to their study and life at this stage but it will also have a
profound impact on the physical level, health status, and work ability of adults. Starting from the cluster analysis of sports, this
article explores the communication effects of sports, communication strategies, and the relationship between sports and the
development of users’ healthy habits by defining concepts and types and combining quantitative and qualitative analysis. Study
the relationship and then analyze whether sports applications bring people the effect of promoting healthy behavior. This
article retrieved documents about the application of Kohonen neural network in sports cluster analysis in domestic literature
databases such as Weipu, Wanfang data, and CNKI. A total of 144 documents were retrieved from the database, and the
retrieved documents were collected for sports activities. The study of class analysis can avoid human subjective factors and
obtain clustering results quickly and objectively, thus providing an ideal clustering method for comprehensive evaluation of
sports. The experiment proves the cluster analysis of the impact of sports on people’s physical fitness, the heterogeneity test
results are 0% (boys) and 3% (girls), it is believed that there is no statistical heterogeneity in the physical fitness of middle
school boys in each study, and P < 0:001, indicating that the influence of sports on people’s physical fitness is significantly
different between the experimental group and the control group. This shows that the application of Kohonen neural network
clustering analysis method has great practical value for comprehensively evaluating people’s physical functions and physical
fitness. It is an objective, reasonable, effective, and rapid quantitative evaluation method.

1. Introduction

Sports cluster analysis came into being. It improved the user
experience with the help of big data, informatization, and
neural network technology. At the same time, it has not only
been recognized and loved by the public but it has also pro-
moted the national sports boom and also conveyed the
sports belt. There is positive energy coming. Research and
analysis on the communication effects of the emerging
media of sports applications and people’s sports conditions
are not only helpful to help people improve their physical
conditions but also a positive response to national policies,
and it is important for the development of sports and the
participation of the people. The sports industry cluster is
the product of the integration process of the global economy,

which is produced and gradually deepened. It is the applica-
tion and innovation of the industry cluster theory in the field
of sports. As a new force in the rising sports industry, the
sports industry cluster has broad development prospects
and huge development space.

The application of cluster analysis in sports in foreign
countries is much earlier than that in China, and the rapid
development and update of Kohonen neural network tech-
nology has made the methods and types of cluster analysis
greatly improved and developed. I believe that in the near
future, the clustering analysis method that introduces the
Kohonen neural network technology will become an efficient
clustering method. Kalini explores how virtual communities
have a positive impact on the development of a healthy life-
style in reality through the characteristics of information
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sharing, interaction, and common interest gathering [1].
Shadloo proposed that the factors that affect college stu-
dents’ physical exercise behavior mainly include sports
awareness, sports knowledge and methods, exercise atmo-
sphere and sports expertise, and sports consumption behav-
iors which have a clear correlation with college students’
physical exercise behaviors [2]. Li started from the analysis
of the existing misunderstandings in sports and the negative
effects they produced and proposed the basic model and
planning of sports cluster analysis [3].

The cluster analysis method originated in western coun-
tries. Compared with the western countries, the cluster anal-
ysis method started late and its development is relatively
slow. With the continuous development of information
and communication and the maturity of computer network
technology, the use of cluster analysis methods can predict
the activity space and development trends of various sports.
Bodyanskiy proposes that health education for college stu-
dents should focus on combining physical exercise and
health and help college students develop good physical exer-
cise habits by introducing the impact of physical exercise on
human health, the principles that physical exercise should
follow, and common physical fitness methods [4]. Bodyans-
kiy proposed that the cognition and feeling of sports behav-
ior are related to sports behavior, sports persistence, and
sports experience and can directly affect sports behavior
[5]. Watanabe proposes to use sports to make people come
out of busy work, improve their physical health and find a
communication partner, obtain spiritual comfort, and
achieve the optimization of the social support network [6].

Through the cluster analysis of sports, this article
explores the ways in which sports affect people’s healthy liv-
ing habits, which can not only make people pay more atten-
tion to their own health but also promote people to increase
their physical fitness. This paper also uses the Kohonen neu-
ral network to iteratively optimize the objective function to
perform a cluster analysis of sports, avoiding many subjec-
tive factors, statistically surveying the related data of the
types of sports that people participate in daily, and analyzing
its relationship with people’s behavior habits. The relation-
ship between cultivation and promotion provides a fast
and novel cluster analysis method for similar research in
the future.

2. Application of Kohonen Neural Network in
Sports Cluster

2.1. Neural Networks

2.1.1. Neural Networks. Artificial neural network is com-
posed of a large number of neurons. Its main function is to
imitate the functions of the human brain to process informa-
tion. Its processing ability is very powerful, and its learning
ability is also super strong, capable of processing very
complex nonlinearities. Transformed into an easy-to-
understand form of expression, artificial neural network
can be referred to as neural network [7, 8]. By designing a
comprehensive neural network evaluation model that com-
bines BP network and self-organizing competition network,

the evaluation results of 28 provinces and regions are fitted
and ranked, and the development stage of regional high-
tech industrial clusters can be defined.

(1) Neuron Model. Generally, the neuron of a neural network
is composed of many inputs and one output. The input of
the neuron is x1 ⋯ xn, wij represents the weight of the
j input, the threshold of the neuron is represented by
θi, the self-information and external information of the
neuron are, respectively, ui and si denoted, the output is
denoted by yi, and its model can be represented by

τ
dui
dt

= −ui tð Þ+〠wijxj tð Þ − θi, ð1Þ

yi = f ui tð Þ½ �: ð2Þ
The expression formula of the model is a first-order

differential, so it can mimic the function of human neural
network processing information well. In addition, its out-
put can be expressed in the following three forms [9].

Linear type:

f uið Þ =
1, ui ≥ u2,
aui + b, ui ≤ 0 < u2,
0, ui < u1:

8>><
>>:

ð3Þ

Step type:

f uið Þ =
1, ui ≥ 0,
0, ui < 0:

(
ð4Þ

Type S:

f uið Þ = 1
1 + exp −ui/cð Þ2 : ð5Þ

Among them, a is the proportional coefficient, b is the
variable value, and c is the fixed value.

(2) Types of Neural Networks. Forward network refers to the
connection between layers, but there is no connection
between each layer. The network is always moving forward,
and the network of the last layer is not connected to the first
layer network, which is the beginning and the end of the net-
work. There is no connection between the networks, and the
networks are lined up. This is the forward network feedback
network. On the basis of the forward network, the last layer
of the network is connected to the first layer of network; that
is, the output is introduced to the first the input of the layer
is on [10, 11]. If there is no feedback, the network within the
layer has a one-way connection. This form is conducive to
strengthening the influence within the same layer and pro-
moting network learning. The intralayer interconnection
network is also under the condition that all or not all neu-
rons in the same layer are connected to each other under

2 Wireless Communications and Mobile Computing



the condition that all or not all neurons in the same layer are
connected to each other. This interconnection method pro-
motes the activity in the same layer, whether it is strong or
strong or weak both are weak [12]. Existing studies have
analyzed industrial clusters and their performance from dif-
ferent research aspects through the methods of AHP, DEA,
location quotient, principal component analysis, multiple
regression statistics, and summarization. The neural net-
work method is mainly used in the theoretical stage.

2.1.2. Kohonen Neural Network Algorithm Steps. For the
input vector Y = fy1, y2,⋯,yng, if there are c fuzzy subsets
forming a fuzzy c partition of the input vector Y , then the
membership of these fuzzy subsets should meet the follow-
ing conditions:

0 ≤ rik ≤ 1, 〠
i

rik = 1: ð6Þ

The objective function of cluster Y is generally expressed
in the following form:

J R, Z, Yð Þ =〠
i

〠
k

rikð Þλ Yk − Zik kð Þ2, ð7Þ

where λ is the power exponent of the membership func-
tion r, Z = ðz1, z2,⋯,zcÞ is the cluster center of a given input
sample, and R is a fuzzy c partition of the input sample Y .
The above formula is the core optimization goal of Kohonen
neural network algorithm [13, 14].

Select a learning sample Y = fy1, y2,⋯,yng with correct
data, where the number of samples in the learning sample
is n, each sample vector is a p-dimensional vector, and the
initial value cð1 ≤ c ≤ nÞ and the feature distance used for
cluster analysis are given.

Step 1. Initialize the cluster center vector Z = ðz1, z2,⋯,zcÞ,
each vector in this cluster center vector set is also a
p-dimensional vector, and initialize the number of
training T = 0, the maximum number of training is Tmax,
and the initial weighted power exponent of the degree of
membership is K0ðK0 > 1Þ. Set the termination error of the
iteration as ε > 0 [15, 16].

Step 2. Calculate the membership degree of each sample
belonging to the ið2 ≤ i ≤ cÞ type in the input mode and mark
it as rik. The membership degree calculation function is as
follows:

rik =
1

∑c
j=1 Yk − Zik k/ Yk − Zj

�� ��� �2/ λ−1ð Þ : ð8Þ

After the membership degree rij is calculated, use this
membership degree to calculate the iteratively updated
learning rate a of the weight value, and the calculation learn-
ing rate a function is as follows:

aik Tð Þ = rλik,

λ = K0 − T K0 − 1ð Þ
Tmax

,
ð9Þ

where K0 is a normal number greater than 1, when
T = Tmax, λ = 1.

Step 3. Adjust the cluster center vector, and update the vec-
tor formula according to the previous cluster center vector
and the learning rate as follows:

Zi tð Þ = Zi T − 1ð Þ + ∑N
k=1aik Yk − Zi T − 1ð Þð Þ

∑N
k=1aik

, i = 1, 2,⋯, c:

ð10Þ

Step 4. Calculate the energy function and the correction
error of the clustering center vector Z. If formula (19) is sat-
isfied, the algorithm stops iterating.

Z Tð Þ − Z T − 1ð Þk k2 = 〠
c

i=1
Zi Tð Þ − Zi T − 1ð Þk k2 ≤ ε: ð11Þ

When the number of iterations is greater than the ini-
tially set maximum number of iterations Tmax, it will also
cause the iteration to terminate; otherwise, it will move to
the second step to continue the calculation iteration.

2.2. Metrics and Criterion Functions in Cluster

2.2.1. Measurement Methods in Cluster Analysis. In cluster
analysis, we need to select appropriate indicators as the basis
for clustering. Commonly used measures are similarity and dis-
similarity measures, which quantitatively describe the degree of
similarity or dissimilarity between two data objects or clusters.
Or the greater the similarity between clusters, the smaller the
dissimilarity; conversely, the smaller the similarity, the greater
the dissimilarity [17, 18]. However, most existing clustering
algorithms often use dissimilarity to represent the similarity
measure and use it as a measure of computing data objects.
We introduce the following commonly used standardization
methods.

(1) Min–Max Standardization.

xjl
� �′ = xjl −min x:lð Þ

max x:lð Þ −min x:lð Þ : ð12Þ

Among them, xjl represents the value of the j data object
under the l attribute; max ðx:lÞ and min ðx:lÞ, respectively,
represent the maximum and minimum values of the l attri-
bute in the data set, making ðxjlÞ′ ∈ ½0, 1�.
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(2) Z-Score Standardization.

xjl
� �′ = xjl − xl

Sj
: ð13Þ

Among them, xl represents the mean xl = ð1/njÞ∑
nj

j=1xjl of

the l attribute, and the standard deviation Sj = ð1/njÞ∑
nj

j=1
ðxjl − xlÞ2.

(3) Decimal Scaling Standardization. Standardization is car-
ried out by moving the decimal point position of the attri-
bute value. The number of decimal points moved depends
on the maximum absolute value in the attribute value. The
calculation method is

x′ = x

10j : ð14Þ

2.2.2. Criterion Function in Cluster Analysis. After determin-
ing the similarity measurement method, in order to com-
plete the clustering, the corresponding criterion function
needs to be determined. The commonly used clustering cri-
terion function is as follows.

(1) Criterion Function. This kind of clustering criterion func-
tion is mostly used for clustering problems where data
objects are densely distributed, the number of data objects
is small, and there are significant differences between data
objects between different classes [19, 20]. Assuming that
the distance between any data object x in class ci and class
center mi is represented by dðx,miÞ, the error sum of
squares function is defined as follows:

Jc = 〠
k

i=1
〠
x∈ci

d x −mið Þ2: ð15Þ

Among them, k is the number of clusters, ci is the cluster
set of class i, x is the data object in class ci, and mi is the class
center in class ci, which is generally obtained by calculating
the average value of all data objects in class ci. The calcula-
tion formula is

mi =
1
ni

〠
x∈ci

x, i = 1, 2,⋯, k: ð16Þ

The more compact, the better the clustering effect.

(2) Weighted Average Square Distance and Criterion Func-
tion.

Ji = 〠
k

i=1
PS∗i : ð17Þ

P represents the weighted prior probability, which is cal-
culated from the number ni of data objects in class ci and the
total number n of all data objects in the data set. The calcu-
lation formula is as follows:

P = ni
n
: ð18Þ

Among them, S∗i represents the average squared distance
between data objects in the class, and its calculation formula is

S∗i =
2

ni ni − 1ð Þ〠x∈ci
〠
x ′∈ci

x − x′2: ð19Þ

(3) Interclass Distance and Criterion Function. This clustering
criterion function is used to describe the degree of separation
between different categories, and there are usually two
definitions.

General distance between classes and function defini-
tions:

Jb1 = 〠
k

i=1
mi −mð ÞT mi −mð Þ: ð20Þ

Weighted interclass distance and function definition:

Jb2 = 〠
k

i=1
P mi −mð ÞT mi −mð Þ: ð21Þ

Among them, mi represents the mean vector of class ci,
m represents the mean vector of the entire data set, and P
is the weighted prior probability. Construct industrial cluster
organization neural network. Build an industrial cluster net-
work architecture, and use the newffðÞ function to establish
a preliminary neural network function. The four input ele-
ments of the function are an R × 2-dimensional matrix com-
posed of the maximum and minimum values in the R
-dimensional input samples, the number of network neurons
in the layer, the transfer function used by each layer of net-
work neurons, and the type of function used for training.

3. Experimental Design of Sports Cluster

3.1. Cluster Experiment Object. Retrieving literature about
the application of Kohonen neural network in sports cluster-
ing analysis using Weipu, Wanfang data, CNKI, and other
domestic literature databases. The search terms are Kohonen
neural network, sports cluster analysis, etc. A total of 144
articles were retrieved from the database, the inclusion and
exclusion criteria were strictly set, and the quality of the final
included research articles was evaluated.

Inclusion criteria: the subjects are nonprofessional sports
people; the literature that studies the application of Kohonen
neural network in sports cluster analysis; experimental
research, the number of experimental group and control
group, the indicators of the experimental group and control
group before and after intervention documents with clear
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descriptions of changes; for studies of the same population
by the same researcher, only the most recently published
one is selected.

Exclusion criteria: the subjects are professional sports peo-
ple; the study before the experiment is not comparable to the
baseline of the experimental group and the control group;
nonexperimental research; the number of the experimental
group and the control group, the changes in the experimental
group and the control group before and after the intervention
are not described enough in clear documents; documents pub-
lished by different authors with exactly the same content, doc-
uments published after deletion.

3.2. Learning and Training of Neural Networks. In the Koho-
nen neural network, the weight represents the components
of each cluster center, and the number of nodes in the out-
put layer represents the number of clusters. In the network
training process, since the selection of the initial weight will
not have much impact on the training result, we randomly
select 5 numbers between 0 and 1 as the initial weight. There
are 12 groups of network training samples, and each group
of sample vectors contains 5 components (5 indicators).
The training times of the selected network is 2000 times.

3.3. Statistical Data Processing Methods. SPSS 23.0 was used
to process the data, and the numbers are expressed in per-
cent (%), where K is the number of data in this experiment,
the variance of all survey results, and P < 0:05 indicates that
the difference is statistically significant. The formula for cal-
culating reliability is shown in

a = k
k − 1 1 − ∑σi2

σ2

� �
: ð22Þ

4. Experimental Sports Cluster

4.1. Evaluation Index System Based on Index Reliability
Testing. A coefficient alpha of 0.8 or higher indicates that
the indicator is very good, while a coefficient alpha of 0.7
or higher is also acceptable. Reliability is analyzed here for

Table 1: Data sheet of evaluation index system for index reliability testing.

Very clear Clear General Not clear Chaotic Alpha

Body shape 4.37 3.42 4.21 3.01 3.24 0.8567

Body function 4.06 3.57 4.39 3.10 3.01 0.8233

Physical fitness 3.39 3.76 4.35 3.46 3.50 0.7369

Willing to participate in sports 3.84 3.37 4.08 3.14 3.44 0.7419
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Figure 1: Indicator reliability test analysis chart.

Table 2: Statistical data table of published years of included
literature.

Years
Journal
literature

Degree
literature

Conference
documents

Patent
literature

2001-
2005

5 9 1 0

2006-
2010

7 16 3 0

2011-
2015

13 19 6 2

2016-
2020

18 31 9 5
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Figure 2: Statistical analysis chart of published years of included literature.
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Figure 3: Included in the publication level analysis chart.

Table 3: Data table of the impact of sports on people’s body shape.

Index Publication bias Heterogeneity Total effect P Weight mean difference 95% confidence interval

Male

Height No 19% 0.75 0.47 -0.42 0.73

Weight No 24% 0.20 0.79 0.17 0.56

Shape No 21% 0.66 0.47 0.25 -0.27

Female

Height No 19% 1.07 0.26 -0.63 0.55

Weight No 53% 0.63 0.68 -0.41 0.53

Shape No 21% 0.72 0.41 0.17 -0.50

6 Wireless Communications and Mobile Computing



0.19
0.24

0.21 0.19

0.53

0.21

0.75

0.2

0.66

1.07

0.63 0.72

0.47

0.79

0.47

0.26

0.68

0.41

–0.42

0.17

0.25

–0.63

–0.41

0.17

0.73 0.56

–0.27

0.55

0.53

–0.5

–0.8

–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0.8

1

1.2

M-Height M-Weight M-Shape F-Height F-Weight F-Shape

V
al

ue

Attributes

Influence of sports on people body shape

Heterogeneity Total effect P
Weight mean difference 95% confidence interval

Figure 4: Analysis of the influence of sports on people’s body shape.

Table 4: Data sheet on the impact of sports on people’s physical function.

Index Publication bias Heterogeneity Total effect P Weight mean difference 95% confidence interval

Male
Vital capacity Yes 10% 8.62 <0.001 -23.65 -9.18

Step test index No 48% 4.35 <0.001 -2.73 -1.53

Female
Vital capacity Yes 43% 6.71 <0.001 -28.76 -1.32

Step test index No 67% 4.39 <0.001 -5.29 -2.83

0.1 0.48 0.43 0.67
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Figure 5: Analysis of the influence of sports on people’s physical functions.

7Wireless Communications and Mobile Computing



each task type, but the reliability coefficients chosen for each
task type are slightly different. The results are presented in
Table 1 and Figure 1.

4.2. Publication Time and Publication of the Included
Literature. The time of literature research and the level of
publications can show the research status of related research
fields from one aspect. Table 2 shows the publication years

and publication status of the 144 research articles included
in this article.

It can be seen from Figure 2 that since 2000, the litera-
ture on sports cluster analysis research has shown an
increasing trend, which also reflects from the side that sports
researchers are paying more and more attention to people’s
physical health, especially since 2016. A total of 63 research
documents were included, accounting for 43.75% of the total
included documents, which also shows the increase in
research on physical fitness levels in recent years. Using
“Internet +” new technology, through cloud computing
and big data platform, develop modern medical information
service industry and sports intelligence industry.

It can be seen from Figure 3 that the number of research
literatures on sports and people’s physical health by Chinese
sports researchers has been increasing year by year, but the
research quality is generally low, reflecting that sports
researchers are paying more and more attention to this field,
but their research capabilities need to be further improved.

Table 5: Data table of the impact of sports on people’s physical fitness.

Index Publication bias Heterogeneity Total effect P
Weight mean
difference

95% confidence
interval

Male

50 meters No 0% 5.95 <0.001 0.49 0.62

Endurance running No 54% 3.16 <0.001 9.57 1.25

Standing long jump Yes 67% 3.22 <0.001 -0.27 -4.41

Sitting forward bending Yes 0% 1.73 0.11 -0.55 0.16

Female

50 meters No 3% 2.84 <0.001 0.46 0.64

Endurance running No 42% 4.33 <0.001 9.65 9.19

Standing long jump Yes 0% 7.61 <0.001 -8.59 -7.36

Sitting forward bending Yes 0% 5.23 <0.001 -0.96 -0.59
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Figure 6: Analysis of the influence of sports on people’s physical fitness.

Table 6: Data table of the impact of sports on people’s physical
fitness.

Age Very clear Clear General Not clear Chaotic

6-12 3.37 3.58 4.19 4.06 4.48

12-18 2.92 3.61 3.93 4.18 4.22

18-30 3.21 3.81 3.95 4.43 4.30

30-50 3.33 3.45 3.73 4.41 4.44

50-65 3.58 3.51 3.62 4.48 4.34
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4.3. Cluster Results of Test Indicators

4.3.1. The Impact of Sports on People’s Body Shape. Showing
body shape indicators in the form of data is a necessary
method to study the law of human growth and development,
physical fitness, and nutritional status. Through the cluster
analysis of the included 144 research documents, the data
of physical fitness index of sports are obtained. The specific
results are shown in Table 3.

It can be seen from Figure 4 that the weighted average
weight difference of boys is 0.20 kg, which is a positive
value, indicating that the weight decreased after the exper-
iment. Naturally, the weight is increasing, but here it
decreases, indicating that physical exercise still has a cer-
tain positive effect on weight control. On the other hand,
the weighted mean difference of girls’ weight is -0.41 kg,
which is a negative value, indicating that the weight is still
increasing after the experiment. Taking into account the
heterogeneity of girls’ weights between studies, the result
is 53% > 24%, which exceeds that of boys. There is too
much heterogeneity in weight between various studies,
indicating that there is obvious statistical heterogeneity,
so the results may appear such deviations. The specific
results are shown in Table 4.

From Figure 5, it can be seen the result of cluster analysis
on the effect of sports on the vital capacity of middle school
boys, the heterogeneity test result is 10%, the obtained value
of the overall effect is 8.62, the weighted mean difference is
-23.65, P < 0:001, which means that sport has an effect on
the vital capacity of boys, and there is a significant statistical
difference between the experimental group and the control
group. In cluster analysis of the effect of sports on girls’ vital
capacity in gymnastics, the heterogeneity test score is 45%,
the overall effect size is 6.71, and the weighted mean differ-
ence is -28.76, P < 0:001, indicating that the effect of sports
on girls’ vital capacity in the experimental group is statisti-
cally significantly different from the control group. There is

also a significant statistical difference between the experi-
mental group and the control group in the effect of sports
on the human step test index.

4.3.2. The Impact of Sports on People’s Physical Fitness. Phys-
ical fitness is an important aspect of evaluating the level of
sports and generally includes strength, endurance, flexibility,
and other qualities. In this study, four evaluation indicators,
including 50-meter running, endurance running, standing
long jump, and sitting forward bending, were selected as
the research objects of cluster analysis. The specific results
are shown in Table 5.

It can be seen from Figure 6 the cluster analysis of the
impact of sports on people’s physical fitness, the heterogene-
ity test results are 0% (boys) and 3% (girls), and it is believed
that there is no statistical difference in the physical fitness of
middle school boys in each study. It is qualitative and P <
0:001, indicating that the influence of sports on people’s
physical fitness is statistically different between the experi-
mental group and the control group. There was no statistical
difference between the experimental group and the control
group without exercise intervention in the sitting position
of boys in the seated forward bending (P = 0:11 > 0:05),
while there was a significant statistical difference in girls
(P = 0:11 > 0:05, P < 0:001). The flexibility of boys itself is
worse than that of girls, and the plasticity is not as strong
as that of girls. There may be no statistically different results.
But generally speaking, physical exercise intervention has
improved the flexibility of middle school students, but the
improvement is not great.

4.3.3. The Impact of Sports on Whether People Are Willing to
Participate in Sports. People’s willingness to participate in
sport is an important indicator of how they assess the extent
to which sport will develop in the future. By testing the ques-
tionnaire using methods commonly used in sociological
research, making additions and modifications based on the
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test results, and conducting cluster analyses of the recorded
research data, we could obtain information about whether
people want to participate in sports. The specific results are
listed in Table 6.

It can be seen from Figure 7 that with the promotion of
sports, people are willing to take the initiative to participate
in sports, which increases sports consumption in disguise
and promotes the development of the sports industry. It
shows that sports intervention can significantly improve
people’s willingness to participate in sports.

5. Conclusions

This paper uses the Kohonen neural network to study the
impact of sports on students’ body shape, physical function,
physical fitness, and whether they are willing to participate
in sports. Five indicators are selected for cluster analysis.
After the intervention of sports, people’s vital capacity and
the step test index increased significantly and have signifi-
cant statistical significance, which shows that the application
of Kohonen neural network clustering analysis method has
great practical value for the comprehensive evaluation of
people’s physical function and physical fitness. There is
objective, reasonable, effective, and rapid quantitative evalu-
ation of people’s physical functions and physical fitness
methods.

In recent years, the literature on physical health research
has shown an increasing trend, which also reflects from the
side that sports researchers are paying more and more atten-
tion to people’s physical health. Traditional literature
reviews will be affected by the author’s different subjective
views and interests. This will produce different results, and
cluster analysis has certain procedures and rules to follow,
which can enhance the objectivity and accuracy of the
results. It can be seen from the research in this article that
the application of cluster analysis to the field of sports
research can not only avoid the huge projects brought about
by sports tests but also expand the research sample size by
comprehensively analyzing the relevant research results to
obtain more accurate research. The results provide possibil-
ities and methods.

In the domestic research literature in recent years, there
are many studies on physical health, the intervention
methods are not consistent, and the choice of exercise
methods is various. This also has a certain impact on the
research results of this article, making the research results
of this article unable to meet expectations. In addition, due
to issues such as search methods and database permissions,
some related studies may be missed, which will affect the
results of the research. However, because of the higher the
quality of the cluster analysis method itself, the more uni-
form the literature inclusion criteria, the stronger the objec-
tivity of the results, and the more convincing it is to solve the
problem of inconsistent research results, so the conclusions
obtained in this article are still objective.
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In order to effectively detect and monitor athletes and record various motion data of targets, the study suggests a study of target
tracking algorithms to detect the direction of motion video sports movement based on the neural network. A class of feedforward
neural networks with convolutional computation and deep structure is one of the representative algorithms of deep learning.
Firstly, the athlete image is obtained from the video frame; combined with the nonathlete image to construct the training set,
use the bootstrapping algorithm to train the convolutional neural network classifier. In the case of input picture frames,
pyramids of different scales are then constructed by subsampling, and the location of many candidate athletes is detected by a
neural network of disruption. Finally, these centers calculate the center of gravity of the athletes, find the athlete to represent
the candidate, and determine the location of the final athlete through a local search process. The results of the experiment
show that the proposed scheme of 6000 frames in the two game videos is compared with the AdaBoost scheme, and the
detection rate of the proposed scheme is 75.41% to calculate the average detection accuracy and false alarm speed of all
players. The detection rate is higher than the AdaBoost scheme. Therefore, this scheme has a high detection rate and low
false positives.

1. Introduction

Moving target tracking is a core subject in the field of com-
puter vision. Its core idea is to capture moving targets
quickly and accurately by comprehensively using technical
means such as image processing and video analysis [1]. In
recent years, with the continuous improvement of science
and technology, the technology of moving target detection
and tracking has also become mature. It has wide application
prospects in medical research, traffic monitoring, passenger
flow statistics, astronomical observation, visual monitoring,
sports, and other fields. Monitoring dynamic scenes through
cameras has long been widely used in all aspects of social life.
Safety monitoring of public and vital facilities to control
traffic on cities and highways, from the detection of military
targets to intelligent weapons, cameras play a very important
role as an extension of human vision [2, 3]. In sports videos,
however, the athletes’ colors and backgrounds are similar,
and athletes can block each other out. The uniqueness of
sports video poses significant challenges to object detection

and tracking technology. Mobile target tracking technology
plays an important role in the field of sports video analysis.
By tracking athletes in real time, we can analyze athletes’
motion trajectory and judge the standardization of their
actions. For example, in the diving competition, through
the analysis of the athletes’ diving action track, judge
whether the athletes’ take-off, somersault, entering the water,
and other actions are correct and consistent. In weightlifting
training, we can help athletes analyze the essentials of
movement by tracking the movement track of barbell.
Therefore, the purpose of this paper is to devise a plan to
enable objective detection and tracking of heritage devices
and to establish a simulation system to verify the accuracy
of the algorithm. The goal of the motion detection and
tracking system is to gain experience in digital imaging,
modeling, computer vision, and other technologies (see
Figure 1). This system can be widely used in related fields
such as traffic control, astronomical observations, biomedi-
cal research, passenger traffic statistics, and sports [4–6]. In
the analysis of sports video, moving target detection and
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tracking technology has played an important role, which is
convenient to correct the subtle movement differences that
cannot be detected by human eyes in training or competi-
tion, thereby improving the training and competition results
of the athletes. Therefore, together with the research topics
of this paper, the research and application of technology in
video game equipment were researched and discussed, com-
bined with the research topic of this article, which will be of
great theoretical importance and will have a positive impact
on other areas based on mobile target tracking practical
value [7, 8]. Detection and removal of moving objects in
video games: detection and removal of moving objects are
important for tracking of the target later, and the quality of
the deleted image will be directly affected.

2. Literature Review

As a comprehensive application technology that plays an
extremely important role in many fields, the research of
video tracking theory started earlier. The research and
application of multitarget detection, recognition, and track-
ing technology have been paid great attention [9]. Gardini
and others proposed a color-based particle filter tracking
algorithm, which uses the color histogram as the feature to
track the moving target. Color histogram has the advantages
of stable features, antipartial occlusion, simple calculation
method, and small amount of calculation. The disadvantage
is that when the distribution of background color is similar
to that of target color, it is easy to mistake the background
as a moving target. In particular, when the size of the tracked
target is small, it is difficult to judge the exact position of the
target according to the color histogram, and the convolution
neural network depends on the number of sample points.
When there are few samples, the accuracy of the algorithm
will be reduced [10]. Wang and others believe that because
the moving speed of the moving target is fast in sports video
and the moving speed often changes greatly, it is difficult for
the general motion model to accurately predict the approxi-
mate position of the moving target [11]. Kumar and others
proposed a novel tracking algorithm based on target con-

tour, which uses the optical flow method to track the target
contour. However, the optical flow method has complex
calculation, low accuracy, and poor anti-interference and is
vulnerable to noise [12]. Shang and others proposed a
kernel-based mean shift algorithm, which has low computa-
tional complexity and high precision. By continuously calcu-
lating the mean shift vector, the search position can be
updated iteratively until it converges to the optimal match-
ing point. However, due to the limitation of convergence,
the algorithm can achieve good results only if the difference
between the predicted position and the real position of the
target is small [13]. Véstias introduced a more general mov-
ing object detection and event recognition system. Objects
are found by detecting interframe image changes, and a
prediction and nearest neighbor matching technology is
used in tracking [14]. Hidayat and others introduced a visual
monitoring system. It uses multiple cooperative cameras to
continuously track people and vehicles in complex environ-
ments and analyzes target categories and behaviors [15].
Gan and others proposed many algorithms for target track-
ing. According to the types of tracking targets, they can be
divided into two categories: rigid object tracking and non-
rigid object tracking. According to the number of targets, it
can be divided into single target tracking and multitarget
tracking [16]. Li and others estimated the motion of the
object by calculating the motion of the brightness of the
moving object table. In general, the motion of the object
corresponds to the motion of the optical flow. Therefore,
the relative motion of the object relative to the background
can be obtained by calculating the optical flow field on the
surface of the object. However, in practical application, due
to the complexity of optical flow calculation and inaccurate
estimation, it is less used [17].

Based on this research, this paper presents a sports video
guidance research and goal tracking algorithm based on
neural network connectivity. The bootstrapping algorithm
is used to train the convolutional neural network classifier.
For the input detection image frame, multiple candidate ath-
lete positions are detected by convolutional neural network,
and then, the candidate athlete positions are fused to deter-
mine the final athlete position. Experiments are carried out
on some football game videos. Compared with the AdaBoost
algorithm, the planning strategy achieves the best perfor-
mance of the detection rate and alarm, and the search is
faster.

3. Research Methods

3.1. Convolutional Neural Network Architecture. The convo-
lution neural network is composed of six different types of
convolution layers, as shown in Figure 2. The input layer
receives the gray image of 21 × 43, and the C1 layer convo-
lutes the input image using a 5 × 5 acceptance domain. This
layer consists of 4 feature maps that share the receiving area
and the deviation. Layer S1 performs subsampling and local
averaging operations on the map, creating four feature maps
[18]. Subsampling reduces both input dimensions and
improves image translation, scale, and deformation stability.
In addition, the map output of hybrid functions combines

Image acquisition Target detection

Image storage

Image display

Target tracking

Figure 1: Sports video motion direction detection and tracking
system based on convolutional neural network.
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different functions, which helps to extract more complex
information. Layer C2 is not fully connected to layer S1,
and the output map of layer S1 is converted to a 3 × 3 receiv-
ing area to create 14 feature maps. Layer S2 has the same
function as layer S1 and consists of 14 feature maps. The role
of layers N1 and N2 is to sort after the front section has been
disassembled and the input size reduced. The output of a
neuron in the N2 layer determines whether the input image
is an athlete or not an athlete; -1 is not an athlete, and +1 is
an athlete. In addition, for the training of network, this
paper adopts the classical back-propagation algorithm with
improved momentum method.

3.2. Proposed Athlete Detection Scheme

3.2.1. Training of Convolutional Neural Networks. For the
training of the network, the bootstrapping strategy is
adopted. It is a self-expanding method that initializes a
learner with seed information and seed templates and
expands new knowledge and improves learning performance
by automatically learning the training set. Apply a neural
network on a sample set containing nonathlete images and
iteratively enhance the negative training sample set based
on the resulting false positives. The algorithm steps are
shown in Table 1.

Bootstrapping algorithm mainly has the following steps.
(1) Establish a test data set composed of athlete images
(positive samples) and nonathlete images (negative sam-
ples). The test set remains unchanged in the bootstrapping
iteration. On the contrary, the training set needs to be
updated continuously. (2) For the neurons in N1 and N2
layers, a back-propagation algorithm with increasing
momentum term is used to train the network. In the itera-
tion, ThrFa gradually decreases to 0, which can avoid the
redundancy of some training sets. (3) Select the samples
whose false alarm result of network classification is greater
than ThrFa, generate a new model, and add it to the negative
sample training set so that the network will focus on the
decision boundary of current athlete classification in the
next iteration. After 6 iterations, the learning process stops
when the number of false positives remains approximately
constant.

3.2.2. Detection of Athletes. This paper is based on the
trained convolution neural network to detect athletes. The
specific process is mainly divided into the following five
steps.

Step 1. In order to detect athletes with multiscale size, repeat
the secondary sampling operation with a factor of 1.2 on the
input image to generate a pyramid composed of images with
different sizes and scales.

Step 2. For each image of the pyramid, complete convolution
is carried out through the convolution neural network to
obtain an image containing the output results of the net-
work. The positive pixels in the output image are the
detected candidate athlete positions.

Step 3. This paper observes that real athlete images usually
give a continuous scale value of positive response, while
nonathlete images will not occur. In order to eliminate
false positives to real athletes, this paper determines the
distribution based on the volume of the positive solution
(the positive value of the positive solution) in the local
pyramid. If its volume is more than that of the original
ThrVol, the athlete is classified as an athlete; otherwise,
he is a nonathlete [19, 20].

3.3. Overview of Object Detection Methods

3.3.1. Image Preprocessing Method. For the collected original
pictures, due to noise, light, and other reasons, which often
cannot be directly used for tracking and detection, so first
we need to carry out the relevant preprocessing work of
the original image. Preprocessing includes image processing,
file encoding and transmission, edge sharpening, and more.
Preprocessing not only effectively removes images and
improves image quality and sharpness but also ensures good
processing for target processing, such as targeted detection,
extraction, and timely monitoring of target time. It is more
suitable for computer analysis, image comprehension, and
recognition. In sports video target detection and monitoring
system, many conventional algorithms related to image
processing are usually used. Generally speaking, these auxil-
iary technologies are often used before the core processing
technology, and their purpose is to improve the performance
of the system. The image preprocessing technology used in
this paper mainly includes image enhancement, ordinary
filtering, and morphological filtering.

(1) Gray Processing. Color images are generally divided into
three types: black and white, grayscale, and color. In general
engineering applications, it is often necessary to convert
color images into grayscale shapes to solve problems. Digital
video recordings captured by digital cameras are all color

The input Convolution 5×5 The second sample Convolution 3×3

C1 S1 C2 S2 N1 N2

Figure 2: Basic structure of convolutional neural network.
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images; in order to facilitate fast processing, it is necessary to
replace the printed images’ color in gray. The process of
converting color images to a gray image is called grayscale
processing. The description of the grayscale image, like the
color image, also shows the total and local distribution and
the characteristics of chromaticity and brightness of the
whole image. Typically, each pixel of the color image is rep-
resented by 3 bytes, each byte corresponds to the brightness
of the RGB component, and each pixel of the converted
image is represented by one byte. The higher the brightness,
the brighter; the lower the value, the darker the light. The
relationship between conversions usually uses the following
model:

gray i, jð Þ = 0:11r i, jð Þ + 0:48g i, yð Þ + 0:2b i, jð Þ: ð1Þ

Gray conversion can also take the maximum, minimum,
or arithmetic average of the three components, respectively.
Gray processing first reads the image and copies it to the
memory and then makes each color component equal and
equal to grayði, jÞ, which completes the process of convert-
ing the original color image into gray image.

(2) Image Enhancement. The purpose of image enhancement
is to enhance the information that users are interested in the
image, such as edge and contour, expand the difference
between different object features in the image, and provide
a good foundation for the extraction of image information
and the application of other analysis technologies. The gen-
eral formula for the conversion of grays is shown in

s = T rð Þ: ð2Þ

In the formula, r and s represent the pixel values before
and after processing, respectively, and T is a transformation
that maps from the original definition domain ½r0, rk� to the
new definition domain ½s0, sk�.

Different definitions of T can get different transforma-
tion results. The commonly used grayscale transformations
include linear inversion transformation, logarithmic trans-
formation, contrast stretching, and histogram equalization.
The function formula of contrast stretching is (3), where e
is the parameter given by the control slope and M is the

mean value of pixel gray. The output of the narrow frame
is a high-contrast image.

s = T rð Þ = 1
1 + m/rð ÞΕ

: ð3Þ

Histogram averaging changes the input gray level
according to formula ðx · xÞ to obtain the output gray level
s, as shown in

s = T rð Þ =
ð
0
pr wð Þdw: ð4Þ

In the formula, prðwÞ is a function of the probability
density of the gray level in a given figure and w is the
dummy variable of the integral [21]. Then, as shown in
Equation (5), the probability density function of the output
gray level is uniform:

ps sð Þ =
1, 0 ≤ s ≤ 1,

0:

(
ð5Þ

After histogram equalization, the gray level of the image
is more balanced, and the final result is an image with
extended dynamic fan Tian, which has high contrast.

3.3.2. Commonly Used Moving Target Detection Methods.
Detecting moving objects in the sequence of images is a
difficult and very important field of study. In general, object
detection in sports video mainly identifies and analyzes
moving objects in the video stream and filters out moving
objects in the image from the scene. Commonly used
detection methods are the range difference method, the
background removal method, the statistical method, and
the optical flow method.

(1) Frame Difference Method. The range difference method is
an algorithm that uses sequential frame image differences in
a video sequence for target detection and resolution. This is
a very common method. Threshold processing plays a key
role in the application of frame difference method, because
if the threshold is too low, it will suppress the effective
changes in the image. The selection of threshold usually
depends on the specific external environmental conditions

Table 1: Training network based on bootstrapping algorithm.

1. Randomly selected 50 positive and 50 negative samples from the initial training to develop the test procedure. It will be used to select the
recommended weight in grades 3 and 8

2. Set momentum parameter BIter = 0 and false alarm threshold ThrFa = 0:7
3. Iterate the training network 50 times, and use the same number of positive and negative samples in each iteration. Set BIter = BIter + 1
4. From 100 video frames, collect samples whose detection false-positive results exceed ThrFa, and collect up to 3000 new samples

5. Add the newly collected samples to the negative sample training set

6. If ThrFa ≥ 0:2, set ThrFa = ThrFa − 0:2
7. If BIter < 6, go to step 3

8. Iterate 50 times and exit
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such as scene and camera. The selection of threshold can
choose either global threshold or local threshold, because
the noise caused by the image under different illumination
is not necessarily the same, so the use of local threshold
can better suppress the noise.

The algorithm of frame difference method is simple and
does not consider the update of background, and its short-
comings are also very obvious. The number of frames taken
by the algorithm is high, and the moving speed of the target
is also required. If the target moves too fast and the selection
time interval is long, there will be no coverage area between
frames, resulting in the inability to segment the moving tar-
get. On the contrary, Figure 3 is a schematic diagram of the
frame difference method.

(2) Cut the Background. The background removal method is
also a common algorithm for detecting moving targets. Its
principle is to exclude algorithms that use current images
and background images to achieve moving targets (see
Figure 4), used to remove the current frame and background
pattern. If the background pattern is chosen correctly, mov-
ing objects can be segmented more accurately. The back-
ground subtraction method is generally based on a fixed
camera. In principle, if the background is still, the pixels of
the video image with moving targets other than the moving
targets should be unchanged, and only the moving target
area changes. How to get this invariant region to meet the
dynamic changes of the scene is a difficulty in the back-
ground subtraction method. Considering that background
subtraction is a changing process, it is necessary to update

the background model at any time according to different sit-
uations, that is, to increase the adaptability of the algorithm
itself. Background subtraction is the process of subtracting
each frame in the image sequence with a fixed background
model. Its mathematical expression is shown in

R i, jð Þ = F i, jð Þ −G i, jð Þ, ð6Þ

where Rði, jÞ is the moving target to be detected; Fði, jÞ is a
video sequence image; Gði, jÞ is the background model
image.

(3) Optical Flow Method. The optical flow method analyzes
the motion field of each point in the sequence image to find
out the motion of the corresponding point on the image
plane caused by spatial motion. Optical flow method usually
assumes that the interval between adjacent times is very
narrow, which is generally considered to be within tens of
milliseconds, so the difference between images at adjacent
times is also very small. The optical flow method does not
need to process the image and extract its eigenvalues first,
but directly process the image itself.

3.4. Multitarget Tracking Algorithm Based on Camera
Motion Estimation

3.4.1. Global Motion Estimation. Global motion is usually
caused by the movement of the camera. If the camera moves
during shooting and the objects in the frame have their own
motion, then the background and foreground have their
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Figure 3: Schematic diagram of the frame difference method.

Follow-up
discriminationImages binarizedSequence map Difference

Background 
chart

Threshold T

Figure 4: Background subtraction method.
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own motion. In the video sequence, the sound of the back-
ground is caused by the sound of the camera that is called
global motion. The goal of global forecasting is to find the
right camera sound system that allows the world to move
through the video on a regular basis. In video segmentation
of moving objects, you can first calculate global motion, then
compensate for camera movement between calculated
frames to align the background between frames, and then
separate the front object and background according to the
motion zone information. When generating panorama, the
correlation of corresponding pixels between frames is
obtained by global motion estimation. Then, the panorama
can be obtained by stitching the adjacent frames according
to the motion parameters. Encoding is the use of panoramas
to predict and compensate, which greatly improves the com-
pression ratio. Therefore, the analysis of the law of motion of
the camera, which leads to a change in the image, or the
analysis of the motion of the front object, is the basis for
the analysis of the motion of the world. Methods for estimat-
ing global motion parameters are generally divided into
differential methods and point-to-point methods. In this
paper, the six-parameter affine model is used to model the
camera motion causing the scene change between frames,
and the differential method is used to solve the global
motion parameters. Since the above conditions can be met
between adjacent frames during video capture, such a model
can reasonably depict the movement of the camera between
adjacent frames.

The motion of the earth on the background due to the
motion of the chamber can be expressed by a model of affine
motion with 6 parameters, as shown in

xi = axi ′ + byi ′ + e,

yi = cxi ′ + dyi ′ + f :

(
ð7Þ

Among them, p = ðxi, yiÞ is the coordinate of the current
frame Ik, p″ = ðxi ′, yi ′Þ is the adjacent frame, the coordinates
of the point corresponding to P in Ik.

3.4.2. Camera Model and Camera Calibration. The camera
design simplifies and approximates the geometry of the
optical image. Camera design is usually defined by a number
of parameters called camera parameters, and the process of
resolving camera parameters is called camera adjustment.
The perforated model is the most suitable model for the
camera. It defines the descriptive process as the central
process of perspective planning. The intersection of the line
connecting the point on the scene with the optical center
and the plane of the image is the point of projection of the
point on the image. Perspective is characterized by “near is
big, far is small.” Also, the points on the line do not change
the ratio of the intersections during the projection. Figure 5
shows the projection process of a camera simulated by com-
puter graphics. We call the joint location as the camera joint,
and the joint design with the camera as the center location
and as the direction of the camera is called the control
camera. The image control system is an integrated system
created by two-dimensional images, which generally acts as

a camera control system. Figure 6 is a schematic diagram
of the model of the pinhole camera.

3.4.3. Sports Vision’s Many Target Trajectory Tracking
Algorithm. Multitarget monitoring is the focus of current
computer visual research, especially human tracking, which
is the current research hotspot. Current multitarget control
algorithms are roughly divided into two types: model-
based multitarget control systems, a multitarget monitoring
system based on the integration of information from multi-
ple sources. The model-based multitarget control algorithm
mainly uses multitarget motion models to create a multitar-
get motion model using the relationships between tracks and
then uses the corresponding tracking algorithm to search for
the state position space to obtain the target position. It is
mainly used to track people. A multisource target tracking
algorithm is usually used to melt information obtained from
multiple sensors and then uses a neural network or latent
Markov model to integrate the information. This type of
algorithm is mainly used in radar signal processing and
other fields.

This article uses rotating neural networks and camera
motion algorithms to analyze football and hockey videos,
track athletes’ treadmills, obtain athletes’ movement calcula-
tions and movement speeds, and assist coaches in tactical
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Figure 6: Pinhole camera model.
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Figure 5: The process of projecting a point in the world coordinate
system to an image.
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analysis. Traditional multitarget tracking algorithms are
usually based on a static background, and this type of algo-
rithm cannot be useful because it is not possible to obtain
real-time target movement information because it is only
possible to obtain the target speed and trajectory compared
to the camera information for coaches. The flow of algo-
rithms in this article is shown below.

(1) Use the camera calibration algorithm to obtain the
mapping relationship between the site model and
the first video image, as shown in

x′ = a11x + a12y + a13
a31x + a32y + a33

,

y′ = a21x + a22y + a23
a31x + a32y + a33

,

8>><
>>: ð8Þ

where point ðx′, y′Þ is the coordinate on the site
model and point ðx, yÞ is the coordinate on the first
video image

(2) Using convolution neural network and mean shift
hybrid tracking algorithm, the coordinate point
ðxk″, yk″Þ of the player on the current video frame
is obtained

(3) ðxi, yiÞT is the position of a pixel point in the current

frame image and ðxi ′, yi ′Þ
T
is the position of the

point in the previous frame image. The relationship
between the two is shown in

xi ′

yi ′

 !
= A

xi

yi

 !
+ T , ð9Þ

where

A =
a2 a3

a4 a5

 !
ð10Þ

represents scaling, rotation, and stretching motion;
T = ða0, a1ÞT represents translational motion. The
camera motion parameter

ak0 ak2 ak3

ak1 ak4 ak5

 !
ð11Þ

is obtained by using the global motion estimation
algorithm

(4) Solve that the coordinate point ðxk″, yk″Þ of the
tracked target on the current frame corresponds to
the coordinate point ð~xk, ~ykÞ under the image coordi-
nate system of the first frame, as shown in

xnk , y
n
kð ÞT =

Yk
j−1

aj0 aj2 aj3

aj1 aj4 aj5

 ! 1

~xk

~yk

2
664

3
775, ð12Þ

where

A =
Yk
j−1

aj0 aj2 aj3

aj1 aj4 aj5

 !
=

a0 a2 a3

a1 a4 a5

 !
,

aj0 aj2 aj3

aj1 aj4 aj5

 !

ð13Þ
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is the global motion estimation parameter from
frame J − 1 to frame J of the video. The flowchart
of this algorithm is shown in Figure 7. Table 2 is
the technical data obtained during the testing of this
document, and Figure 8 is a schematic diagram of
the table tennis track control

4. Discussion of Results

The proposed method is compared with the detection
method based on AdaBoost algorithm. The video set used
for training and testing is recorded by a fixed position
mobile camera. In the video frame, the player position of a
specific party is manually marked and represented by a rect-

angular box. Then, these athlete images are extracted with a
size of 12 × 24 pixels [22].

4.1. Detection of Specific Athletes. In the first experiment, the
specific players in the game video were detected. Extract
video samples from two matches of FIFA World Cup.
Among them, each team wears different colors of team

Table 3: Comparison of the average detection rate and false alarm rate of the two schemes for each team’s player detection.

Paper scheme AdaBoost scheme
Team Detection rate (%) False-positive rate (%) Detection rate (%) False-positive rate (%)

England 76.81 1.10 63.61 7.68

Portugal 83.14 1.04 88.55 1.15

France 87.77 0.41 83.27 1.14

Italy 73.36 1.83 72.40 1.47

Average value 80.07 1.08 74.30 1.60

Table 4: Comparison of the average detection rate and false alarm
rate of the two schemes for all player detection.

Detection rate (%) False-positive rate (%)

Paper scheme 75.41% 1.62%

AdaBoost scheme 70.02% 1.34%
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Figure 8: Schematic diagram of table tennis motion tracking trajectory.

Table 2: Technical parameters.

Test video
Resolving
power

Number of
frames

Number of color blocks of
color histogram

Number of samples of
convolutional neural network

Mean shift
average iteration

Calculation
time (MS)

Table tennis 251 × 177 74 3 ∗ 3 ∗ 3 100 5 2431

Horizontal bar 450 × 270 76 7 ∗ 7 ∗ 3 100 3 4063

6142 football 241 × 177 70 7 ∗ 7 ∗ 7 300 4 6142

Weightlifting 610 × 465 67 7 ∗ 7 ∗ 7 300 3 11820
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uniforms, so as to form a different contrast compared with
the background. For each team, 250 samples containing neg-
ative samples were extracted to form a training set, and four
independent detectors corresponding to four teams were
trained and tested on each team. Compare this scheme with
AdaBoost scheme on 6000 frames of the above two game
videos, and calculate the average accuracy and false-
positive rate of player detection of each team. The results
are shown in Table 3. Among them, the accuracy rate is
the proportion of the number of athletes detected as the
team in one frame to the number of all athletes of the
team. The false-positive rate is the proportion of the num-
ber of athletes in the team to the number of nonathletes in
the team.

4.2. Testing of All Athletes. In the second experiment, all
players on the game video were detected. In this paper, 450
samples are extracted from the above two games as training
sets to train the detectors corresponding to the two games.
Compare this scheme with AdaBoost scheme on 6000
frames of the above two game videos (see Table 4), and
calculate the average accuracy and false-positive rate of all
players. The detection rate of this scheme is 75.41%, which
is much higher than that of AdaBoost scheme. The results
are shown in Figure 9.

5. Conclusion

The complexity of sports itself brings many difficulties to the
actual detection and tracking of moving objects. In order to
detect and track athletes effectively, this paper improves the
commonly used single tracking algorithm and further
improves the effect of sports target detection and tracking.
To identify the benefits of an algorithm, this paper uses
Matlab to simulate and provide examples of discovery and
tracking effects. The main research results are as follows.
Detection and removal of moving objects in video games:

detection and removal of moving objects are important for
tracking of the target later, and the quality of the deleted
image will be directly affected, effect after tracking. In view
of the difficult problem in video game, this paper compares
the advantages and disadvantages of different processes,
background deletion process and streamer process, and also
compares medium, medium, morphological filtering, and
other filtration algorithms. Video games move the extraction
target based on convolutional neural network with experi-
mental quality.

In this paper, some main problems related to sports
video moving target tracking technology are studied, and
the corresponding research results are obtained. However,
the relevant video processing technology still needs further
research in the following aspects. At present, video-based
target tracking algorithms can only deal with the visual
information from a single angle and cannot obtain the
omnidirectional information of the whole tracked target as
a whole. Therefore, this kind of algorithms are often difficult
to achieve good results when dealing with blocking, heavy
prosperity, and other phenomena. If the visual information
from multiple angles can be fused, the stereo feature model
of the tracked target can be established, and the correlation
between cameras can be used to track the motion of the tar-
get; the robustness and stability of the algorithm will be
greatly improved. Therefore, the future multitarget tracking
algorithm will develop in the direction of multisource infor-
mation fusion.

Data Availability

No data were used to support this study.

Conflicts of Interest

The author declares that there are no conflicts of interest
regarding the publication of this article.

0

10

20

30

40

50

60

70

80

The false positives rate is (%)The detection rate was (%)

Pe
rc

en
ta

ge
 (%

)

This paper scheme
The adaboost scheme

Figure 9: Comparison of the average detection rate and false alarm rate for all players detected by the two schemes.

9Wireless Communications and Mobile Computing



Acknowledgments

This work was supported by the 2022 Projects of Science and
Technology in Henan Province: Algorithm and Application
of Movement Image Based on Convolutional Neural Net-
work (Grant Number: 222102320063).

References

[1] A. N. Gorban, E. M. Mirkes, and I. Y. Tukin, “How deep
should be the depth of convolutional neural networks: a back-
yard dog case study,” Cognitive Computation, vol. 12, no. 2,
pp. 388–397, 2020.

[2] Z. Huang, J. Zhu, J. Lei, X. Li, and F. Tian, “Tool wear monitor-
ing with vibration signals based on short-time Fourier trans-
form and deep convolutional neural network in milling,”
Mathematical Problems in Engineering, vol. 2021, Article ID
9976939, 14 pages, 2021.

[3] H. Ali, G. Mubeen, T. S. Ali, Z. Tehseen, and A. Waqas, “High
efficiency video coding (hevc)-based surgical telementoring
system using shallow convolutional neural network,” Journal
of Digital Imaging, vol. 32, no. 6, pp. 1027–1043, 2021.

[4] S. Qin, R. V. Lehn, V. Zavala, and T. Jin, “Predicting critical
micelle concentrations for surfactants using graph convolu-
tional neural networks,” The Journal of Physical Chemistry B,
vol. 125, no. 37, pp. 10610–10620, 2021.

[5] K. C. Burak, M. K. Baykan, and H. Uuz, “A new deep convolu-
tional neural network model for classifying breast cancer his-
topathological images and the hyperparameter optimisation
of the proposed model,” The Journal of Supercomputing,
vol. 77, no. 3, pp. 1–17, 2021.

[6] Y. Cheng, K. Hu, J. Wu, H. Zhu, and X. Shao, “A convolutional
neural network based degradation indicator construction and
health prognosis using bidirectional long short-term memory
network for rolling bearings,” Advanced Engineering Informat-
ics, vol. 48, no. 1, pp. 101247–101251, 2021.

[7] K. Marek, E. Micha, S. Marcin, K. Józef, and M. Roman, “Cell
nuclei segmentation in cytological images using convolutional
neural network and seeded watershed algorithm,” Journal of
Digital Imaging, vol. 33, no. 1, pp. 231–242, 2021.

[8] W. Cotrim, L. B. Felix, V. Minim, R. C. Campos, and L. A.
Minim, “Development of a hybrid system based on convolu-
tional neural networks and support vector machines for recog-
nition and tracking color changes in food during thermal
processing,” Chemical Engineering Science, vol. 240, no. 4,
pp. 116679–116683, 2021.

[9] S. Baroud, S. Chokri, S. Belhaous, and M. Mestari, “A brief
review of graph convolutional neural network based learning
for classifying remote sensing images,” Procedia Computer Sci-
ence, vol. 191, no. 1, pp. 349–354, 2021.

[10] E. Gardini, M. J. Ferrarotti, A. Cavalli, and S. Decherchi,
“Using principal paths to walk through music and visual art
style spaces induced by convolutional neural networks,” Cog-
nitive Computation, vol. 13, no. 2, pp. 570–582, 2021.

[11] Y. Wang, J. Peng, and Z. Jia, “Brain tumor segmentation via
c-dense convolutional neural network,” Progress in Artificial
Intelligence, vol. 10, no. 2, pp. 147–156, 2021.

[12] A. Kumar, A. R. Tripathi, S. C. Satapathy, and Y. D. Zhang,
“Sars-net: covid-19 detection from chest X-rays by combining
graph convolutional network and convolutional neural net-
work,” Pattern Recognition, vol. 122, no. 11, article 108255,
2021.

[13] R. Shang, Y. Meng, W. Zhang, F. Shang, and S. Yang, “Graph
convolutional neural networks with geometric and discrimina-
tion information,” Engineering Applications of Artificial Intelli-
gence, vol. 104, no. 1, article 104364, 2021.

[14] M. Véstias, “Efficient design of pruned convolutional neural
networks on fpga,” Journal of Signal Processing Systems,
vol. 93, no. 5, pp. 531–544, 2021.

[15] A. A. Hidayat, T. W. Cenggoro, and B. Pardamean, “Convolu-
tional neural networks for scops owl sound classification,” Pro-
cedia Computer Science, vol. 179, no. 4, pp. 81–87, 2021.

[16] H. Gan, M. Ou, F. Zhao, C. Xu, and Y. Xue, “Automated piglet
tracking using a single convolutional neural network,” Biosys-
tems Engineering, vol. 205, no. 1, pp. 48–63, 2021.

[17] J. Li and D. Liu, “Information bottleneck theory on convolu-
tional neural networks,” Neural Processing Letters, vol. 53,
no. 2, pp. 1385–1400, 2021.

[18] C. P. George, “Convolutional neural networks: alternate
drivers’ visual perception,” IEEE Potentials, vol. 39, no. 1,
pp. 19–24, 2020.

[19] J. Wang, T. T. Hormel, Q. You, Y. Guo, and Y. Jia, “Robust
non-perfusion area detection in three retinal plexuses using
convolutional neural network in oct angiography,” Biomedical
Optics Express, vol. 11, no. 1, pp. 330–345, 2020.

[20] Y. Xu, H. Cui, B. Fan, B. Zou, and L. Wang, “Integrative model
of CT imaging and clinical features using attentional multi-
view convolutional neural network (AM-CNN) for prediction
of esophageal fistula in esophageal cancer,” International Jour-
nal of Radiation Oncology • Biology • Physics, vol. 108, no. 3,
pp. e637–e638, 2020.

[21] W. Walid, M. Awais, A. Ahmed, G. Masera, and M. Martina,
“Real-time implementation of fast discriminative scale space
tracking algorithm,” Journal of Real-Time Image Processing,
vol. 18, no. 6, pp. 2347–2360, 2021.

[22] Z. Cheng, Z. Yang, and Y. Gangui, “A novel frequency regula-
tion strategy for a pv system based on the curtailment power-
current curve tracking algorithm,” IEEE Access, vol. 8,
pp. 77701–77715, 2020.

10 Wireless Communications and Mobile Computing



Research Article
Inventory Management Optimization of Green Supply Chain
Using IPSO-BPNN Algorithm under the Artificial Intelligence

Ying Guan ,1,2 Yingli Huang ,1 and Huiyan Qin1

1School of Economics & Management, Northeast Forestry University, Harbin 150000, China
2School of Software and Microelectronics, Peking University, Beijing, China

Correspondence should be addressed to Yingli Huang; xhzhang@nefu.edu.cn

Received 27 January 2022; Revised 23 May 2022; Accepted 28 May 2022; Published 28 June 2022

Academic Editor: Mu-Yen Chen

Copyright © 2022 Ying Guan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This exploration is aimed at reducing the waste of resources in the supply chain inventory management and provide better
services for green supply chain management. It mainly proposes a backpropagation neural network (BPNN) model based on
improved particle swarm optimization (IPSO) (IPSO-BPNN) and applies it to inventory management prediction. First, the
important technologies of green supply chain and intelligent supply chain are analyzed from the perspective of the ecological
environment. Next, the particle swarm optimization (PSO) algorithm is optimized based on the adaptive improvement of the
learning factor and the addition of the speed mutation operator. Then, it is applied to the learning and training of BPNN.
Finally, the simulation experiment of the combination model is conducted. The application fields of the combination model
are analyzed. The results show that a single BPNN model will produce large errors in the training process. The final error of
BPNN using the traditional PSO algorithm is 0.0259, while the error of BPNN optimized by IPSO is 0.0163. The optimized
combination model has higher accuracy, better performance, and the lowest error rate. The classification error rate of its
training set and test set is 1.51 and 2.16, respectively. The mean square error of the training set is 0.0163 and that of the test
set is 0.0229. Under 6~ 12 different hidden nodes, the daily measurement model error and monthly measurement model error
are both low when the number of nodes is 11. Moreover, the training set is always better than the test set. Finally, the network
structure of the combination model is determined as the structure of 6-11-1. This prediction module will provide purchase
volume suggestions and inventory volume suggestions to provide a feasible direction for the green development of inventory
management.

1. Introduction

This exploration will study green supply chain management
from the sustainable development perspective. Since the sec-
ond half of the 20th century, due to the progress of science
and technology, mankind’s ability to use nature has increased
rapidly and the scale of developing nature has expanded
unprecedentedly. It creates unprecedented wealth and high-
speed economic growth in human history. With the deteriora-
tion of the ecological environment and the further aggravation
of the natural resource shortage, enterprises begin to think
about how to realize the sustainable development of energy
[1]. The increasingly serious environmental problems have
forced enterprises to reexamine their production mode and
increase the capital investment in green production to reduce

the damage to the environment [2]. As the final end of the
supply chain, consumers need to supervise and report enter-
prises’ products. Paying attention to the green degree of the
enterprise’s products in real time is responsible for itself and
the whole society [3]. Present consumers pay more attention
to environmental issues and green production than ever
before. As one of the crucial sustainable development strate-
gies, remanufacturing has attracted extensive attention. The
most critical product recycling problem in remanufacturing
process needs to be solved in combination with a green supply
chain [4]. A green supply chain requires all enterprises in the
supply chain to pay attention to the impact on the environ-
ment [5]. Green supply chain management is a new concept
combining supply chain management with environmental
protection. Its core idea is to comprehensively consider and

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 8428964, 14 pages
https://doi.org/10.1155/2022/8428964

https://orcid.org/0000-0003-2399-029X
https://orcid.org/0000-0002-6608-7394
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8428964


optimize manufacturing resource utilization and environmen-
tal protection in the supply chain management’s key business
circulation process [6].

The rise of the green supply chain is to meet the needs of
more and more consumers for green products and sustain-
able development. “Green” requires producing recyclable
products to reduce environmental pollution in use. More
importantly, it is essential to focus on effective resource uti-
lization in the production process [7]. Therefore, the green
supply chain requires all member enterprises in the supply
chain, from the procurement of raw materials to recycling
recyclable waste, to focus on the impact on the environment.
The research on the coordination of a green supply chain
can increase enterprises’ economic and social benefits,
improve their competitiveness, save resources, and protect
the environment [8]. Inventory management in the green
supply chain is the third profit source of enterprises. This
exploration takes inventory management in the green supply
chain as the starting point. The economic value of inventory
includes increasing customer satisfaction, preventing various
losses caused by the shortage, and increasing the market
share of products. However, inventory also brings pressure
from huge costs and resource reuse to enterprises [9].
Thereby, a reasonable control strategy and inventory man-
agement will bring greater economic and environmental
benefits to enterprises. Green supply chain management is
proposed as a new concept combining environmental pro-
tection with supply chain management. Its core idea is to
comprehensively consider environmental protection and
optimal utilization of manufacturing resources in the key
business circulation process of the supply chain manage-
ment. It ensures the realization of the added green value of
products and plays a positive role in promoting green con-
sumption [10].

With the rapid progress of computer technology, green
supply chain management has entered the intelligent stage.
In recent ten years, neural network theory and practice have
made remarkable progress, which once again expands the
connotation of the computing concept [11]. Major compa-
nies in technologically developed countries have a special
preference for neural network chips and biochips. The neu-
ral network has successfully solved some problems that
other methods cannot solve because of its characteristics of
parallel processing, distributed storage, and adaptation
[12]. The neural network was originally applied to pattern
recognition. Now, it has been extended to many fields, and
the most common is prediction [13]. It can also be used to
solve various classification problems, such as pattern recog-
nition, translation, bank credit risk assessment, and signa-
ture recognition [14]. The neural network technology has
the characteristics of distributed information storage, large-
scale parallel processing, good self-organization, and self-
learning ability. Hence, it is widely used in the field of supply
chain management [15]. The backpropagation neural net-
work (BPNN) is the most widely used. However, the BPNN
learning algorithm is based on gradient descent, which has
some problems, such as slow convergence speed, easy to fall
into a local minimum, and long training time [16]. Particle
swarm optimization (PSO), which has the characteristics of

fast convergence and simple calculation, is introduced as
the learning algorithm of BPNN to optimize its parameters
to improve the model’s performance. However, the algo-
rithm has the phenomenon of premature and slow speed
in the later stage of evolution [17]. This exploration will
optimize the algorithm. The optimization idea includes add-
ing mutation operator and adaptive adjustment of learning
factor.

Under the background of sustainable development,
based on the idea of improving the inventory management
level in green supply chain management, this exploration
introduces an artificial intelligence (AI) algorithm and PSO
algorithm to predict inventory management. First, green
supply chain technology and inventory management back-
ground are introduced. Next, the PSO algorithm is
improved, and two improved methods are proposed: adding
mutation operator and adaptive adjustment of learning fac-
tor. Finally, the improved PSO (IPSO) algorithm is com-
bined with BPNN and applied to inventory management
prediction, and simulation experiments and empirical analy-
sis are carried out. The research innovation is to apply AI
technology based on the PSO algorithm to the field of the
green supply chain. This exploration provides a reference
for the sustainable development of the supply chain.

2. Literature Review

Supply chain management in the ecological environment is
proposed in 1996, namely, green supply chain management
[18]. The initial research on green supply chain management
believes that it includes the whole production process, prod-
uct composition and product use. It is the combination of
the original supply chain thought and environmental protec-
tion thought. Finally, the green supply chain must form a
long-term and stable strategic relationship within the supply
chain [19]. After the 21st century, researchers believe that a
green supply chain should include inventory, strategy, and
environment. Recently, the definition of green supply chain
management is mainly based on the product and production
environment [20]. American scholars define it as the setting
of supply chain management policies and environmental
problems in designing, distributing, and using products
and services [21]. Scholars in China define it as the supply
chain management that considers the overall environmental
benefit optimization [22]. Based on previous studies, a con-
ceptual model of the green supply chain is proposed here.
It comprises four subsystems: the consumption system, pro-
duction system, environmental system, and social system.
The model reflects the circular movement of knowledge
flow, logistics, capital flow, and information flow in the
whole green supply chain [23].

With the progress of AI, the management information
system is gradually introduced for intelligent supply chain
management. The traditional enterprise management infor-
mation system is built based on the database and can only
provide statistical query functions [24]. At the end of the
20th century, the new enterprise management system closely
connected the enterprise’s resources with the business pro-
cess. Moreover, it lays a certain foundation for improving
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the enterprise’s competitive advantage and efficiency [25].
The enterprise information system in the 21st century can
provide decision-makers with auxiliary decision-making
information and business data processing capacity. AI brings
more convenience to supply chain management [26].
Decision-making technology is the research hotspot of mul-
tiple scholars and enterprise management developers. The
supporting technologies of decision technology include
metaheuristic algorithms and neural network technology
[27]. Metaheuristic algorithms have good performance in
problem solving and optimization. At present, they mainly
include the PSO algorithm, monarch butterfly optimization
(MBO), moth swarm algorithm (MSA), Hunger Games
Search (HGS), and Runge-Kutta (RUN).

Jha et al. predicted India’s GDP based on a multivariable
fuzzy time series model and MBO combination algorithm.
The results show that the proposed combination algorithm
is better than the existing prediction methods [28]. Ramapor-
selvi and Geetha proposed an adaptive MSA optimization
algorithm and applied it to the congestion management for a
power system transmission line. Experimental results show
that the algorithm’s performance is better than the existing
technology [29]. Mehta et al. applied HGS to automotive engi-
neering design and optimization. The experimental results
show that the algorithm has good robustness in obtaining
the best global optimal solution [30]. Yousri et al. proposed
an interactive variant of the RUN optimization algorithm to
determine the reliable parameters of the single-diode and
double-diode model parameters of different photovoltaic
cells/modules. The results show that this method provides
highly competitive results compared with other well-known
parameter extraction methods [31].

AI can solve incomplete, fuzzy, and complex problems
by simulating behavior [32]. Artificial neural network tech-
nology was born in the middle of the last century and
developed rapidly at the end of the 20th century [33].
Because of the large-scale parallel computing ability, neural
network technology is widely used in prediction, such as
weather prediction, pattern recognition, and statistical cal-
culation [34].

A PSO algorithm is used to solve the problems of the
slow convergence speed of BPNN [35]. It was proposed at
the end of the 20th century and was originally used to study
the foraging behavior of birds [36]. It is widely adopted in
pattern classification, neural networks, and function optimi-
zation. It is one of the optimization algorithms with superior
performance because of its simple operation, easy imple-
mentation, and fast convergence speed [37]. It has attracted
the attention of multiple scholars, and many researchers
have done a lot of research on improving the optimization
ability of the PSO algorithm. Thakkar and Chaudhari
(2021) discussed existing methods’ limitations and potential
future research directions to enhance stock market predic-
tion based on the PSO algorithm [38]. At present, the
decision-making mechanism based on the PSO algorithm
is easy to fall into the premature convergence problem of
local optimization. Moreover, there is less research on apply-
ing the PSO algorithm in the ecological environment. Hence,
this exploration combines it with deep learning and applies

it to green supply chain management to fill the research
gap in this field.

Based on the definition of green supply chainmanagement
in previous studies, this exploration defines it as follows. It is a
management mode with sustainable development as the goal.
Its activities cover the whole life cycle of products, and its
actors include the government, the public, and all supply chain
members. The research content here is green supply chain
management. There is less research on the combination of
the PSO algorithm and neural network and their application
in green supply chain management in the previous research.
BPNN has good prediction performance, and the PSO algo-
rithm can solve the problems of slow neural network conver-
gence. Therefore, this exploration will combine the two
algorithms to study green supply chain management. The
scope of supply chain management is wide. Previous studies
regard the supply chain as a whole, and there is less research
on the details of specific supply chain management. Hence,
this exploration takes inventory management in supply chain
management as the research object to optimize supply chain
inventory management. It focuses on inventory management
prediction in supply chain management based on an IPSO
algorithm and BPNN. It is aimed at achieving the purpose of
green supply chain management finally.

3. Intelligent Inventory Management in the
Green Supply Chain

Based on the above research background and the analysis of
relevant existing literature, this section mainly constructs the
green supply chain management model, analyzes the con-
tents and characteristics of inventory management in the
supply chain, and introduces the relevant theories of BPNN
and PSO. PSO defects are improved, and the IPSO algorithm
is put forward. IPSO is used to optimize the traditional
BPNN, and the optimization algorithm is applied to the pre-
diction of green supply chain inventory management to ver-
ify the model’s performance.

3.1. Construction of Green Supply Chain Management
Model. Green supply chain management focuses on the sus-
tainable development of the whole product cycle, including
the impact on the environment in procurement, material
management, logistics, production, manufacturing, and
treatment [39]. It promotes resource reduction, recovery,
and reuse in the supply chain’s upstream, middle, and down-
stream activities [40]. It provides a solution to improve the
environmental impact caused by supply chain management.
Figure 1 presents the overall model of green supply chain
management.

Figure 1 displays that the green supply chain manage-
ment model here includes green procurement, green pro-
cessing, green marketing, and recycling. After green
purchases to suppliers, enterprises will carry out inventory
management. Inventory management in green supply chain
management is mainly studied. The design of green supply
chain management considers the impact of procurement,
logistics, material management, production, manufacturing,
and processing processes on the environment. In fact, it will
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promote the reduction, reuse, and recycling of resources in
the upstream, middle, and downstream activities of the sup-
ply chain. Environmental supply chain management pro-
vides a new perspective, including a two-way supplier of
products or services or even a cyclical perspective.

3.2. Contents and Characteristics of Inventory Management.
Inventory in supply chain management includes the mate-
rials in the production process, parts or raw materials that
have not been used in the enterprise, and the finished prod-
ucts in the production process before they are delivered to
customers. Inventory level is crucial for the development
and survival of enterprises.

Inventory management functions in enterprise supply
chain management mainly include stabilizing the produc-
tion and operation scale to obtain economies of scale, balan-
cing the time difference between supply and demand, and
buffering the impact of uncertain factors. Therefore, inven-
tory plays a vital role in enterprise management and cutting
huge costs. Excessive costs make the current costs less and
increase storage expenses, taxes, insurance, and the eco-
nomic burden of enterprises. Due to product aging and
other problems, inventory management directly affects the
sustainable development of enterprise resources. Besides,
excessive inventory will cause great risks to enterprises
[41]. Inventory affects the green development of supply
chain management and enterprise budget. It should be con-
trolled within a reasonable range to ensure the sustainable
development of inventory resources at the lowest cost.

The ultimate goal of inventory control is to reduce
inventory costs as much as possible and meet customer
needs. There are multiple influencing factors of inventory
cost, as shown in Figure 2 [42].

Figure 2 shows that the main influencing factors of
inventory cost are storage, ordering, replenishment, and
out-of-stock cost. Out-of-stock cost is an opportunity cost.
It refers to the expenses incurred by failing to provide ser-
vices to customers for some reason, or failing to obtain the
predetermined profit due to the loss of sales to customers.
Besides, it also includes the adverse consequences caused

by the loss of reputation due to some difficult factors [43].
For suppliers, out of stock means losing sales opportunities,
reducing profits that could have been obtained, or violating
contracts and treaties. If they are punished heavily, they will
lose credibility, important customers, and market competi-
tiveness. For manufacturers, out of stock will increase the
procurement cost. More seriously, it will stop the work and
wait for materials, which will affect the normal production
operation [44]. Ordering cost refers to all expenses incurred
in the ordering process, including two expenses. One is the
fixed cost of ordering expenses, including travel expenses,
ordering handling fees, communication expenses, entertain-
ment expenses, and relevant expenses of the person in
charge of ordering. The ordering fee is related to the order
times, but not to the order quantity. The other is the cost
of the ordered goods, which is related to the order quantity.
Storage cost refers to the cost invested in maintaining inven-
tory. It mainly includes inventory investment and storage
costs. For example, it includes the interest payable on the
funds occupied by the goods, the insurance and taxes paid
for the goods, and the expenses for using the warehouse,
keeping the goods, damage, and deterioration of the goods.
Replenishment means that when the customer comes to
purchase, there is no stock in the warehouse; however, to
avoid losing sales opportunities, the enterprise still per-
suades the customer to order here, promises to purchase
immediately, and then replenishes the goods to the cus-
tomer. Replenishment has obvious benefits for enterprises.
It can occupy fewer funds and less inventory and reduce
storage costs, and it is impossible to incur shortage expenses.
However, to realize replenishment, replenishment costs
often occur [45].

Based on the above, it is found that the problems to be
solved for inventory control are divided into three categories
in Figure 3.

Figure 3 shows that the inventory control strategy’s
implementation should meet the demanders’ needs, the
selection of appropriate control methods, and the supplier’s
operation mode. The control method is the core of inventory
management. The traditional inventory control model

Green 
marketing

Green 
processing

Green 
procurement Supplier

Manufacturer

Retailer

Consumer

Treatment 
method

Disassemble

Recycler

Non renewable 
waste

Scrap disposal

Figure 1: Overall model of green supply chain management.
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includes random and deterministic storage models. A new
inventory control model suitable for green supply chain
management is proposed based on the traditional inventory
control model.

The problems to be solved in inventory management
under green supply chain management focus more on the
communication between enterprises. It includes strengthening
the accurate transmission of information among enterprises

Inventory control strategy

Demand type of demander
Supplier's mode of operation

Select appropriate control methods

Judge the demand 
type, independent 
demand or related 
demand, random 

demand or 
deterministic 

demand.

Allow supplier out 
of stock or not.

Deterministic 
storage mode or 
random storage 

mode.

Figure 3: Categories of inventory control.

Influencing factors of inventory cost

Ordering cost: 
Ordering fee and 

cost of goods 
ordered.

Storage cost: 
Inventory 

investment and 
storage costs.

Out of stock cost: 
Expenses incurred for 

failing to provide 
services to customers 

for some reason.

Replenishment cost: 
When the customer 

purchases goods and 
the warehouse has no 
stock, the enterprise 

immediately purchases 
and replenishes the 

expenses incurred to 
the customer.

Figure 2: Influencing factors of inventory cost.
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and the smooth transmission of information flow, handling of
uncertain problems, and reducing unnecessary waste by
strengthening information exchange.

3.3. Basis of BPNN. BPNN is the most widely used neural
network at present. Figure 4 is its structural model.

Figure 4 shows that BPNN is a feedforward neural net-
work. Neurons accept the input of the previous layer and
output to the next layer. The first layer of the whole model
is the input layer, the middle layer is the hidden layer, and
the last layer is the output layer. The hidden layer neurons
of BPNN use sigmoid differentiable functions like the trans-
fer functions [46].

The parallel processing of BPNN makes it one of the
most widely used algorithms. The advantages of BPNN
include having strong fault tolerance, dealing with uncertain
systems through adaptive and self-learning, and coordinat-
ing various input relationships. However, it also has some
disadvantages, such as long training time, a large amount
of computation, and slow convergence speed. Therefore, a
PSO algorithm is introduced because it is easy to operate.

3.4. Introduction to PSO. The mathematical description of
PSO is as follows. First, it is to determine the search space
and the number of particles in the population. Then, it is
to use vectors to represent the particle position and the opti-
mal position in the particle “flight.” Next, it is to mark all
particles’ position and most valuable position. Finally, it is
to present the position change rate of particles [47]. The
change of particle position is calculated using equations (1)
and (2).

vid t + 1ð Þ = ω ∗ vid tð Þ +m1 ∗ rand ðÞ ∗ pid tð Þ − xid tð Þð Þ
+m2 ∗ rand ðÞ ∗ pg tð Þ − xid tð Þ

� �
,

ð1Þ

xid t + 1ð Þ = xid tð Þ + vid t + 1ð Þ: ð2Þ

In (1) and (2), m1 and m2 are the accelerated factors. ω is
the inertia factor, and t is the current iteration times. pg is

the current global optimal position of the particle swarm.
pid is the optimal individual, and vid indicates the position
change rate. d is the spatial dimension, and i is the particle
serial number.

The initial velocity and position of the particle swarm are
generated randomly. Then, they iterate according to the
above two equations until the conditions are finally met.

Figure 5 reveals the PSO flow.
Figure 5 shows the flow of PSO. It includes initializing

the particle swarm, calculating the fitness value of each par-
ticle, comparing the fitness value of each particle with
extreme individual value and extreme global value, and
determining whether to change the iteration times.

The parameters of PSO include inertia weight, learning
factor, maximum, particle dimension, population size, and
termination condition. The adaptive adjustment in the iner-
tia weight is determined by

ω = ωmax −
ωmax − ωmin

hmax
∗ h: ð3Þ

In (3), hmax is the maximum number of iterations, h rep-
resents the current number of iterations, and ω is the weight.

In the inertia weight setting, the general practice is to set
the initial value of ω to 0.9 and make it decrease linearly to
0.3 with the increase of iteration times. It can achieve the
desired purpose of optimization. In the PSO algorithm,
two acceleration coefficients control the influence of “cogni-
tive” part and “social” part on particle velocity. In the
population-based optimization method, it is always hoped
that the individual can search in the whole optimization
space in the initial stage, so as not to fall into the local value
too early. In this way, in the end stage, it can improve the
convergence speed and accuracy of the algorithm. Besides,
it can effectively find the optimal global solution. According
to previous studies, it is better if the acceleration coefficient
is less than 4. The selection of the maximum speed should
not exceed the particle width range. If the maximum velocity
is too high, the particle may fly over the position of the opti-
mal solution. If it is too small, it may reduce the global

Input layer

Hidden layer

Output layer

Figure 4: BPNN model.
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retraction ability of particles. Generally, the population size
does not need to be too large. Dozens of particles are
enough. More particles can be selected for some special
problems. The number of particles can be up to 100~200.
The particle dimension is determined by the solution space
dimension of the optimization problem. The suspension
conditions are specified according to specific problems after
reaching the maximum number of iterations or meeting the
minimum error requirements. Therefore, Table 1 is a sum-
mary of parameter settings for the PSO algorithm.

The traditional PSO algorithm easily falls into the opti-
mal local solution during its operation, so it is necessary to
take some measures to improve it [48]. The improvement
strategy of the algorithm is to add a speed mutation operator
and improve the adaptability of learning factors. Adding
speed mutation operator can further search particles

through the mutation of particle swarm speed when the
PSO algorithm has not obtained the optimal solution to
avoid falling into the optimal local solution. Learning factors
mainly affect the optimization speed and accuracy of the
algorithm. Improving its adaptability is of great help to
improve the algorithm’s overall performance. Therefore,
PSO is optimized, including adding mutation operators
and improving the adaptive ability to learn factors. A popu-
lation use variance is adopted to add a mutation operator, as
shown in equation (4).

σ2 = 〠
n

i=1

f i − f ′
f

 !2

, ð4Þ

where n represents the number of particles, f ′ is the average
fitness of particles, and σ2 is the variance of population fit-
ness. f is the normalized calibration factor.

The convergence degree of population fitness variance
can be defined by

f =max 1,∣f i − f ′ ∣
n o

: ð5Þ

Based on the above, mutation operation is performed
when PSO does not obtain the fully optimal solution. By
mutation of particle swarm velocity, the particles can be fur-
ther searched. The particle velocity can be calculated by

vid t + 1ð Þ = ω ∗ vid tð Þ +m1 tð Þ ∗ rand ðÞ
∗ pid tð Þ − xid tð Þð Þ +m2 tð Þ
∗ rand ðÞ pg tð Þ − xid tð Þ

� �
+ flag ∗ δ ∗ vmax,

ð6Þ

where flag ∗ δ ∗ vmax represents the mutation operator and
μ is the influence degree of the mutation operator on veloc-
ity. The value of δ reads

δ =min
f g tð Þ − f t

f t

����
����, 1

� �
: ð7Þ

Initializes the dimension, size, 
velocity, and position of 

particles

Calculate particle fitness 
values

Particle fitness is compared 
with pbest to select a better 

value

Particle fitness is compared 
with gbest to select a better 

value

Get the optimal solution

Update particle position 
and velocity

Yes

No

Start

End

Satisfy the error 
condition or obtain the 
maximum number of 

iterations

Figure 5: Flow of PSO.

Table 1: Parameter setting of PSO.

Parameters types Parameter settings

Inertia weight
The initial value is set to 0.9 and then

iterated to 0.3

Learning factor
The sum of acceleration coefficients is

less than 4

Maximum speed Not exceeding the particle width range

Particle dimension
population size

The particle dimension is determined by
the solution space dimension; the group

size ranges from dozens to 200

Termination
conditions

Meet the minimum error requirements
or reach the maximum iteration times
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Initialize BP network 
structure

Initialize population size, 
dimension, and position 

and velocity of each 
particle

Calculate particle fitness 
variance

Compared with pbest, if it is 
better than it, replace it

Compared with gbest, if it is 
better than it, replace it

Check whether it falls 
into premature 

convergence. If it falls 
into premature 

convergence, set flag to 1

Update the particle speed 
and position to generate 
the next generation of 

particles

End iteration

The value of each dimension 
of the optimal particle is 
taken as the weight and 
threshold of the network

Trained network

Meet 
termination
conditions

Start

End

Failure to meet 
termination 
conditions

The fitness of the 
optimal particle and 

the current maximum 
number of iterations 

are investigated

Figure 6: Flow chart of IPSO training BPNN.
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In (7), f gðtÞ is the fitness value of the globally optimal
particle and f t represents the empirical optimal value.

The acceleration coefficient in learning factors is
adjusted in the adaptive adjustment of learning factors.
Equations (8) and (9) show the value of the acceleration
coefficient.

m1 tð Þ = 4 ∗
f a tð Þ − f g tð Þ
��� ���

f a tð Þ ,

m2 tð Þ = 4 −m1 tð Þ,

8>><
>>: ð8Þ

f a tð Þ = 1
N
〠
N

i=1
f i tð Þ: ð9Þ

In (8) and (9), f aðtÞ is average fitness. N indicates the
number of fitness.

Equation (1) is improved, as shown in equation (10).

vid t + 1ð Þ = ω ∗ vid tð Þ +m1 tð Þ ∗ rand
∗ pid tð Þ − xid tð Þð Þ+m2 tð Þ ∗ rand Þ
∗ pg tð Þ − xid tð Þ
� �

:

ð10Þ

3.5. BPNN Based on IPSO. BPNN is trained with the IPSO
and its performance and generalization ability are improved.

Figure 6 displays the flow of BPNN based on IPSO.
Figure 6 shows that when IPSO trains BPNN, the thresh-

old and connection weight of the neural network correspond
to the dimension component of each particle in the particle
swarm. The fitness function combined with the algorithm is
borne by the mean square error of the neural network.

The training sample’s output value deviation and particle
fitness are calculated by equations (11) and (12), respec-
tively.

Ii =〠
j

Qij − qij
� �2

, ð11Þ

R = 1
n
〠
n

i=1
Ri: ð12Þ

In (11) and (12), Qij is the expected output value, qij is
the actual output value, I is the output deviation, and R is
the particle fitness.

3.6. Model Simulation. The sample set used in the simulation
of BPNN based on IPSO is the Iris dataset. Iris is an Iris tec-
torum Maxim plant. It is divided into three types: Setosa,
Versicolor, and Virginica. Iris database is a widely used pat-
tern classification example system. Pattern classification will
distinguish three plants according to four attribute values.
The dataset is a commonly used classification experimental
dataset, which can be directly downloaded from the website
http://archive.ics.uci.edu/ml/datasets/iris. The experimental
data are directly selected from the dataset, so there is no data
preprocessing.

In the simulation test of BPNN and BPNN based on the
traditional PSO algorithm, the network structure is 4-4-3.
The PSO scale is 20. The dimension is 35, the maximum
number of iterations is 7000, the maximum particle velocity
is 0.5, and the minimum error is 0.01. The BPNN structure
includes 7 thresholds and 25 weights [49]. The parameter
setting of BPNN [50] is ω = 0:73 and c1 = c2 = 1:49. Equation
(13) is the BPNN parameter setting based on the traditional
PSO algorithm.

ω = ωmax −
ωmax − ωmin

itermax
∗ iter, ð13Þ

where itermax is the maximum number of iterations and iter
is the current number of iterations. ωmax = 0:9 and ωmin =
0:3. c1 and c2 adjust themselves. The flag in the mutation
operator is initially 0, which is further adjusted in the itera-
tive process. In the mutation condition, λ = 0:0001.

The network structure of the IPSO algorithm is 6 input
nodes and 1 output node, and the hidden nodes are 6, 8,
11, and 12, respectively. The PSO scale is 40, and the net-
work structure determines the particle dimension [51].
Besides, the maximum particle velocity is 0.5, the maximum
number of iterations is 7000, and the minimum error is 0.1.
The inertia weight is adjusted adaptively: ωmax = 0:9 and
ωmin = 0:3, mutation operator flag = 0, λ = 0:0001.

The network performance evaluation indexes used in the
simulation include the classification error rate (EX) of the
training set, the classification error rate (EC) of the test set,
the mean square error (MSEX) of the training set, and the
mean square error (MSEC) of the test set. Equations (14)
and (15) are calculation equations of the mean square error
of the training set and the mean square error of the test set.

MSEX = 1
2d〠

d

t=1
〠
n

k=1
akl − tklð Þ2, ð14Þ

MSEC =
1
2q〠

q

i=1
〠
n

k=1
akl − tklð Þ2: ð15Þ

In (14) and (15), d is the number of training set samples,
tkl represents the desired output of the output neuron, and
akl is the actual output of the output neuron.

Table 2: Experimental environment.

Category Specific model

Operating system Windows XP Professional

Development language C language

Development platform MS VS. NET

Grid training Matlab 6.5

Database SQL Server 2000

Memory 512MB DDR

CPU Pentium (R) 4 2.80GHz

9Wireless Communications and Mobile Computing

http://archive.ics.uci.edu/ml/datasets/iris


3.7. Application of the Combined Algorithm in Supply Chain
Management. The inventory management in an enterprise’s
supply chain management system is taken as the research
object. The enterprise’s supply chain management is divided
into three layers: appearance, business, and data. As one of
the subsystems of supply chainmanagement, the overall inven-
tory management process includes raw material purchase
receipt, picking an issue, movement, and inventory counting.

The combined algorithm proposed in the full text is used
to predict the inventory in inventory management to meet
the requirements of green supply chain management. The

use network is a 3-layer network, and the input nodes are 6.
The number of hidden layer nodes adopts 11 nodes with good
convergence and generalization. The particle swarm size of the
prediction model is 40. The maximum particle velocity is 0.5,
the minimum error is 0.01, and the maximum number of iter-
ations is 7000. The mutation operator is 0.0001, the maximum
value in the adaptive adjustment of inertia weight is 0.9, and
the minimum value is 0.3. The enterprise data are selected
from 2018 to 2021 for network training, and the daily test
results are compared with the monthly test results in terms
of network performance with 6~12 nodes.
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Table 2 displays the operating environment of the
experiment.

4. Result Analysis of Intelligent Supply
Chain Management

4.1. Comparative Analysis of Simulation Results. Figure 7
displays the error results in the training process of BPNN,
traditional PSO-BPNN, and IPSO-BPNN.

Figure 7 shows that the training error of a single BPNN
reaches the minimum value of 0.033 after 7000 times of
training, and the BPNN error using traditional PSO is
0.0259. The BPNN error optimized by IPSO is 0.0163, which

shows that the BPNN model based on the IPSO algorithm
has higher accuracy and better performance, and the
improvement effect of the PSO algorithm is remarkable.
Moreover, the errors of the two combined algorithms are
lower than that of a single BPNN, which shows that the
PSO algorithm can improve the convergence speed and
accuracy of BPNN to a certain extent. After further improv-
ing the PSO algorithm, the performance improvement effect
of BPNN is more obvious.

Figure 8 displays the performance comparison results of
the three algorithms based on the performance indexes.

Figure 8 shows that the generalization error rate and the
training error rate of the three algorithms are low and that of
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Figure 9: Comparison of daily test results of inventory forecast performance of networks with different numbers of nodes.
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Figure 10: Comparison of monthly test results of inventory forecast performance of networks with different numbers of nodes.
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the optimized algorithm is the lowest. The classification
error rate of the optimized combination algorithm is 1.51
for the training set, 2.16 for the test set, 0.0163 for the train-
ing set, and 0.0229 for the test set. The error rate of BPNN is
the highest. It suggests that the performance of the opti-
mized model is better, although the Iris dataset is relatively
simple.

4.2. Analysis of the Inventory Forecast Performance of
Networks. Figures 9 and 10 are the daily and monthly test
results of inventory forecast performance of networks with
the different numbers of nodes.

Figures 9 and 10 show that under 6~ 12 different hidden
nodes, both the daily measurement error rate and monthly
measurement error rate show that when the number of
nodes is 11, the error rate is low, and the training set is
always better than the test set. The minimum value of daily
measurement training error appears in the training set when
the number of nodes is 11. The minimum value of monthly
measurement error is also 0.0099, which appears in the
training set when the number of nodes is 11. It shows that
when the number of hidden nodes is 11, the model’s gener-
alization ability is good and its training error is small. Hence,
the network structure of the final combined model is 6-11-1.
The inventory control auxiliary module is developed on the
VS.NET platform based on the above model. The prediction
module can give purchase volume suggestions and inventory
volume suggestions, providing a feasible direction for the
green development of inventory management.

5. Discussion

The training error of BPNN is large, and the training error of
BPNN combined with the PSO algorithm is small. It indi-
cates that the performance of the combined model is better
than that of the single model, which is consistent with Li
et al.’s research [52]. Using a combined model to study prob-
lems has become an important theoretical research method,
the IPSO algorithm combined with BPNN has the best perfor-
mance. It shows that the proposed two optimization methods
can improve the adaptive ability of the learning factors,
increase the speed mutation operator, and make the particles
that have fallen into local optimization jump out of the local
solution. In the final comparison of the generalization error
rate and training error rate, the BPNN combined with the
IPSO algorithm performs best. It proves once again the cor-
rectness of the optimization algorithm used. The advantage
of this research method is to use the improved algorithm for
network learning. Simulation results show that the improved
algorithm can effectively shorten the training time of neural
networks and enhance the generalization performance of the
neural network. The research disadvantage is that only BPNN
is selected as a single model in the model comparison, so the
results are not comprehensive enough.

6. Conclusion

Nowadays, it is easy to waste resources in supply chain man-
agement. Therefore, in response to the green development

policy in supply chain management, this exploration uses
AI technology to study inventory management in supply
chain management. The traditional PSO algorithm is mainly
improved by improving the adaptive ability to learn factors
and adding the speed mutation operator. The IPSO algo-
rithm is proposed and applied to the learning and training
of BPNN, and a combination model with high accuracy is
obtained. The research results will provide a reference for
the intelligent development of inventory management. They
are expected to be applied to major supply chain manage-
ment to improve supply chain management efficiency. How-
ever, there are still some research deficiencies. Due to the
limited ability, the performance of the algorithm constructed
in inventory management prediction has not been deeply
studied. The real-time transmission of supply chain manage-
ment is not discussed. This exploration only selects two
models to compare with the optimal combination algorithm
proposed, and only verifies the performance of the improved
algorithm after adding two mechanisms. It does not verify
the algorithm’s performance when adding only one mecha-
nism, nor compare it with other business intelligence tools.
Therefore, the follow-up research will focus on applying
the combined algorithm constructed in inventory manage-
ment prediction. It will strengthen the analysis of real-time
transmission, select more relevant models for comparative
analysis, and provide customers with various optional intel-
ligent decision-making models according to different needs
to provide a reference for green supply chain management
development.
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This study explores the application of deep learning theory and virtual reality (VR) technology to the interactive behavior design
of building space according to the interaction behavior of wellness building space in the context of the Internet of Things (IoT).
Firstly, VR theory is made into an image-based 3-dimensional (3D) modeling process. Secondly, the interactive behavior
information data is analyzed according to the theory of deep learning and edge computing. Finally, the particle swarm
optimization (PSO) is used to analyze the predicted temperature with the wellness building space model, as well as to make a
study based on the changes in the user’s psychological indicators. The results show that the model predictions of deep
learning-edge computing are most like the actual environmental settings. Both PSO and deep learning algorithms have varying
degrees of influence on the final prediction results. The average temperature of the wellness building space established by deep
learning and edge computing is 24.58 degrees, the average measured value of the actual environment is 24.49 degrees, and the
predicted values of the two are similar. While users experienced the interactive design of the health building, their heart rate
dropped from 73.17 to 68.79 and gradually became stable. There is no obvious change in the user’s heart rate, which reflects
the comfort of the wellness building space designed based on deep learning and VR interaction.

1. Introduction

A wide variety of building components are included in the
architectural space, and the building components have only
changed in terms of styles and materials during hundreds
or decades of development [1]. If each building component
is not in the same position, it is physically connected by the rela-
tionship between each other. If these large numbers of building
components can be intelligently transformed through the
Internet of Things (IoT), then the physical connections between
them can be upgraded to communication and information
connections, thus forming the overall space with intelligent
properties. These structures make it a space of interconnected
intelligent building components that can be controlled remotely,
managed on-site, collected data feedback from sensors, stored
status information in the cloud, and analyzed and managed big
data [2–5]. This will lead to dramatic changes in buildings, mak-
ing them more comfortable, energy-efficient, convenient, and

safe. Meanwhile, it can reduce various energy consumption
losses through intelligent adjustment to achieve a fantastic life
experience and maximize the function of energy-saving and
emission reduction [6, 7]. Virtual reality (VR) technology can
reconstruct multidimensional cultural spaces and provide
the possibility of immersion in the digital world and has
increasingly become an important tool for cultural heritage
research, protection, and dissemination. Regarding VR devel-
opment in Europe, especially in the research of distributed
parallel processing, auxiliary equipment design, and applica-
tion, the intersection of VR application should focus on the
overall comprehensive technology. The technology mainly
includes VR reconstruction problems and architectural and sci-
entific visualization computing [8–10].

Firstly, a three-dimensional model of the building must
be constructed to simulate the building environment space.
Viewing through the monitor can only be from one angle
or one side [11]. Previously, the way of browsing animation
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is mainly adopted. For example, when a spline curve is
established as a browsing path, a camera simulating a
“human eye” is set up on this path to obtain a dynamic
change in the architectural environment space. However,
this animation has poor operability and human-computer
interaction [12]. 3D Studio MAX is used to generate the
design of the 3D architectural virtual space. This software
system provides a camera plug-in. It consists of two cameras
set horizontally. It is set at the appropriate position of the
building scene and can obtain still pictures of buildings or
browse animations simultaneously. Two pictures of the same
target object are obtained [13–15]. However, the previous
architectural design was based on the interaction between
space and behavior. The three-dimensional spatial structure
of the architectural space cannot be dynamically demon-
strated, and there is a patterned architectural design behav-
ior. Deep learning includes computational vision, natural
language processing, and deep reinforcement learning.
These address the problem of identification and decision-
making concerning different types of data [16, 17]. At
present, edge computing of operators is mainly in the pre-
commercial stage of technical research, laboratory testing,
and relatively simple scenarios [18]. Deep generative models
are becoming the foundation of modern machine learning.
Research on conditional generative adversarial networks
(CGAN) shows the learning complex high-dimensional dis-
tributions on natural images [19]. While state-of-the-art
models can generate high-fidelity, diverse natural images at
high resolution, they rely on many annotated data [20].

Based on the IoT background, the deep learning theory
and VR technology are applied to the interactive behavior
design of building space according to the interaction behav-
ior of wellness building space. Firstly, VR theory is made
into an image-based 3D modeling process. Secondly, the
interactive behavior information data is analyzed according
to the theory of deep learning and edge computing. Finally,
particle swarm optimization is used to predict temperature
analysis with the wellness building space model, as well as
make research based on changes in user psychological indi-
cators. Technological development is taken as the premise;
the comfort of health building is taken as the foundation.
In the context of IoT, an interactive space for healthcare
buildings based on VR and deep learning is designed. The
design breaks through the traditional interactive design
concept of healthcare buildings and has certain reference
significance for the rational and scientific space design of
healthcare buildings. The innovation lies in IoT and deep
learning to supervise and control the equipment data of
healthcare building space, which is different from the previ-
ous model of the design of healthcare building space. Addi-
tionally, VR technology is used for spatial interaction design
to avoid the weak sense of interactive experience caused by
relying on two-dimensional images for design and establish
a dynamic interactive design of health building space.

Section 1 discusses the background of building space design
for healthcare and the current status of building space and deep
learning. Section 2 describes the production process, technical
principles, and technical characteristics of the VR technology
environment and explains the modeling process of VR technol-

ogy on images. This part also discusses the workflow of deep
learning and the principle of edge computing, which provides
the technical and theoretical basis. Finally, the interactive design
process of health building space based on VR and deep learning
in IoT is designed. Section 3 mainly conducts temperature pre-
diction and experience analysis of the designed health building
space. Section 4 discusses based on the analysis results. Section
5 summarizes the research.

2. Method

2.1. Exploration of VR Technology Theory. Virtual reality
(VR) is a new technology in the computer field developed
as a comprehensive computer graphics, multimedia, sensor,
human-computer interaction, network, stereoscopic display
and simulation, and other technologies. At present, the
research and application fields involved have included mili-
tary, medicine, psychology, education, scientific research,
commerce, film and television, entertainment, manufactur-
ing, and engineering training. VR is a computer system that
can create and experience virtual worlds (virtual worlds are a
general term for all virtual environments). The VR system is
established as multidimensional cyberspace that contains
various kinds of information, and it is no longer purely
digital cyberspace. Human perceptual cognition and rational
cognition ability can be brought into full play in this multi-
dimensional cyberspace [21]. Creating a VR system that
allows participants to have an immersive sense of reality
and a perfect interaction ability requires high-performance
computer hardware and software, various advanced sensors,
and a toolset that can generate virtual environments. The
production process of the VR technology environment is
shown in Figure 1.

In Figure 1, the VR technology environment applies the
limitations of existing digital computers to process purely
digital information. It builds cyberspace to accommodate
various information sources such as images, sounds, and
chemical smells. The information space can not only observe
the results of information processing from the outside but
also participate in the information processing environment
through visual, auditory, olfactory, password, gesture, and
other forms. Such an information processing environment
is called a virtual environment. The virtual environment is
generated by a computer and acts on the user through sight,
hearing, touch, etc., to produce an immersive interactive
visual simulation. VR uses “immersion,” “interaction,” and
“imagination” to describe its characteristics, and the three
are indispensable. The technical characteristics of VR are
shown in Table 1.

In Table 1, immersive technologies have changed, to a
certain extent, the way consumers, businesses, and the
digital world interact. Users expect a greater shift from the
2-dimensional (2D) interface to the more immersive 3D
world. They can capture richer, smoother pictures and
experiences in 3D. Augmented reality (AR) is a field
extended by the development of VR technology. It organi-
cally “superimposes” computer-generated virtual images or
other information into real-world scenes with the help of
computer vision and interactive technologies, including
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visual, auditory, olfactory, and tactile information. AR
achieves a sensory experience “beyond” reality. The founda-
tion of AR technology lies in tracking and positioning, user
interaction, virtual fusion, and system display technology.
VR technology uses computer simulation to generate a
virtual world of 3D space, providing users with simulations
of visual, auditory, tactile, and other senses. It allows users
to observe things in 3D space in a timely and unlimited
manner as if they were in the real world. When the user
moves the position, the computer can immediately perform
complex calculations and transmit the precise 3D world
image to produce a sense of presence. It can substitute
human consciousness into a virtual world. When people
look at the world around them, they get slightly different
images due to the different positions of the two eyes. This
difference allows people to perceive depth and makes things
appear 3D. VR technology also uses this visual difference to
arrange different pictures for the eyes so that the observer
can feel the three-dimensionality of the picture. VR is a
360-degrees panoramic interaction. It not only has a strong
sense of immersion and three-dimensionality but also allows
users to interact with the virtual world [22]. The principle of
VR core technology is shown in Figure 2.

In Figure 2, VR technology is a computer technology
that can create and experience virtual worlds. It can use a
computer to generate a simulation environment, a system
simulation of multisource information fusion interactive

three-dimensional dynamic scene and entity behavior. This
technology can use professional equipment such as sensor hel-
mets to allow users to enter the virtual space and perceive and
operate various objects in the virtual world in real time to get a
real immersive experience. The image-based modeling process
of VR technology is shown in Figure 3.

Figure 3 expresses the scene in different forms, such as
panoramic images and light fields, with photo data taken
in different directions and positions. Secondly, the new view
of image synthesis is used to compose a new virtual environ-
ment. The all-seeing function is used to perform a set of all
environment mappings for a given scene [23]. The all-
seeing function is defined as

u = Plenoptic θ, ϕ, λ, Vx, Vy, Vz , t
� �

: ð1Þ

ðVx, Vy , VzÞ represents the position of the viewpoint in
space. ϕ represents the elevation angle for the field of view
direction and range. θ is the azimuth angle. λ represents
the wavelength perceived by the human eye. t stands for
time. The brightness of each point on the image reflects
the intensity of light at a certain point on the surface of an
object in space. The position of the point on the image is
related to the geometric position on the surface of the space
object. The reference coordinate system of the camera model

Virtual 
environment

generator

Command

Graphic image

Head position

Eye position

Hand position

Sound synthesis

Sound location

Speech recognition

Electronic display
device 

Location tracking

Helmet mounted
display 

Tactile/kinesthetic system

Figure 1: The generation process of the VR technology environment.

Table 1: Features of VR technology.

Feature Equipment used

Immersion Helmet display and data headset

Interaction Computer keyboard, mouse, etc.

Imagination Equipped with visual, auditory, tactile sensing, and reaction devices
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Figure 2: The principle of VR core technology.
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Figure 3: The modeling process of VR technology image-based.
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is used to solve for each coordinate, as shown in
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v
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ðu, vÞ is expressed as the coordinates of the computer
image in pixel units. ðXw, Yw, ZwÞ are the coordinates of
the actual image in physical units. M is the camera calibra-
tion. The internal parameters of the camera are marked as M1,
and the external parameters are marked as M2. The original
image data is converted into stitched image data according to
the requirements of panoramic vision consistency andmaintain-
ing the spatial constraints in the actual scene. The feature points

are selected as Harris corners on the image, and the theoretical
description is shown in
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∂I
∂x

� �2 ∂I
∂x

� �
∂I
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� �

∂I
∂x

� �
∂I
∂y

� �
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� �2

2
66664

3
77775: ð4Þ

Iðx, yÞ represents the grayscale value. If the two eigenvalues
of the matrix C at a point are large, a small movement of the
point in any direction will cause a large change in the gray value.
The function of corner detection is shown in

R = det C − k tranceCð Þ2: ð5Þ

The k parameter is set to 0.04. The point in the local area
corresponding to the maximum value of the corner function is
the corner. Determine a threshold, and select the point whose
R-value is greater than the threshold as the corner point.

Import,
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Cloud inference

Edge inference

Data collection and preparation Training Deployment

Training data
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Figure 5: Workflow of deep learning.

Real time data processing
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Figure 6: Principles of edge computing.
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2.2. Principles of Deep Learning and Edge Computing. As an
emerging technology in machine learning algorithms, deep
learning is to build a neural network that simulates the
human brain for analysis and learning. Its essence is to
perform hierarchical feature representation on observation
data and realize the further abstraction of low-level features
into a high-level feature representation. This is all performed
through neural networks [24]. The deep learning neural
network is shown in Figure 4.

In Figure 4, deep learning uses neural network technol-
ogy. The most basic unit of a neural network is a neuron.
x1, x2, and x3 are the input values of deep learning. w1, w2,
and w3 are weights. When the network adds a computing layer,
it can not only solve the exclusive OR (XOR) problem but also
have a perfect nonlinear classification effect. Theoretically, a
two-layer neural network can approximate any continuous func-
tion infinitely. The deep learning workflow is shown in Figure 5.

In Figure 5, firstly, the definition is questioned, and the
dataset is collected to ensure that the dataset is feature-rich
enough to make predictions. Secondly, model prediction
performance metrics are defined. Finally, the model evalua-
tion method is determined, and the model is built for verifi-
cation. Edge computing supports a hierarchy of end devices,
edge computing nodes, and cloud data centers. It can pro-
vide computing resources and scale according to the number
of clients, avoiding network bottlenecks in a central location.
The principle of edge computing is shown in Figure 6.

In Figure 6, edge computing does not need to transmit
data to the cloud when processing data. It is suitable for data
analysis and intelligent processing and has the advantages of
safety, speed, and easy management. Edge computing can
better support real-time intelligent processing and execution
of local data and meet the real-time requirements of IoT
[25]. The image-based two-dimensional partial differential

equations are shown in

∂f x, yð Þ
∂x

= lim
ϵ⟶0

f x + ϵ, yð Þ − f x, yð Þ
ϵ

, ð6Þ

∂f x, yð Þ
∂y

= lim
ϵ⟶0

f x, y + ϵð Þ − f x, yð Þ
ϵ

: ð7Þ

In Equations (6) and (7), the gradient of the image is the
partial derivative of the current pixel (x, y) concerning the x
-axis and the y-axis. Therefore, the gradient can be under-
stood as the speed at which the gray value of the pixel
changes. After the image has been computed, nonmaximum
suppression can help suppress all gradient values except
local maxima to 0.

2.3. Establishment of a Spatial Interaction Design Model of
the Healthy Building in the Context of the IoT. A deep neural
network is a complex, nonlinear, and nonconvex function.
This function is then used to fit the patterns in various types
of input data so that patterns in these data can be identified.
Ultimately, it can align the model’s prediction with the
ground-truth label. The data processing of edge computing
in the context of IoT is shown in Figure 7.

Figure 7 applies a software development kit (SDK) by
providing devices adapted to different access protocols. Edge
nodes can uniformly manage and monitor different devices,
making device access simple and fast. Nodes can process
data reported by devices in real time, clear and filter data,
and authenticate devices online. It supports offline nodes
to store and encrypt local data and supports the deployment
of custom applications to edge nodes in container mode. The
cloud can manage, monitor, and operate images and con-
tainer applications unified.

Wisdom combines technical means and IoT and techni-
cal means to connect all traceable intelligent device data to
the Internet. User data is stored in a decentralized way of
IoT, and the public key and private key cannot be tampered
with to complete the verification and confirmation. Wellness
is the application direction and scenario-based on big data
artificial intelligence, applying IoT unmanned intelligent ter-
minal equipment to build smart cities and communities. The
design is simple, pays attention to the shape of the volume,
and emphasizes the contrast between the virtual and the real.
The design is simple, focusing on the shape of the volume,
emphasizing the contrast between virtual and real. The main
building complex of beige paint is appropriately matched
with warm red brick walls and a bell tower in length and
height. This highlights the modern fashion but does not lose
elegant, warm temperament, in line with children and the
elderly physical and psychological needs [26]. The wellness
building space interaction is shown in Table 2.

In Table 2, the interaction design process of VR wellness
building space in an IoT context based on deep learning and
edge computing is shown in Figure 8.

In Figure 8, the interaction design of the wellness build-
ing space is designed by combining VR technology with
deep learning [27]. According to the selected wellness build-
ing design scheme, it is operated through the client software

Internet of things platform

Agent

Management
container

Application
container

Edge gateway

Cache

Terminal

Figure 7: Data processing of edge computing in the context of IoT.
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installed on the smart mobile terminal (Android phone or
iPad) device. The wellness building design scheme has differ-
ent decoration materials, including wall color, floor selection,
sofa style, and door and window style. The somatosensory
device captures the posture of the human body and obtains
the skeleton data and motion trajectory of the human body.
The device uploads the data to the VR camera, calibrates,
and obtains the coordinates of the user’s head position or
eye position in the VR scene. Finally, the coordinate parame-
ters are corrected, and the interaction design of the Wellness
building space is completed. Table 3 shows the qualified range
of healthcare building environmental indicators and user
physiological indicators.

3. Results and Discussion

3.1. Comparison of Temperature Prediction Results in
Wellness Building Space under Different Models. According
to VR technology and deep learning theory, the model
parameter weight wi in deep learning is 0.4~0.9. The value
of edge computing ε is 0.0001. In the information processing
data, 500 groups of data are selected as the sample set, and
25 groups are selected as the interactive behavior data set
to predict wellness building space by different models—pre-
diction of the interaction behavior of wellness building
space-based on deep learning-edge computing and PSO.
The number of model iterations is 200. Figure 9 shows the
prediction results of the wellness building space interaction
design under different models.

In Figure 9, the model prediction of deep learning-edge
computing is most like the actual environment setting value.
Both particle swarm optimization and deep learning algo-
rithms have varying degrees of influence on the final predic-
tion results. The average temperature of the wellness
building space established by deep learning and edge com-
puting is 24.58 degrees. The average value of the actual envi-
ronmental measurement value is 24.49 degrees. The two
predictions are similar. The prediction of the model is suc-
cessful. The wellness building space of the PSO studied as
a comparative study predicts an average temperature of
23.60 degrees, which is quite different. As the number of
iterations increases, the average error rate of PSO increases
from 10.56% to 13.45%. The average error rate for deep
learning-edge computing is 6.40%.

3.2. Physiological Index Analysis of User Experience in
Wellness Building Space. The advantage of the wellness
building industry is that it can realize the remote supply of

Table 2: Interaction behavior of wellness building space.

Various spaces Interactive behavior

Living space Family visits, indoor walks, window sill viewing, balcony activities, watching TV, and chatting

Bed living space Sleep, nursing, and family visits

Traffic contact
space

A simple walk, rest at corridor rest, visit friends, and stop for communication

Public event space
Recreational activities, leisure communication, rehabilitation and fitness, laundry and bathing, consultation, and

prescription

Select the design scheme of
health building

Information processing module
(edge gateway)

The video information in the
architectural design scheme

is uploaded to the VR
camera, and the VR camera
projects the picture on the

wall and ground in real time

The virtual reality scene is
rendered in real time through

the rendering device

Users conduct real-time
modeling operations in

virtual reality scenes through
somatosensory devices

Complete

Figure 8: The interaction design process of wellness building space-based on VR and deep learning in the context of IoT.

Table 3: Qualified range of healthcare building environmental
indicators and user physiological indicators.

Index Indicator normal range

Building temperature 24-25°C

Body temperature 36-37°C

Systolic blood pressure 140~90 (mmHg)

Diastolic blood pressure 90~60 (mmHg)

Heart rate 60~100 (min)
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resources. Unlike traditional industries, wellness is an indus-
try that can easily achieve long-distance supply. The elderly
and subhealthy people have become the main target groups
of the wellness industry. However, according to incomplete
estimates, the current annual supply of products for the
wellness life of the elderly is between 500 billion and 700 bil-
lion yuan. Product demand continues to be strong, but effec-
tive supply is insufficient. The interaction design experience

of wellness building space is studied and analyzed according
to the user’s physiological indicators. Physiological indica-
tors are divided into three categories, 1-8 are systolic blood
pressure measurement indicators, 9-16 are diastolic blood
pressure physiological measurement indicators, and 17-24
are physiological measurement indicators. Figure 10 shows
the analysis of user physiological indicators in the wellness
building space-based on deep learning and VR technology.
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Figure 9: Prediction results of wellness building space interaction design under different models.
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Figure 10: Analysis of physiological indicators of user experience in wellness building space.
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In Figure 10, while the user experiences the wellness
building interactive design, the mean systolic blood pressure
is 122.65, and the standard deviation is 14.60. The diastolic
blood pressure mean is 74.76, and the standard deviation is
7.37. The mean heart rate is 70.19, with a standard deviation
of 6.83. And the mean of systolic blood pressure is much
larger than the standard deviation of systolic blood pressure.
While the user experiences the interaction design of the well-
ness building, the heart rate drops from 73.17 to 68.79 and
gradually becomes stable. There is no significant change in
the user’s heart rate. These data reflect the comfort of the
wellness building space-based on deep learning and VR
interaction design.

4. Discussion

The healthcare building space is predicted by building temper-
ature, and the user experience physiological indicators are
analyzed. The model based on deep learning-edge computing
predicted that the average temperature of the healthcare build-
ing space is 24.58°C. The average value of the actual environ-
mental measurement value is 24.49°C, and the predicted
value of the two is similar. These values correspond to the
appropriate temperature values for building dwellings. The
data reflects the effectiveness and feasibility of the design from
the side. In addition, when users experience the health build-
ing space, the physiological indicators conform to the normal
physiological index range. In the interactive design of
healthcare building space based on VR emotionmeasurement,
the rationality of the design of elderly care institutions is
directly proportional to the results of the emotional index scale
(physiological and psychological) of the elderly. This result is
beneficial in promoting the expression of positive emotions
in the elderly. This is consistent with the physiological indica-
tors of user experience in the research of healthcare building
space in this paper, which shows the rationality of the research
results, and reflects the comfort of healthcare building space
based on deep learning and VR interactive design.

5. Conclusion

The interaction design of wellness building space is studied
based on VR technology and deep learning theory and edge
computing. The results show that the average temperature of
the health building space established by deep learning and
edge computing is 24.58°C; the average measured value of
the actual environment is 24.49°C. The two predicted values
are similar, and the model prediction is successful. The aver-
age temperature of the health building space predicted by
the particle swarm algorithm as a comparative study is
23.60°C, which is quite different. As the number of iterations
increases, the average error rate of PSO increases from
10.56% to 13.45%. The average error rate for deep learning-
edge computing is 6.40%. While users experience the interac-
tive design of healthcare buildings, the mean value of systolic
blood pressure is 122.65, and the standard deviation is 14.60.
The diastolic blood pressure mean was 74.76, and the standard
deviation was 7.37. Themean heart rate was 70.19, with a stan-
dard deviation of 6.83. The mean of systolic blood pressure is

much larger than the standard deviation of systolic blood pres-
sure. This study has certain reference significance for the vir-
tual interaction design of healthcare building space in the
context of IoT. However, according to the development of
modern healthcare buildings, more and more intelligent
equipment may have a certain impact on the design. It is
hoped that this study can optimize the interactive design of
the health building space with the advancement of technology.
And there is no description of the services provided by the
healthcare building. In the future, effective resources will be
used for intelligent healthcare building service design.
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The arrival of the era of artificial intelligence (AI) impacts a country’s economic growth. This work was aimed at helping a country
achieve high-quality economic growth through AI. First, the penetration effect, boundary extension effect, knowledge creation
effect, and self-deepening effect of AI in the process of penetration into the economy and society are analyzed. Then, the labor
factors, capital factors, and production technology factors affecting economic growth are discussed. Furthermore, three
channels through which AI affects economic growth are proposed: the labor channel, capital channel, and productivity
channel. Finally, relevant verifications are carried out. The verification results demonstrate that AI will promote an increase in
economic growth rate in the long run but have a specific inhibitory effect in a short time. According to the research results,
sound policy suggestions are put forward for the positive impact of AI technology on economic growth, the negative effect on
labor employment and income distribution, capital accumulation and capital structure, and the effect on production efficiency.
This work has certain reference significance for the research on the economic growth rate of the national manufacturing
industry in the era of AI.

1. Introduction

Since the 21st century, artificial intelligence (AI) technology
has made breakthrough progress worldwide with the rapid
progress of the Internet and information technology. It has
accelerated penetration and integration into economic soci-
ety and promotes human culture to quickly enter the intelli-
gence era. AI is the most significant innovation in a new
generation of technology. AI products are extensively used
in all fields of production and life of human society, includ-
ing intelligent robots, smart homes, AI doctors, unmanned
factories, and autonomous vehicles. They have a profound
impact on the economic community and have gradually
become the focus of major countries [1]. Based on this,
governments worldwide have launched a new round of com-
petition around AI. The United States, Japan, Germany,
France, and other countries have successively promulgated
a series of policies and measures to support the development

of the AI industry to seize the dominant position in interna-
tional competition in the new period [2].

At present, countries have taken measures to seize the
development opportunities of AI to accelerate the penetra-
tion of AI into the economy and society. In this context, it
is essential to systematically analyze the impact channels of
AI on economic growth and explore the potential problems
and risks of AI in the process of infiltrating into the econ-
omy and society. These measurements are of great signifi-
cance for effectively preventing and responding to the
potential dangers of AI and seizing the development oppor-
tunities of AI. Acemoglu and Restrepo argue that AI affects
the wages of low-skilled workers, causing their wages to
stagnate [3]. Polusmakova and Glushchenko believe that
although AI can bring sustained returns to capital, it does
not have the potential to enable long-term economic growth
because income is the only source of investment, and the
automation brought about by AI inhibits income [4]. Yee
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and You found that AI can significantly improve productiv-
ity; however, the economic growth rate has slowed down
significantly. The authors explain it with four possible expla-
nations: estimation error, measurement error, reallocation,
and execution lag [5]. Scholars usually consider the substitu-
tion effect of AI on labor, the complementary effect, and the
productivity effect of creating new tasks when studying the
impact of AI on the economy. Nevertheless, they generally
only introduce a single effect into the constructed model
for analysis and demonstration and cannot fully reflect the
impact mechanism of AI on the economy. Therefore, this
work introduces multiple effects into the model for research
to help countries achieve high-quality economic growth
driven by innovation.

The impact of the robot-assisted industry based on deep
learning on economic growth is studied here to help the
countries achieve high-quality economic development.
Firstly, this work analyzes the four primary effects of AI in
infiltrating into the economy and society and explores three
factors affecting economic growth. Then, an analysis frame-
work of the impact of AI on economic growth is proposed,
which is composed of labor channels, capital channels, and
productivity channels. Then, the influence of AI on eco-
nomic development through three media is examined. The
test results indicate that AI has a tremendous impact on eco-
nomic growth. Finally, policy recommendations are put for-
ward for the effects. This work has particular reference
significance for the research on the effects of the robot-
assisted industry on the manufacturing economy in the con-
text of AI.

2. Impact of AI on the Economic Growth
Rate of the Manufacturing Industry

2.1. Economic Effects of AI. As the most representative tech-
nological innovation in the new round of technological
progress, AI has a wide range of penetration, almost into
all industries and links of economic society. Moreover, with
the continuous expansion of AI applications, the emergence
of new industries, departments, and occupations has acceler-
ated the adjustment and upgrading of the industry [6]. In
addition, AI can realize self-learning and self-renewal and
upgrading through machine learning and DL to realize the
self-deepening of capital and trigger all-around changes
from natural science to social science. AI has four economic
effects: penetration effect, boundary extension, knowledge
creation, and self-deepening effect [7].

Penetration effect refers to the potential of innovative
technology to integrate and penetrate all sectors of economic
society and all links of production and life and to change the
economic operation mode. As a new universal purpose tech-
nology, AI technology can directly affect the production
activities of human society, presenting strong permeability.
Unlike traditional technological innovation, AI penetration
shows the characteristics of intelligence and can penetrate
almost all industries and links of economic society. Firstly,
AI is broadly used in the industrial sector, which directly
affects the production and management of the industrial sec-
tor. Secondly, AI has the characteristics of intelligence, accel-

erating its penetration and integration with the service
industry. Finally, unlike modern technological innovation,
AI also directly affects the agricultural sector [8]. Figure 1
displays the penetration scope of AI technology in the eco-
nomic society.

According to the China Robot Industry Alliance statis-
tics, the application scope of domestic industrial robots in
2017 had affected 37 big industrial categories and 102 mid-
dle industrial categories of the national economy, covering
three major industries, and the scope of influence was still
expanding. AI and machine learning have penetrated into
almost any field. The intelligent penetration process of AI
is reflected in the substitution of AI capital for traditional
capital and the direct substitution of AI capital for labor fac-
tors [9].

Boundary extension refers to the potential of expanding
the boundaries of social work tasks and improving the work
tasks through some innovative technologies and economic
and social integration. It is another primary effect of univer-
sal purpose technology. In terms of the whole economic and
social scope, the continuous penetration and integration of
AI into the economic society will continue to give birth to
new products, technologies, business forms, and industries.
In addition, some traditional backward industries will be
eliminated from the market to realize the transformation
and upgrading of traditional industries. For the enterprises
or industry, AI can expand into new businesses, new mar-
kets, and new products and eliminate obsolete products
and traditional production jobs. In general, the boundary
extension effect of AI is as follows: (1) AI dramatically
extends and supplements human physical and mental
strength, expanding the range of tasks that humans can
complete and the upper limit of work tasks; (2) AI gradually
eliminates the old low-end production tasks for old prod-
ucts; (3) AI raises the lower limit of work tasks, adjusting
and improving the production tasks of the entire society or
industry [10, 11].

AI is a representative of creative technology in the novel
era. Its knowledge creation effect is far greater than tradi-
tional technological innovation, opening a new stage of
knowledge production from natural science to social science.
First, it promotes progress in natural science and improves
the research efficiency of natural science such as physics
and medicine. AI has innovated the method of natural sci-
ence knowledge production and created a substantial driving
force for the development of natural science. Moreover,
while expanding the research content of social sciences, it
has changed the traditional knowledge production methods,
means, and tools of social sciences, providing a massive
impetus for the development of social sciences [12, 13].

In recent years, significant breakthroughs have been
made in the new generation of information technologies,
such as mobile Internet and cloud computing. This progress
guarantees the computing power of machine learning and
deep learning. The rapid development of big data has offered
massive learning data for machine learning and deep learn-
ing. Consequently, machine learning has made significant
progress, breaks through the dependence of AI on human
programmers to a certain extent, and realizes self-learning
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and self-renewal. Then, the self-deepening effect of AI grad-
ually plays a role. The self-deepening effect is mainly mani-
fested in two aspects. First, through machine learning and
deep learning, various computer technologies have achieved
breakthroughs as “learning results,” giving AI more func-
tions and expanding the range of tasks that AI products
can accomplish, such as intelligent machines, algorithms,
or software. Second, the intelligent, robotized efficiency of
work tasks is improved through self-learning [14].

2.2. Factors Affecting Economic Growth. The analysis of eco-
nomic growth theory suggests that both the classical Cobb-
Douglas (C-D) and various economic growth models regard
labor, capital investment, and production technology level as
important variables affecting economic growth. Therefore,
discussing a country’s economic growth is inseparable from
analyzing production factors, let alone the technical analysis
[15]. Equation (1) indicates the economic output described
in the model studied by predecessors.

Yit = Ait F Lit , Kitð Þ: ð1Þ

In Equation (1), i denotes the industry; t stands for the
year; Y represents the output level; A refers to the produc-
tion technology level; L signifies the labor factor input; K
represents the capital factor input. The production function
of C-D can be written as

Yit = AitL
α
itK

β
it: ð2Þ

Equation (3) can be obtained by sorting out Equation (2).

gY = αgL + βgK + gA: ð3Þ

In Equation (3), gY , gL, gK , and gA are the growth rate of
output, labor, capital input, and production technology,
respectively. α and β represent the share of labor and capital
factors, respectively. Equation (3) shows that economic
growth results from the comprehensive action of various
factors, such as labor factors, capital factors, and production
technology levels.

2.3. Channels of AI Affecting the Economy. The theories
related to AI and economic growth suggest that the intelli-
gent penetration effect of AI is the substitution of intelligent
machines for labor and the substitution of traditional capital.
Therefore, the intelligent penetration effect will directly
affect labor and capital [16]. The boundary extension effect
manifests in the continuous birth of new production tasks
in society or industry and the gradual demise of low-end,
backward production. These changes will affect labor
employment and capital investment. Knowledge creation
and self-deepening effects affect production efficiency by
affecting the level of production technology but do not
immediately affect labor employment and capital invest-
ment. Hence, this work does not consider the impact of
knowledge creation and self-deepening on labor and capital.
Figure 2 shows the overall framework of AI and economic
growth:

Among the four basic effects of AI, intelligent penetra-
tion and boundary extension can affect the labor factors in
the production process, which are indispensable for eco-
nomic growth. AI affects labor employment and labor
income by exerting the effect of intelligent penetration. On
the one hand, AI penetrates and integrates into the economy
and society. On the other hand, AI affects the quantity and
structure of labor employment by increasing intelligent

Artificial intelligence type Artificial neural networks Expert system Robot

Agriculture

Classification and evaluation of 
agricultural product 

characteristics; Agricultural 
forecasting and modeling 

analysis.

Crop pest management, animal 
and plant nutrition management, 

farm management, greenhouse 
environmental monitoring.

Agricultural farming, sowing, 
irrigation, and harvesting tasks.

Industry Product manufacturing, mining 
detection, signal analysis, etc.

Scientific production in 
manufacturing; Intelligent 

management.

Intelligent production is 
accelerating the transformation 

and upgrading of traditional 
manufacturing industries.

Service industry

Face recognition, disease 
analysis and identification in the 
medical industry, monitoring of 

crowding in subway stations, 
weather forecast, and risk 

assessment and profit forecast 
analysis in the financial industry

Auxiliary medical diagnosis, 
education, science, military, etc.

Sweeping robot, learning robot, 
escort robot, etc.

Figure 1: Penetration scope of AI technology in economic society.
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automation and the income effect of intelligent penetration.
In addition, AI affects labor employment by creating new
industries, products, and tasks, called the boundary exten-
sion employment effect. The effect of boundary extension
on labor income level is called the income effect of boundary
extension [17, 18]. Figure 3 illustrates the influence on eco-
nomic growth due to AI’s intelligent penetration effect and
boundary extension effect on labor employment and
income.

Capital is the key factor to achieving economic growth.
AI usually affects economic growth through intelligent pen-
etration and boundary extension effects acting on capital
accumulation and capital structure [19, 20]. Figure 4 is a
visual display.

Increased productivity can generate additional resources.
Production efficiency contains two parts: technological prog-
ress and technological efficiency. Based on this, the produc-
tivity channels of AI affecting economic growth can be
divided into two impact paths: affecting technological prog-
ress and affecting technological efficiency. First, under the
influence of the intelligent penetration effect, AI may affect
production efficiency by replacing the labor force and tradi-
tional capital or by affecting the fit of connection and coop-
eration, among other factors. Second, the boundary
extension effect creates new jobs for the economy and soci-
ety, along with the disappearance of traditional backward
production capacity and the escalation of social tasks, affect-
ing production efficiency. The role of knowledge creation
refers to the influence of intelligent machines on scientific
knowledge. The intelligent automation of production has
been realized with the progress of scientific knowledge.
Knowledge production efficiency will increase exponentially
and create a large amount of scientific knowledge for society.
Scientific knowledge may affect production efficiency

through guiding research and development practice or
knowledge transformation and application. Finally, the
self-deepening effect is manifested in the continuous self-
renewal and upgrading of intelligent machines through
machine learning, especially DL. It can further improve the
production efficiency of intelligent machines and promote
the continuous reform of the management mode of micro
subjects, society, and economic and social organizations
[21, 22]. Figure 5 presents the four economic effects of AI
on economic growth by affecting technological progress
and efficiency.

3. Research Methodology and Framework

Figure 6 displays the main framework of this research.
This work investigated labor force education in various

industries in recent years. Table 1 shows the industry and
corresponding serial numbers.

Figure 7 shows the education situation of workers in var-
ious industries.

The following primary hypotheses are made based on
the survey data:

Hypothesis 1. In a closed economy, there are two sectors:
manufacturers and households. The production department
is in a completely competitive market, and only one manu-
facturer is producing the final product in the whole society.
The elasticity of substitution of factor is σ ∈ ð1,∞Þ. Equation
(4) indicates the production function:

Y = A
ðN
N−1

y xð Þσ−1/σdx
� �σ/σ−1

: ð4Þ

Artificial
intelligence

Smart penetration Boundary extension Knowledge creation Self-deepening

Work Capital Production
technology

Economic growth

Labor channel
Capital channel Productivity channel

Figure 2: Overall framework of AI affecting economic growth.
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In Equation (4), x represents the work task, and x ∈ ½N
− 1,N� represents the number of work tasks standardized
to 1 in economic society. It is even more difficult to produce
from production task N − 1 to N . yðxÞ represents the output
of task x. If the price of the final product is standardized as 1,
Equation (5) describes the utility preference of the family
under the static model.

u tð Þ = Ce−v Lð Þ� �1−θ − 1
1 − θ

: ð5Þ

In Equation (5), C represents consumption, and L indi-
cates the labor supply of the household sector. The labor
supply meets the conditions v′ðLÞ =W/C > 0 and v′′ðLÞ >
0. The consumption level is C = RK +WL. K represents
the capital provided by the household sector. If capital is

inelastic to changes in intelligent automation, the equilib-
rium labor supply satisfies

L = Ls
W
RK

� �
: ð6Þ

Suppose that w =W/RK , indicating the salary level after
standardization.

Hypothesis 2. Based on the impact of AI on labor employ-
ment structure and referring to existing studies, labor
heterogeneity is divided into the high-skilled labor force
and low-skilled labor force. The high-skilled labor force
is engaged in work tasks with low repeatability and rela-
tively high creativity. The low-skilled labor force is

Artificial
intelligence 

Smart penetration Boundary extension

Number of
employment

Labor employment
structure

Labor income

Skills earnings gap

Revenue effects of
smart penetration

�e income effect
of boundary
extension 

�e employment
effect of smart
penetration.

Employment effects
of boundary

extension

Employment path Income path

Economic growth

Figure 3: Labor channels of AI affecting economic growth.

Artificial intelligence

Smart penetration Boundary extension

Return on capital

Capital
accumulation Capital structure Capital accumulation

pathway 
Capital structure

pathway

Economic growth

Figure 4: AI’s capital channels affecting economic growth.
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engaged in tasks with high repeatability and relatively low
creativity [23].

Hypothesis 3. In terms of the intelligent penetration effect, AI
involves both intelligent penetration I of low-end work tasks
and intelligent penetration I ′ of high-end work tasks when
integrating with the economic society. I ∈ ½N − 1,N� is the
upper bound of low-end task intelligent penetration. When
x ≤ I, the work task can be completed by an intelligent
machine or labor force. M ∈ ½I,N� is set as the upper bound
of low-skilled work tasks. When I < x ≤M, the work task can
be completed by both low-skilled and high-skilled labor
force. I ′ ∈ ½M,N� is set as the upper bound of intelligent pen-

etration of high-end tasks. When M < x ≤ I ′, the work task
can be completed by both intelligent machines and highly
skilled labor. When I ′ < x ≤N , work tasks can only be com-
pleted by highly skilled labor [24]. In terms of the boundary
extension effect, the development of AI will give birth to new
work tasks. The industry’s work task boundary will be
expanded, the upper bound N will be improved, and the
industrial structure will be optimized and upgraded.

Hypothesis 4. The improvement difficulty of intelligent
penetration I of low-end work tasks is greater than that of
high-end work tasks I ′ due to the difficulty of work tasks.
Hence, ΔI > ΔI ′, and N − I ′ >M − I.

Artificial intelligence

Boundary extension Knowledge creation

TFP

Technological
progress 

Technical
efficiency

Technological
progress path

Technical efficiency
path

Economic growth

Self-deepeningSmart penetration 

Figure 5: AI affecting economic growth through productivity channels.
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Hypothesis 5. Production efficiency γLðxÞ of low-skilled labor
on ðI,M� is equal to production efficiency γHðxÞ of the
highly skilled labor force on ðI ′,M�, and the labor force
has comparative advantages in complex production tasks.
Then, production efficiency γMðxÞ of intelligent machines
is constant at 1.

Hypothesis 6. Since the penetration of AI in the economic
society is still in its infancy, AI will improve labor produc-
tivity [25].

Based on the basic theoretical assumptions, a model is
established for analysis to further explore the impact of AI
on economic growth through the number of employed
workforce and employment structure. Equation (7) is
derived by sorting out and solving the objective function
equation of the final output.

Y = A I −N + 1 + I ′ −M
� �1/σ

K σ−1ð Þ/σ
�

+
ðM
I
γL xð Þσ−1dx

� �1/σ
L σ−1ð Þ/σ
L

+
ðN
I ′
γH xð Þσ−1dx

� �1/σ
L σ−1ð Þ/σ
H

#σ/ σ−1ð Þ
:

ð7Þ

In Equation (7), LH and LL are the numbers of high-
skilled and low-skilled labor forces, respectively. Equation
(8) can be obtained according to Equation (7).

∂Y
∂N

= 1
σ − 1 γH Nð Þσ−1

ðN
I ′
γH xð Þσ−1dx

� � 1/σð Þ−1
L σ−1ð Þ/σ
H Y1/σ

−
1

σ − 1 I −N + 1 + I ′ −M
� � 1/σð Þ−1

K σ−1ð Þ/σY1/σ:

ð8Þ

Capital income is used to standardize the wage income
of two types of the labor force to analyze the impact of AI
on labor income. Then, Equation (9) holds.

dlnw
dI

= −
1

σ + ε
I −N + 1 + I ′ −M

� �−1
−

1
σ + ε

γ Ið ÞÐN
I γ xð Þσ−1dx

:

ð9Þ

Equation (9) shows that because σ + εH > 0 and ðI −N

+ 1 + I ′ −MÞ > 0, dlnwH/dI = −ð1/σ + εHÞ
ðI −N + 1 + I ′ −MÞ−1 < 0. The intelligent penetration of AI
in work tasks makes the standardized labor wage level show
a downward trend. It is because intelligent penetration
brings intelligent machines to replace skilled labor, the
return on capital increases, and the relative income level of
skilled labor shows a downward trend. The impact of intelli-
gent penetration on the income gap between high- and low-
skilled labor is explored and analyzed. Equation (10)
describes the labor skill premium.

ln WH

WL

� �
= ln WH

RK

� �
− ln WL

RK

� �
: ð10Þ

The labor force with high education level has higher
working time elasticity and labor participation elasticity, that
is, εH > εL. Therefore, Equation (11) can be obtained by sort-
ing Equation (10).

dln wH

wL

� �
= 1

σ + εL
−

1
σ + εH

� �
I −N + 1 + I ′ −M

� �−1

� dI + dI ′
� �

+ 1
σ + εL

γL Ið Þσ−1ÐM
I γL xð Þσ−1dx

dI

−
1

σ + εH

γH I ′
� �

ÐN
I ′ γH xð Þσ−1dx

dI ′:

ð11Þ

Equation (11) indicates the impact of intelligent penetra-
tion on the income gap between high- and low-skilled labor
forces. wL and wH represent the wage level of low-skilled and
high-skilled labor force, respectively. The equation shows
that intelligent penetration will expand the income gap
between high- and low-skilled labor forces. On the impact
of the level of intelligent penetration on the return of capital
relative factors, after the objective function equation is

Table 1: Industry and the corresponding number.

Industry
Serial
number

Agriculture, forestry, animal husbandry, and fishery A

Mining industry B

Manufacturing industry C

Production and supply industry of electricity, heat, gas,
and water

D

Construction industry E

Wholesale and retail F

Transportation, storage, and postal services G

Accommodation and catering H

Information transmission, software, and information
technology services

I

Finance J

Real estate K

Leasing and business services L

Scientific research and technology services M

Water conservancy, environment, and public facilities
management

N

Residential services, repair, and other services O

Education P

Health and social work Q

Culture, sports, and entertainment R

Public administration, social security, and social
organizations

S
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sorted and solved, Equation (12) can be obtained:

dlnw
dI

= −
φ ε − σð Þ
1 − σ

· γ Ið Þσ−1ÐN
I γ xð Þσ−1dx

−
φ ε − σð Þ
1 − σ

· γM Ið Þσ−1Ð I
N−1 γM xð Þσ−1dx

:

ð12Þ

Equation (12) suggests that as intelligent penetration
deepens, the relative return of capital increases. While
attracting AI capital investment, it will crowd out traditional
capital investment. AI capital has cost advantages over labor
and traditional capital, resulting in a decline in the growth
rate of relative return of capital. When the increased AI cap-
ital is difficult to make up for the squeezed out traditional
capital, the capital accumulation shows a downward trend.
Equation (13) indicates the effect of the extension effect on
capital accumulation by affecting the relative factor price.

d ln K
dN

= d ln K
d ln w

∗
dlnw
dN

= φ ε − σð Þ2
1 − σð Þ2

· γ Nð Þσ−1ÐN
I γ xð Þσ−1dx

+ γM N − 1ð Þσ−1Ð I
N−1 γM xð Þσ−1dx

" #
:

ð13Þ

Equation (13) shows the rise in the relative return of cap-
ital and the capital accumulation under the boundary exten-
sion effect of AI. Equations (12) and (13) illustrate that the
impact of AI on capital accumulation is lagging, which
makes capital accumulation decline first and then rise.

4. Research Results and
Policy Recommendations

4.1. Research Results. It comes to the following conclusions
through the basic assumptions based on survey data and
analysis, as well as the support of theory and equations.

A B C D E F G H I J K L M N O P Q R S
0

10
20
30
40
50
60
70
80
90

100

Industry class

Undergraduate and above
Specialist and above
High school and below

Pe
rc

en
ta

ge
 (%

)

(a)

A B C D E F G H I J K L M N O P Q R S
6

8

10

12

14

16

18

Industry class

A
ve

ra
ge

 y
ea

rs
 o

f r
ec

ei
vi

ng
 ed

uc
at

io
n

(b)

Figure 7: Education level of workers in various industries ((a) the proportion of different academic qualifications in each industry and (b)
the average years of receiving education in each industry).

8 Wireless Communications and Mobile Computing



Conclusion 1. AI affects economic growth through labor
employment and labor income. (1) The impact of AI on
labor employment has a lag, making the labor employment
level first fall and then rise. It is primarily manifested in
the decline of the employment level of the low-skilled labor
force and the rise of the employment level of the high-
skilled labor force, driving the economy to decline first and
then rise. (2) The impact of AI on the level of labor income
lags. The level of labor income decreases first and then rises,
promoting the economy to decline first and then rise. (3)
The impact of AI on the skill income gap also lags. The skill
income gap first expands and then narrows in time, making
the economic growth decline first and then rise by acting on
the labor income gap. Figure 8 shows the details.

Conclusion 2. AI affects economic growth through capital
accumulation and capital structure. (1) AI has a lagging
impact on capital accumulation, making capital accumula-
tion decline first and then rise; consequently, economic
growth declines first and then rises. (2) AI promotes eco-

nomic growth by acting on capital structure. Figure 9 pre-
sents the details.

Conclusion 3. AI affects economic growth through techno-
logical progress and technological efficiency. (1) AI can
boost economic growth by promoting the progress of
cutting-edge technology. (2) AI can stimulate economic
growth by improving technical efficiency. Figure 10 shows
the specific contents.

4.2. Policy Proposals. Based on the above conclusions, the
specific policy recommendations are as follows.

Recommendation 1. It is necessary to increase support
for basic research on AI-related technologies to give full play
to its positive role in economic; it is essential to adhere to the
AI technology innovation as the breakthrough of economic
growth, accelerate the improvement of the top-level design
and industry norms for the development of AI industry,
and expand the scale of AI industry and AI industry chain.
In addition, AI, employment, and income distribution need
to be incorporated into the statistical monitoring system to

Artificial intelligence

Labor employment Labor income

Number of
employment

Labor employment
structure: Low-skilled

High-skilled 

Labor income

Skills earnings gap

Positive economic
growth

Figure 8: Schematic diagram of action direction of labor channel.
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Figure 9: Schematic diagram of the action direction of capital effect.
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promote the deep integration of AI and industry in stages
and with emphasis.

Recommendation 2. Given the negative effect of AI tech-
nology on labor employment and income distribution, it is
necessary to expand the coverage of social security policies,
sincerely implement the unemployment insurance and assis-
tance policies, and reduce the unstable factors caused by
unemployment and wage decline. In addition, it is essential
to deepen the reform of AI-oriented curriculum and skills
in higher education and accelerate the improvement of labor
market-oriented education. The scale of automation in low-
skilled sectors needs to be appropriately controlled to
prevent large-scale unemployment in low-skilled sectors
due to AI penetration.

Recommendation 3. The supply-side structural reform
shall advance for the effect of AI technology on capital accu-
mulation and capital structure; it is also necessary to acceler-
ate the improvement of the market exit mechanism to
remove inefficient and backward production capacity from
the market as soon as possible. According to the characteris-
tics of different industries, the penetration and integration of
AI into industries should be promoted in a focused and tar-
geted manner. Besides, capital allocation and production
efficiency in the industry need to be improved. It is essential
to improve the construction of high-skilled talents, such as
optimizing the talent training mechanism based on key col-
leges, strengthening the construction of innovative talent
teams, and introducing more high-level overseas talents.

Recommendation 4. Regarding the effect of AI technol-
ogy on production efficiency, it is essential to promote the
continuous development of strategic emerging industries
such as new materials and new energy. Besides, active explo-
ration is required for the possible penetration fields of AI
and promotes the deep integration of AI with industries
such as new materials and new energy. The production

and research and development process of enterprises related
to new materials and new energy can be used as a testing
ground for AI to promote the continuous upgrading of AI
and give full play to its efficiency. Attention should be paid
to the application of AI technology such as machine learning
in scientific research. Besides, enterprises and scientific
research institutions in the field of AI should be encouraged
to strengthen exchanges and cooperation with overseas
advanced technical teams to realize the deep application of
AI technology in the research process of various fields.

5. Conclusion

This work studies the impact of the DL-based robot-assisted
industry on the economic growth rate. First, an analysis is
conducted on the intelligent penetration effect, boundary
extension effect, knowledge creation effect, and self-
deepening effect of AI in economic and social penetration.
Besides, the labor factors, capital factors, and production
technology factors affecting economic growth are discussed.
Then, the analysis framework of AI’s impact on economic
growth is proposed, consisting of the labor channel, capital
channel, and productivity channel. Finally, AI’s impact on
economic growth through three channels is tested. The test
results show that AI technology can promote long-term eco-
nomic growth and even exponential growth. Meanwhile, the
labor force was liberated from mechanized, low-knowledge,
and creative work and turned into programmed, open-
ended mental work. New jobs have continuously increased
the demand for high-skilled labor, raised real wages, and
promoted high-quality economic growth. Moreover, the
rapid penetration of AI in the economic society will attract
more capital accumulation, increase capital investment,
improve capital production efficiency, and support macro-
economic growth. In addition, it can significantly improve
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Figure 10: Effect orientation of AI.

10 Wireless Communications and Mobile Computing



technical efficiency, reflected in the growth of total factor
productivity, and provide more power for economic growth.
Finally, the research conclusions are summarized, and corre-
sponding policy recommendations are put forward.

Compared with previous studies, this work more com-
prehensively demonstrates the influence mechanism of AI
on the economy by introducing four effects into the model
for analysis. Due to limited capacity, this work does not
consider the impact of AI on economic growth under the
background of the declining supply of the right-age labor
force and the aging population simultaneously. The follow-
up research will be optimized from this aspect. This work
has particular reference significance for the research on the
impact of the robot-assisted industry on the manufacturing
economy in the AI era.
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The purpose is to solve the problems that the traditional teaching methods limit the openness and extension of the music
classroom, the interaction between teachers and students, the environment of students’ autonomous learning, and the music
teaching situation. Wireless local area networks, Bluetooth, and intelligent transmission channels based on specific frequency
can replace wired audio transmission and are widely used in the digital music classroom. Moodle system is used to build a
music teaching network system based on the analysis of previous studies and the existing music teaching network platform.
The system combines with Convolutional Neural Network (CNN) structure based on cloud computing to effectively identify
and create music scores. The system effectiveness is further proved by analyzing the learning effect of the students and
teaching effect of teachers in the conservatory of music. The results show that the system makes the experience of teachers and
students in the teaching system different from before, and students can freely choose the time and place of class. In addition,
the teaching method is flexible, and the teaching methods and resources are real-time. Therefore, in the music teaching
network course, it overcomes some shortcomings of the traditional teaching mode. The music class is open and flexible.
Teachers and students can have more interactive behavior and realize the students’ self-study and music teaching environment.
This exploration can provide a theoretical basis and practical experience for music-related teaching.

1. Introduction

Today, cloud computing is not a strange word. Cloud com-
puting is a service model related to the Internet [1]. In gen-
eral, it is a calculation of dynamic virtual resources. This
resource is provided by the Internet [2], so the cloud is the
name of this resource-providing network. Like clouds in
the sky, the amount of resources in these “clouds” is infinite
and can be accessed at any time. Access costs are also quite
low [3]. The access method is also very convenient. It only
needs a computer or a mobile phone. Cloud computing is
very fast, and it can reach 100,000 computing cycles per sec-
ond, which allows users to use this computing power to meet
their needs. For example, cloud computing can be used to
simulate the changing trend of the market economy. Then,
according to the simulation results, people can take certain
business actions, such as buying or selling stocks [4]. The
advancement of network and multimedia technology has

provided new support for education reform and develop-
ment [5]. The purpose is to satisfy the different conditions
of educational reform for different disciplines, diversify the
teaching form, and make the teaching resources more
vibrant and colorful. It can meet the needs of different types
of students and different classes and improve teaching
efficiency and teacher-student satisfaction. The Moodle
teaching platform is deeply studied based on traditional
disciplines with modern network technology and cloud
computing technology. Moreover, the traditional teaching
model of music discipline is analyzed [6]. Based on the
actual curriculum of the music subject, the two are innova-
tively integrated by integrating the constructivist learning
theory to satisfy the actual creation conditions of the music
curriculum in this system [7]. Based on the basic functions
of the Moodle platform, the functional modules are redeve-
loped to expand the functional modules of their learning
activities [8]. An effective music teaching system based on
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the Moodle platform is developed. It provides a reference for
the development of Moodle platform online course, educa-
tion information, and music education.

Specific operations are as follows. First, cloud computing
technology is used to summarize and analyze the current
music teaching situation in all colleges. For example, how
do teachers teach and what music students like? Then, the
data of online music playing, downloading, and online kara-
oke songs from computers, TV, mobile phones, and other
media are analyzed using cloud computing technology.
Then, the data and all kinds of data information obtained
from the analysis are input into the online music education
curriculum system and used for reference to enrich teaching
resources and teaching forms. For example, exercises in class
can adopt the form of karaoke songs, which can systemati-
cally input the songs sung by students. Then, the songs can
be compared with those previously recorded in cloud com-
puting data to summarize the advantages and disadvantages
of students’ singing performance and evaluate the system
scores.

E-learning is an educational model that establishes new
communication mechanisms and interactions between peo-
ple through the support of the network [9]. The research
can promote the birth of the online teaching platform to
promote the development of new learning methods of online
learning [10]. Therefore, some shortcomings of the tradi-
tional teaching model are overcome in the network course
of music education. The network teaching platform supple-
ments the shortcomings of the traditional teaching mode
and enriches the teaching activities. In traditional teaching,
teachers talk more, and the teaching form is single. Com-
pared with traditional teaching, online learning has more
diversified teaching modes and abundant teaching resources,
effectively improving students’ sense of participation and
teaching efficiency. It will become an indispensable teaching
method and application in future teaching [11].

The informationization of music education is the inevita-
ble requirement of improving music teaching and innovating
music classroom teaching mode. The digital construction
of the music classroom is the performance of the close
combination of music discipline and educational informa-
tization. Unlike traditional wireless systems, such as Wire-
less Local Area Networks and Bluetooth, the intelligent
transmission channel based on a specific frequency can
send a series of low-power pulses on broadband. The inter-
ference caused by a wider spectrum, lower power, and
impulsive data is less than that caused by traditional wire-
less solutions. Hence, it can meet all the applications of
traditional wireless in the digital music classroom and pro-
vide comparable performance with wired in the indoor
wireless environment.

Learning resources are the support of network teaching.
All kinds of excellent learning resources are integrated. Con-
structing the teaching resource library has become the devel-
opment trend of online education. The open-source network
teaching platform comes into being under this demand [12].
Open source is an abbreviation for open source code. In the
open-source agreement, the developer’s rights are guaran-
teed. Meanwhile, users can enjoy the right to copy, distrib-

ute, and modify freely. The Moodle platform is one of the
open-source teaching platforms.

2. State of the Art

Chinese educationists’ teaching ideas and practices uncon-
sciously contain the idea of effective teaching. They are
mainly embodied in the teaching aims, methods, and princi-
ples [13]. Exploration of teaching efficiency starts from a
primitive tribe in China and has a long history. Confucian
ideology about the teaching of students according to their
aptitude and western-style schools reflects Chinese’ pursuit
for teaching efficiency. It is embodied in many ways [14].
The basic principles of the effective teaching idea are applied
in practical teaching and learning, including the humanities
and social sciences. It has achieved some success. Many
studies abroad apply the effective teaching idea to music
teaching.

These research theories are tightly integrated with the
practice of music teaching. First, the teaching theory is
enriched by it. Then, it has instructive significance for the
content and method of the music. There is a strong criticism
of the past teacher education model in modern western
countries [15]. It thinks that it only focuses on imparting
the principles of education and teaching content, which is
far from reality. For example, German scholar Hart believes
that the former teaching philosophy still plays a major role
in nurturing teachers. In other words, the teaching material
of the theory can hardly be reflected in the actual examina-
tion [16]. The discussion of teaching theory is relatively
isolated from each other and stands in their respective posi-
tions. They ignore reality and work without thinking. In the
reform of teacher education, the western developed coun-
tries have always been in a leading position, but the effect
is not so obvious. There is a contradiction. First, multiple
scholars are actively engaged in studying the effective teach-
ing idea. Then, they engage in a rigid and unrealistic educa-
tional model [17–19]. Compared with the domestic,
although the application of the effective teaching idea in
the music has not been mature in the teaching of music,
the attention of this kind of research is still very high. In
addition, the application research of the effective teaching
idea in music only stays in the superficial change, and there
are no deeper research results. In the practice of music
teaching, it is difficult to put forward an excellent suggestion.
Quite a few countries have applied the effective teaching idea
widely in the practice of music research [20–23]. Learning is
the process of students’ self-construction cognition. The per-
fect knowledge system is just a repository of theories, so
learners should build up their own knowledge of the real
world. There are many studies on the practical behavior of
music teaching as an experimental method of the effective
teaching idea, and they also draw good conclusions.

The achievement of efficient teaching needs certain
conditions. This condition is the method and approach for
effective teaching. The educators and practitioners attach
importance to teaching efficiency and actively explore and
seek effective teaching methods and ways. At present, the
research on the effective teaching idea is mainly
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concentrated in the psychology and educational circles in
China. If the application of the effective teaching idea in
music is taken as the keyword, there are only six papers in
this field. Among them, half of the main content is to ana-
lyze and study the curriculum system, and the other three
are to study music teaching in teacher’s college. Moreover,
few citations and download times show that few people
pay attention to it [24–26]. From the above analysis, the
importance of the effective teaching idea is not emphasized
in music teaching in China. The students’ curiosity and
thirst for knowledge should be used in music teaching. In
this way, students’ enthusiasm and initiative can be greatly
inspired, and students can achieve an efficient combination
of theory and performance in music learning. The effective-
ness of teaching idea of teacher education is a scientific and
advanced concept in the world, but it has not been widely
applied. Therefore, in order to achieve the expected teaching
effect, it is necessary to influence students through teachers’
routine teaching behavior, thus obtaining satisfactory learn-
ing effect [27].

According to the practical problems, such as high main-
tenance costs, delayed updates, and insufficient teaching
resources in colleges, scholars analyzed the related concepts
of CCAI (Cloud Computing and Artificial Intelligence) and
discussed the materialization of cloud computing. In addi-
tion, cloud platform status and cloud service modes of PaaS,
SaaS, and laas are also analyzed. Combined with the teaching
design and the organization of teaching resources, the access
technology of the domestic typical cloud platform and the
Google App Engine “public cloud” platform is discussed,
and the cloud software supporting CCAI and the perfor-
mance of CCAI under different cloud services are discussed
[28, 29].

To sum up, music teaching has gradually developed
towards the direction of music education informatization.
While realizing the new reform of music teaching, it also
leads the new concept of music teaching and effectively pro-
motes the development of music teaching. However, there is
a lack of a mature teaching system according to the charac-
teristics of music teaching. Based on this, from the perspec-
tive of actual needs, this thesis will introduce a neural
network model to improve the recognition efficiency of the
music score and then realize a set of network teaching sys-
tems that makes full use of teaching resources.

3. Methodology

3.1. Research Subjects. Six teachers and 100 students of
music performance major in Northeast Petroleum Univer-
sity are selected as the research subjects. The students and
teachers are divided into experimental and control groups,
with three teachers and 50 students in each group. Before
the experiment, the scores of 100 students are basically the
same. Teachers spend the same amount of time preparing
lessons, effectively attending classes, correcting homework
after class, and evaluating grades.

Teachers in the experimental group take the music
teaching system under the Moodle platform for classes. Stu-
dents attend classes on time, complete the homework

assigned by teachers on time, and submit it on the system.
Teachers in the control group take the traditional teaching
form. Students attend classes on time and complete home-
work assigned by teachers on time.

After half a semester, the six teachers are interviewed
about preparing lessons, reviewing homework, and evaluat-
ing their grades in class and after class. Besides, in the exper-
imental group, the curriculum design, curriculum resource
design, curriculum activity design, curriculum interface
design, and curriculum evaluation design of the system are
required to be evaluated by teachers. In addition, five profes-
sional achievements of 100 students are compared, including
vocal music, the theoretical basis of music, rhythm training,
Chinese and foreign music history, and songwriting.

3.2. Analysis of Music Teaching Needs under Moodle
Platform. The Moodle platform is developed based on con-
structivist theory. The functional view of the Moodle plat-
form, which is emphasized by the constructivist theory, is
also basically satisfied. There are five functional modules in
the platform. They are user management, course develop-
ment, teaching activities, evaluation management, and man-
agement of learning process tracking. Based on Moodle
platform, as for the teaching system design, specific curricu-
lum in the music discipline should be involved to analyze the
requirements of the music teaching system, as shown in
Figure 1.

As for the system of music teaching based on Moodle
platform, the role of a system administrator, teacher, course
creator, a teacher without editorial authority, students, and
visitors should be included in the design of the user role.
The course creator creates a new course for others on the
platform, authorizes the teacher’s authority, and approves
the student’s admission. Teachers can conduct all activities
within the course. Teachers without edit rights can partici-
pate in all activities in the course but cannot edit or change
activities.

The use of system administrators, teachers, and students
is mainly analyzed. System administrator application: the
system administrator controls the highest authority in the
system and authorizes other user role permissions in the sys-
tem, as shown in Figure 2.

In the Moodle platform music teaching system, the real-
ization of the system is also an achievement of the change of
teacher’s role. The teacher is transferred from the traditional
knowledge-teacher, mainly composed of “teaching”, to the
leader, organizer, and evaluator of teaching activities. When
systematic teaching is carried out, the problems and teaching
objectives to be solved are clearly defined by teachers to cre-
ate an online learning environment. According to the trans-
formation of the teacher’s role, the functional module design
for the teacher is shown in Figure 3.

Students are the subject of knowledge learning. In the
Moodle platform music teaching system, all the teaching
contents are always carried out around the students’ learn-
ing. They are system users and the main participants, collab-
orators, and evaluators in the learning activities. Students
complete the various functions for the student function
module by using a computer connected to the Internet.
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Through research and analysis, the student-oriented func-
tional modules in the system are listed in detail, as shown
in Figure 4.

In the online music teaching platform, the wireless trans-
mission equipment needs to support the synchronous access
of multiple devices to realize the cable replacement between
traditional musical instruments and electronic musical
instruments and tuning equipment. The musical instru-
ments in students’ hands are wirelessly connected with the
tuning equipment through wireless communication technol-

ogy. Hence, students can hold musical instruments and
move freely in the classroom. They can also plug and play
to simplify the steps of using musical instruments. After
the wireless transmission of the device, teacher management
is also particularly important. The wireless device is con-
nected to the network transceiver through integration. The
teacher monitors the working status of all wireless transmit-
ting devices in real-time through the teacher control software
under the transmission network to realize the effective audio
output under the one-to-many management mode. The tun-
ing interface is open for teachers to realize the effect manage-
ment of digital mixer. Teachers simulate the best tuning effect
by choosing different performance modes and complete the
unity of teaching and learning through the interaction
between teachers and students provided by digital music man-
agement software.

3.3. System Specific Design. According to the system require-
ments analysis, the music teaching system based on Moodle
platform is constructed. The aim is to conduct online teach-
ing of music subjects through the Moodle platform and real-
ize the integration of teaching and learning on the network
environment platform. This thesis was aimed at scientifically
combining the music course teaching with the Moodle open-
source teaching platform and strives to develop and design a
music teaching system based on the Moodle platform. The
shortcomings of traditional music classes are supplemented.
Students study music in the online environment. It provides
a reference for music educators and promotes the develop-
ment of music teaching.

User
management

Course
development

Pedagogical
practices

Evaluation
management

Learning
process
tracking

management

Moodle platform music teaching system

Figure 1: Functional block diagram of the music teaching system on the basis of Moodle platform.
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Figure 2: Application permissions of system administrators.

Teacher

Personal
information
management
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management
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Figure 3: Application permissions of teacher.
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The Moodle platform itself is a way of constructivist the-
ory. In the Moodle platform, various common social soft-
ware is integrated, such as blogs (weblogs), wikis
(multiperson collaborative writing tools), and RSS (online
news). Various social software is integrated to achieve a
diversity of teaching activities and learning evaluation
methods. In the Moodle platform, the role of the teacher
has been changed. In the Moodle platform, the teacher’s task
is the design of teaching resources and teaching activities,
rather than the design of teaching content in traditional
teaching. Therefore, the design of the music teaching system
under the Moodle platform should be guided by constructiv-
ist learning theory and teaching system design theory. Music
lessons’ flexibility, openness, and interactivity based on the
Moodle platform are realized.

The music teaching system based on the Moodle
platform adopts the modular structure system design. Sys-
tem engineering perspectives and methods are applied. The
modular design of the system emphasizes learning-
centered. The modular structure is used as a guiding ideol-
ogy. The overall platform system is designed. Figure 5 shows
the flow chart of the design method of the music teaching
system in the Moodle platform.

3.4. Audio Transmission Technology of Digital Music
Classroom. Wireless transmission equipment needs to sup-
port synchronous access of multiple devices to realize cable
replacement among traditional musical instruments, elec-
tronic musical instruments, and tuning equipment [30, 31].
Through wireless communication technology, the musical
instruments in students’ hands are wirelessly connected with
tuning equipment. It enables students to hold musical
instruments and move freely in the classroom. Besides, it
can achieve the plug-and-play function, simplifying the steps
of using musical instruments [32]. Low-power pulses are
sent over a wide frequency through a specific frequency
intelligent transmission channel. This transmission mode

has a wide spectrum, low power, and nerve impulse, so the
interference in the transmission process is relatively small,
and the transmission efficiency can be comparable with that
of a wired digital music classroom. In a complete digital
music classroom, when configuring the receiving end and
transmitting end of wireless audio transmission, the number
of transmitting ends is configured according to the number
of students’ synchronous performance needs, and the receiv-
ing end is connected to the active speaker or mixer [33]. In
the network environment, teachers control the switch of
any transmitter and equalize the timbre on the management
software of digital music classrooms to realize the effect
management of digital mixer. Teachers can simulate the best
tuning effect by choosing the current performance mode.
The unity of teaching and learning is realized through the
interaction between teachers and students provided by digi-
tal music management software.

The audio transmission system is connected with the
computer display platform. The performance process of
sound effects of musical instruments can be directly dis-
played on the screen through the spectrum-making software.
Then, students can intuitively and audiovisual synchro-
nously understand the sound generation mode of music the-
ory and the location of different high and low audio
frequencies.

3.5. Music Recognition Method Based on Neural Network.
Due to the complex structure and great implementation dif-
ficulty of traditional music score recognition algorithms and
the low accuracy of existing commercial recognition soft-
ware, it is necessary to study an easy-to-implement and
high-precision algorithm. According to the previous
research, a music recognition method based on a neural net-
work is proposed. Figure 1 shows the principle of the identi-
fication method. First, the height of the input music score
image is fixed to 128 pixel, and the width is scaled up and
down. Then, the noise is added to simulate all kinds of
unsatisfactory music score images in the real environment.
Next, a five-layer residual Convolutional Neural Network
(CNN) is used to extract different levels of features from
the note information in the image. Meanwhile, the deep
semantic feature information is fused with the shallow detail
feature information in multiscale. Through the cross supple-
ment of multilevel information, more perfect feature infor-
mation is provided for the next stage of note recognition.
Finally, the dimension transformation of the extracted fea-
ture sequence is performed and used as the input of the note
recognition part. Bisru completes the recognition of the note
sequence. The Connectionist Temporal Classification (CTC)
function is adopted, with no forced alignment requirements
on the dataset. Figure 6 shows the specific structure.

In the score image, the notes are discrete and evenly dis-
tributed, mainly composed of straight lines or curves in mul-
tiple directions, solid or hollow near circle graphics. The
convolutional layer in CNN has local connection and weight
sharing characteristics, which is conducive to extracting the
edge features and position information of notes. Therefore,
CNN is used to extract the features of notes in the music
score image. The activation function layer can enhance the

Student

Personal
information
management

View course
and academic
information

Curricula-variable

Complete
assignments and

quizzes

Independent study

Figure 4: Application permissions of student.
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expression ability of CNN and make CNN have differentia-
bility to realize the nonlinear mapping of music score image
from low dimensional simple features to high dimensional
complex features. On the premise of retaining the main fea-
tures of the convolutional layer, the pooling layer reduces
the amount of weight parameters, speeds up the calculation
speed, and prevents overfitting problems. It is usually neces-
sary to increase the layer width or depth of CNN to improve
the detection accuracy of the model. However, in the process
of parameter updating, the gradient disappearance/explo-
sion problem is easy to occur, leading to the model’s
nonconvergence.

When using CNN to extract note features, the convolu-
tional layer increases, making the model extract features of
different levels of information. Shallow features generally
include note location and edge information. Although the
resolution is small, deep features have rich semantic infor-

mation, which can help the network to recognize notes bet-
ter. However, due to the lack of detailed features in the
shallow network, the recognition accuracy of notes may be
affected. Therefore, in note recognition, the deep semantic
information and shallow detail information of CNN are
fused in multiscale. Figure 7 shows the specific process.

Many kinds of networks can effectively recognize the
notes in the music score image. The note type and order in
each score are fixed due to the note sequence. Moreover,
the notes at the current moment have a strong correlation
with the notes before and after. In the experiment, recurrent
neural networks (RNN) are used to recognize notes. RNN is
prone to gradient disappearance in the training process due
to the large data length. Therefore, it is necessary to control
the information flow through the long short-term memory
(LSTM) network with “gate mechanism” or gated unit to
alleviate the potential problem of gradient disappearance.

Systematic planning

System analysis

Systematic design

System implementation

System maintenance

Figure 5: System design diagram.

Score
content

Residual_Conv_1

Residual_Conv_2 Residual_Conv_3 Residual_Conv_4 Residual_Conv_5

Feature maps-1 Feature maps-2

Bisru

Figure 6: Music recognition method based on neural network.
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However, the forget gate, input gate, and unit state of LSTM
network or gated unit still need the output of the hidden unit
at the previous time in addition to the input at the current
time, which greatly limits the speed of parallel operation.
Therefore, the simple cycle unit module is used to remove
the constraint between the states at the continuous time.
The weak circularity and high parallelism make the calcula-
tion of gate state only depend on the input information at
the current time.

3.6. Experimental Design and Dataset Selection. MuseScore
data are selected as the dataset of music score note detection.
MuseScore is a free music annotation software that allows its
users to upload their music scores to their websites and share
them with others. It can be downloaded in the form of
MuseScore file (mscz), PDF, MusicXML, MIDI, and MP3.
MuseScore Compressed Music Score (MSCZ) and Music
XML (MXL) files are downloaded from MuseScore, and
the tag format required is generated by parsing these files.
The whole training process is completely end-to-end, and
the music score image is directly input. Through the model,
the loss function is calculated. Finally, the model parameters
are optimized by the loss function. Data enhancement is
applied during training, and different training samples are
presented to the network model each time. The batch size
of the training model through the stochastic gradient
descent optimizer is 32, the initial learning rate is 0.001,
and the learning rate is constant attenuation.

4. Results and Discussion

4.1. Note Recognition Results. The model tests a total of 1500
music score images converted by MuseScore. These music
score images do not have any data enhancement. Finally,
the overall recognition results’ average symbol accuracy
(mAP) is 0.92, the accuracy of note pitch is 0.98, and the
accuracy of time value is 0.96. Table 1 displays the average

mean precision (AP) for each class. The results show that
the neural network model here performs well in note recog-
nition, and the accuracy of time value and pitch is higher
than 0.9.

4.2. Implementation of Music Teaching System Integrating
Wireless Audio Transmission. The music teaching system
based on Moodle platform is based on “constructivism.”
The music discipline is supported explicitly by the curricu-
lum. The use of the platform has subverted the traditional
teaching model. As for the subject and object of teaching,
personalization and intelligent learning navigation are con-
sidered. Meanwhile, it should be emphasized that teachers
and members of student groups must help each other. The
scientific knowledge curriculum system is studied, and the
music teaching classroom is transplanted to the network.
The fast and distributed information exchange characteris-
tics of the network make the teaching advantages and effects
more prominent. Humanized, intelligent, dynamic, and sci-
entific learning programs are gradually adopted, which pro-
motes the improvement of learners’ learning effects and
effectively reduces learning costs. The site is currently named
“Magic Light” music.

The system is composed of multiple wireless music box
playing systems, and wireless resource sharing between
small systems is realized through WiFi. Through the design
of wireless mode, resource sharing is realized. Each music
box wirelessly transmits its own stored audio files or shared
audio files in other music boxes in the wireless environment

Residual _Conv_5

Residual_Conv_1

Residual_Conv_2

Residual_Conv_3

Residual _Conv_4

Up x 2

Conv 1 x 1

Conv 1 x 1

Conv 1 x 1

Conv 1 x 1

Up x 4

Feature 1 Feature 2

Figure 7: Schematic diagram of multiscale feature fusion.

Table 1: Note recognition results of neural network model.

Class Sharp Flat Natural clefG clefF

AP 0.96 0.93 0.91 0.98 0.97

Class clefC Barline Timesig Note Rest

AP 0.88 0.91 0.82 0.93 0.92

7Wireless Communications and Mobile Computing



to the wireless speaker for playback. Playback control is real-
ized through mobile terminal devices such as mobile phones,
pads, or PC. The wireless audio transmission module of the
system is Nordic company’s nRF24L01 wireless module and
adopts 2.4GHz short-range wireless transmission technol-
ogy. In the transmitting part, the main control module
transmits the sound source data through the 2.4GHz band
of nRF24L01 module. In the receiving part, the MCU con-
troller receives audio data from the 2.4GHz of wireless mod-
ule nRF24L01 through the SPI interface. Then, the audio
data are transmitted to the audio output module through
the SPI interface to play music.

The system of network music teaching is mainly built
based on the Moodle platform. For music teaching, modern
network technology is used to combine the network plat-
form with traditional teaching to realize new applications.
The system can be used to enrich the deficiencies in tradi-
tional teaching. It can also be used as an independent online
learning course in a self-directed way. The current four basic
courses in the system can meet the basic learning of music
subjects. All these courses are designed effectively based on
the guidance of constructivist theory. It is completely differ-
ent from traditional music teaching.

In the research of the subject, Moodle is redeveloped and
practiced for the specific needs of the music subject course.
New plug-ins have been developed, and new learning activ-
ity modules have been expanded to meet the specific needs
of the discipline. The complete construction of the course
is realized, which lays a foundation for the learner’s knowl-
edge and cognitive construction. Based on the generation
of dynamic and characteristic learning programs under the
constructivist theory, the introduction and application of a
personalized intelligent learning platform in music learning
fully combine the Moodle platform with online music
teaching.

4.3. Application Analysis of System Administrator. Based on
the music teaching system of Moodle platform, the teaching
process design of three teachers in the experimental group
after using the system is evaluated. The evaluation content
includes the curriculum, resource, activity, interface, and
evaluation designs. The evaluation standard is 10 points.
Ten points represent total satisfaction, and no shortcomings.
Nine points show great satisfaction and means that the sys-
tem can be improved. Eight points show general satisfaction,
and there are many areas needing improvement. A score of
7-5 indicates a general effect. 5 points below indicate dissat-
isfaction, and the system should be perfected if it is going to
be used. The feedback results can be clearly seen in Table 2.

Table 2 reveals the specific scores of five evaluations of
the teaching process design of the music teaching system.
The total score is 46.65, which reaches the excellent level of
teaching design. It also suggests that in the experimental
group, teachers are satisfied with the music teaching system.
There is no evaluation below 9 points. However, the scores
of five indicators indicate that the system needs further
improvement in curriculum resource design and curriculum
interface design. The system has been modified and
improved according to the corresponding scoring standards.

In addition, the teaching process of the teachers in the
experimental group and the control group is interviewed.
As for the experimental group, teachers say that after using
the teaching system, the time spent in various teaching links
is much shorter than before, and class efficiency is signifi-
cantly improved. As the system effectively records the stu-
dents’ homework submission and classroom performance,
the performance evaluation can be automatically generated,
which is quite convenient and fast.

As for the control group, teachers say that the time spent
in each teaching link has not changed. Preparing lessons still
requires a lot of reading materials. Therefore, more time is
spent. In class, students are easily distracted and a lot of time
is needed to maintain classroom discipline, resulting in less
effective class time. Reviewing homework after class also
wastes a lot of time, which reduces private time after class.
Grade evaluation is also relatively slow. It needs to read mas-
sive classroom records and check past classroom perfor-
mance to evaluate scores comprehensively.

The teachers’ average time spent in preparing lessons,
effectively attending classes, reviewing homework after class,
and evaluating their achievements is compared. Table 3
reveals the results.

Table 3 suggests that the teachers in the experimental
group spend only 0.5 hours preparing lessons, which is 0.4
hours less than the teachers in the control group. The effec-
tive class time of the teachers in the experimental group is
1.4 hours, which is 0.3 hours more than that of the teachers
in the control group. Teachers in the experimental group
spend 1.5 hours reviewing homework after class, which is
one hour less than those in the control group. Teachers in
the experimental group spend 2 hours on performance eval-
uation, which is 2 hours less than that in the control group.

These data suggest that the teachers in the experimental
group spend less time preparing lessons, correcting home-
work assignments, and assessing the scores than the teachers
in the control group. However, the effective class time of the
experimental group teachers is higher than that of the con-
trol group. Thus, through the analysis of the results, it is

Table 2: Evaluation and feedback of the music teaching system.

Teacher1 Teacher2 Teacher3 Average score

Course objective design 10 9 10 9.66

Course resource design 9 9 9 9

Course activity design 10 10 9 9.66

Course interface design 9 9 9 9

Course evaluation design 9 9 10 9.33
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considered that using the system can effectively shorten the
time of teaching links, improve the effective class time and
the work efficiency of teachers, and reduce the burden of
teachers in all aspects.

4.4. Application Analysis of Students. The practicality of the
course content of the online teaching platform, the rational-
ity of the course structure, and the effect of music learning
are studied. 100 professional students from the experimental
and control groups are collected to prove the system effec-
tiveness after half a semester, including vocal music, the the-
oretical basis of music, rhythm training, Chinese and foreign
music history, and songwriting. Then, the average scores of
the five professional courses of the experimental group and
the control group are compared. Table 4 suggests the results.

Table 4 reveals that in the vocal music class, the average
score of the experimental group students is 9 points higher
than the scores of the control students. In the course of the
theoretical basis of music, the average score of the experi-
mental group students is 8 points higher than the average
score of the control students. In the rhythm training class,
the experimental group is 8 points higher than the control
group’s average. In the course of Chinese and foreign music
history, the experimental group is 9 points higher than the
average score of the control group. In songwriting, the
experimental group is 6 points higher than the average score
of the control group. It reveals that the average scores of the
five courses of the students in the experimental group are
higher than the average scores of the students in the control
group. It fully demonstrates the effectiveness of the use of
the music teaching system.

In addition, 50 students from the experimental group are
also surveyed for their satisfaction with the use of the sys-
tem. The full score is 10 points. 10 points mean that they
are very satisfied, have no shortcomings, and are willing to
continue using it. 8-9 points mean that they are very satis-
fied, there is a shortcoming, and they are willing to continue
using it. 6-7 points indicate general satisfaction, some defects
need improvement, and they are willing to continue using it.
4-5 points suggest that they are generally satisfied, many
shortcomings need improvement, and they are willing to
use them after improvement. 2-3 is not satisfied, but the sys-
tem can be used after improvement. 1 point means very dis-
satisfaction and they are unwilling to use it again. Table 5
presents the results of the student satisfaction score.

Table 5 shows that all the students are satisfied with the
music teaching system, while the degree of satisfaction is dif-
ferent. More than 90% of students are willing to use the
Moodle platform to learn more courses. This system can
effectively improve their learning efficiency and academic

performance. Therefore, the effectiveness of the system has
also been verified.

The music module based on the Moodle platform has
been implemented in the expected functional modules
through the application analysis and summary of specific
roles. When using functional modules, the principle of
“learning” is followed as much as possible. The advantages
of the module function are effectively combined with the
actual course as much as possible. Curriculum construction
comes from the guidance of constructivist theory. The teach-
ing methods under the direction of the constructivist theory
are integrated into the specific curriculum. The unification
of theory and practice is realized, and the system construc-
tion of the curriculum is completed. Teaching resources
are rich. Course resource content can meet the needs of
the actual course. Music teaching content is presented on
the platform in various ways, which is in line with the actual
needs of students. The secondary development guarantees
the implementation of the course. According to the particu-
larity of the music discipline, the effective secondary

Table 3: Comparisons of the time spent in the teaching process between the experimental group and the control group.

Time (h) Experimental group Control group

The average time spent on preparing lessons 0.5 h 1.3 h

The average effective class time 1.4 h 1.1 h

The average time spent on correcting homework after class 1.5 h 2.5 h

The average time spent on performance appraisal 2 h 4 h

Table 4: Comparison of the average scores of 5 professional
courses in the experimental group and the control group of
students.

Courses
Average score of
students in the

experimental group

Average score of
students in the
control group

Vocal music 89 80

Theoretical
basis of music

95 83

Rhythm
training

93 85

Chinese and
foreign music
history

96 87

Song writing 87 81

Table 5: Satisfaction results of the use of the music teaching system
by the experimental group students.

Score The number of the students Proportion of students (%)

1 0 0%

2-3 0 0%

4-5 2 4%

6-7 3 6%

8-9 40 80%

10 5 5%
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development satisfies the original intention of the design and
realizes the full implementation of the course.

5. Conclusion

First, the wireless transmission technology in the digital
music classroom environment is analyzed. On this basis,
the neural network model is applied to music score recogni-
tion, which lays a foundation for the subsequent construc-
tion of the network curriculum system for music
education. The main functions, relative advantages, and
development status of the Moodle platform are introduced
in detail. The constructivist theory is applied to study its sig-
nificance for music teaching. The importance of the reform
of music education is explored. The music curriculum
guided by constructivism theory is built on the Moodle plat-
form, and the music teaching system based on Moodle plat-
form is designed. However, there are also some research
deficiencies. Due to the limited music data input of the sys-
tem, the music types in the music teaching system are not
comprehensive enough. In the follow-up research, corre-
sponding measures will be taken to collect more music data
to further improve the music teaching system.
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In the recent times, there has been a lot of speculation related to advanced driver-assistance system (ADAS) which provides best
driving experience for the drivers. ADAS technology helps to detect the unhealthy driving conditions which lead to road accidents
today. Road accidents are basically caused due to distracted driving, over speeding, drink and drive, foggy weather, no proper
headlights, or due to some object which suddenly trespasses the vehicle. Today the major advancements in ADAS include parking
assistance, road traffic detection, object detection on highways, and lane detection. But the major risk limitation in ADAS system is
the speed and time at which the object is detected and tracked. Several algorithms such as R-CNN, Fast R-CNN, and YOLO were
used for effective object detection and tracking earlier, but sometimes, the system do fail to detect due the speed factor. Hence, the
proposed work presents a novel approach called “A Real-Time Object Detection Framework for Advanced Driver Assistant
Systems” by implementing the state-of-the-art object detection algorithm YOLOv5 which improves the speed in detection of object
over real-time. This paper provides a comparison between other state-of-the-art object detectors such as YOLOv3 and YOLOv4.
Comparison is done based on mean average precision (mAP) and frames per second (FPS) on three benchmark datasets collected
as a part of research findings. YOLOv5 proves to be faster and 95% accurate than the other object detection algorithms in the
comparison. This framework is used to build a mobile application called “ObjectDetect” which helps users make better decisions
on the road. “ObjectDetect” consists of a simple user interface that displays alerts and warnings.

1. Introduction

According to the WHO, approximately 1.3 million people
die each year due to road traffic crashes [1]. With a rise in
accidents and with the increase in the number of vehicles,
ADAS has become a vital part of the driving experience.
Prior warnings seconds before an incident can help the
driver handle the situation in a better manner. ADAS has

emerged as an extremely vital tool with respect to safety in
the automobile industry. Notable automotive giants such as
MG Astor, BMW, and Mahindra XUV700 have stepped in
to integrate ADAS into their models [2]. Existing ADAS
technologies operate on visual cameras [3], RADARs [4, 5],
and LiDARs [6] for the object detection. ADAS mainly
depends on features such as high speed, high accuracy, low
cost, and low power consumption. Apart from these factors
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ADAS should effectively work at three situations, i.e., travel-
ling in rural roads, urban roads, and in highways. By using
sensor technology, the goal of object detection is achieved;
higher rate sensors are too costly and consume more power.
Also, sensors become weak based on continuous operation.
Hence, by realizing the importance of speed and cost factor,
our state-of-the-art methodology included deep learning
approach to address this issue by implementing system
called “A Real-Time Obstacle Detection Framework for
Advanced Driver Assistant Systems” by implementing the
state-of-the-art object detection algorithm YOLOv5.

The ADAS is one of these technologies. It allows the
autonomous car to get real-time support in particular traffic
circumstances and detect threats from nearby objects using
on-board sensors. The development of ADAS technology
has accelerated the transition to autonomous driving. Based
on visual data collected from sophisticated sensors like
cameras, a TSR system may detect one or more traffic signs.
Similarly, a greater grasp of road sceneries leads to a better
awareness of the surroundings, which relates to the driving
space of cars on the side of the road terrain. For example,
employing on-board sensors, ADAS allows an autonomous
car to get real-time support in certain traffic situations and
detect risks related to adjacent objects. ADAS technology
has facilitated the rapid evolution of autonomous driving.
An object detection system may identify one or more traffic
lights based on visual input from sophisticated sensors such
as cameras. Similarly, a better understanding of road scenes
leads to a better understanding of the surrounding environ-
ment, which is relevant to vehicle driving space on the side
of the road terrain.

Major advancements in the creation of revolutionary
advanced technologies, as well as the widespread deploy-
ment of fixed and mobile sensors, such as image sensors,
have aided their usage in the road traffic management and
monitoring process. Because of advancements in computer
vision research, intelligent transportation systems (ITS) have
undergone a significant transformation in order to lessen the
effect of human lives lost as a consequence of road accidents
and rising traffic congestion [7]. Furthermore, significant
progress in the computer vision domain has been made
due to the rapid evolution of machine learning algorithms,
particularly with the enormous growth in traffic data vol-
umes (big data), the emergence of deep neural networks
(DNNs), and the development of powerful computers with
graphics processors, such as graphics processing units
(GPUs). However, some vision-based applications, such as
real-time embedded systems, need a significant quantity of
memory and fast processing rates. Indeed, segmentation-
based road recognition is one of the most difficult problems
in computer vision [8], which entails investigating and
detecting the vehicle’s surroundings. Unlike traditional
approaches that rely on hand-crafted features such as edges
and corners, deep learning models are trained incrementally
using enormous amounts of data, automating the process of
obtaining and training hierarchical feature representations.

Proposed framework consists of three major modules,
object extraction, object detection-tracking, and object
visualization. Visualization module is applied to build an

interactive mobile application called “ObjectDetect” which
assists the user by notifying them with unique alerts and
warnings. ObjectDetect is aimed towards providing alerts
and warnings a few seconds prior based on the real-time
data. In order to build proposed “ObjectDetect” framework,
a survey was conducted on multiple object detection
algorithms such as R-CNN, Fast-RCNN, Faster RCNN,
YOLOv3, and YOLOv4. Since the research work is aimed
at improving the speed and accuracy factors which were
the limitations on previous works, finally, YOLOv5 was
chosen. The proposed model is not a per-trained model
and is aimed at including a system that will be able to assist
drivers in compromising situations by giving a heads up
with significant speed and accuracy.

The article is organized in the following manner. Section
2 discusses about the recent studies on autonomous vehicles
and object detection methodologies. Section 3 presents the
proposed ObjectDetect mechanism on obstacle detection
and driver assistance using YOLOv5 model. Section 4 details
the experiment configuration and results evaluated for the
ObjectDetect method. And Section 5 concludes the contri-
bution of research and advantages of method; then, Section
6 discusses the future extension of ObjectDetect model.

2. Literature Review

Numerous researches are done on different aspects of ADAS
and Autonomous vehicles. The IoT-based occlusion tech-
nique called multiple targets tracking in occlusion area with
interacting object models in urban environments was used
for autonomous vehicles to solve the problem of object
detection by Chen et al. by using a laser scanner [9]. The dif-
ferent observed shapes on each laser scan made it difficult to
identify the object. Hence, proposed system is developed
using machine learning approach using YOLOv5 which
reduces the occlusion issue. ADAS also includes driver mon-
itoring systems. Driver monitoring system (DMS) helps in
keeping track of various facial features of the driver like eye-
lid and mouth movement. One such system was proposed by
Kato et al. [10].

There is a lot of research done in object detection since it
plays a crucial role in many of the technologies, to get a bet-
ter understanding of state-of-the-art object detection tech-
niques and models, cloud-based. Liu et al. conducted a
survey of most of the research that provides a clear picture
of these techniques. The main goal of this survey was to rec-
ognize the impact of deep learning techniques in the field of
object detection that has led to many ground breaking
achievements. This survey covers many features of object
detection ranging from detection frameworks to evaluation
metrics [11, 12].

For many region-based detectors, like Fast R-CNN [13],
a costly per-region subnetwork is applied several times. In
order to address this, Girshick introduced R-FCN by pro-
posing location-sensitive score maps to address a dilemma
between translation-invariance in image classification and
translation-variance in object detection [14]. One of the
major challenges of object detection was to detect and local-
ize multiple objects across a large spectrum of scales and
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locations, due to which the pyramidal feature representa-
tions were introduced. In this, an image is represented with
multiscale feature layers. Feature pyramid network (FPN),
one such model to generate pyramidal feature representa-
tions for object detection, presents no difficulty and as well
as effective but may not be the optimal architecture design.
For image classification in a vast search space, the neural
architecture search (NAS) algorithm demonstrates favorable
results on the productive discovery of outstanding architec-
tures. Hence, inspired by the modularized architecture pro-
posed by Zoph et al., Dai et al. proposed the search space
of scalable architecture that generates pyramidal representa-
tions. They proposed architecture, called NAS-FPN, which
provides a lot of flexibility in building object detection archi-
tecture and is adaptable to a variety of backbone models, on
a wide range of accuracy and speed tradeoffs [15].

Various detection systems repurpose classifiers by taking
a classifier for an object and evaluating it at multiple loca-
tions and scales in a test image. For example, R-CNN uses
region proposal methods to first produce bounding boxes
that are likely to appear in an image and then, on these sug-
gested boxes, run a classifier. These intricate pipelines were
slow and hard to optimize. Hence, Ghiasi et al. proposed
you only look once (YOLO), an algorithm that is a single
convolutional network that simultaneously predicts multiple
bounding boxes and class probabilities for those boxes.
Unlike R-CNN and other similar algorithms, YOLO is found
to be extremely fast and sees the entire image during training
and testing, hence making fewer background errors. When
trained on natural images and tested on the artwork, YOLO
outperforms other algorithms by a wide margin. But YOLO
was yet found to lag behind state-of-the-art detection sys-
tems in accuracy and struggled to localize some objects pre-
cisely [16]. Redmon et al. by focusing mainly on improving
recall and localization while maintaining classification accu-
racy, proposed YOLOv2. It was then found that detection
methods are constrained to a small set of objects; hence, they
as well proposed a joint training algorithm that allows one to
train object detectors on both detection and classification
data, using which they trained the YOLO9000 algorithm
which was built by modifying YOLOv2 [17].

The majority of the accurate CNN-based object detectors
required high GPU power and training in order to achieve
their optimal accuracy. High GPU power is essential for
achieving accuracy and speed in real-time since it is vital
in a car collision or obstacle warning model. Redmon and
Farhadi proposed a modified version of the state-of-the-art
object detection models, YOLOv5, with significant improve-
ment in the speed and accuracy of the models. An impres-
sive aspect of this model is that it can operate in real-time
on a conventional GPU and training as well requires only
a single GPU. Hence, using conventional GPUs such as
1080Ti or 2080 Ti, we can train an accurate and extremely
fast object detector [18]. Since YOLOv5 outperforms other
frameworks, our proposed framework is based on it.

Traditionally, traffic sign identification has been based
on colour and form patterns, with two associated stages:
detection and classification [19, 20]. After many preprocess-
ing processes, such as data transformation and normalisa-

tion, which consists of identifying areas of interest (ROI)
based on colour segmentation and “sliding window” man-
ner, traffic signs are detected in the image. Following the
pattern recognition step, the classification stage involves
classifying each sign feature into categories such as “speed
restrictions” and “pedestrian crossing.” The template-
matching technique was used to improve the feature classifi-
cation process in [19]. The probable traffic indicators are
then classified using a shallow neural network (i.e., a multi-
layer perceptron (MLP)). Hmida et al. [20] suggested a hard-
ware design that uses a template-matching approach to
classify traffic indicators. Similarly, for successful feature
extraction and classification, some studies have used shallow
classifiers, such as support vector machines (SVMs) or ran-
dom forests, in combination with local descriptors like the
histogram of oriented gradient (HOG), such as [21]. Hmida
et al. [22], for example, presented a traffic sign identification
system based on linear SVMs and the MNIST dataset. Gecer
et al. [23] used a high-performance technique for traffic sign
identification based on blob detectors and SVM classifiers,
which increased the model’s colour discriminating capacity
by obtaining an accuracy rate of 98.94 percent. However,
because of the broad variety of road signs in unexpected
locations, obscured and tiny road signs, and fluctuating
weather conditions (e.g., shadows and lightning), it is diffi-
cult to distinguish them using conventional approaches,
which is why deep learning techniques are used.

Many studies have applied facial features and convolu-
tion network-based object detection models for the autono-
mous assistance of drivers based on obstacle detection.
These models do not possess optimal architecture design
and region identification mechanism. The existing methods
provide better accuracy of detection of objects with speed of
detection as a trade-offmetric. Pipelining of existing detectors
was unable to detect the larger object spaces. Hence, the
proposed solution comes with utilization of conventional
GPU power-based pipelined and accurate YOLOv5 frame-
work for obstacle detection on a higher speed.

3. Proposed Work

ADAS is developed with the help of YOLOv5 model with
efficient obstacle detection mechanism and faster speed.
The object detection is done with the help of mobile applica-
tion and alerts to the user. Car processing unit detects the
real time video of the driver’s view and fed to the model
for the accurate and fast detection of objects in urban roads.
The input video is processed as frames; each of which acts as
input to the object recognition and detection algorithm
(YOLOv5). Each frame is processed along three stages in
the algorithm, namely, backbone, neck, and head as shown
in Figure 1.

(i) Backbone [24]: CSPDarknet53

(ii) Neck: concatenated path aggregation networks
(PANet) with spatial pyramid pooling (SPP) addi-
tional module

(iii) Head: YOLO layer
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Proposed system comprises three major modules. These
3 modules are

(i) Object extraction (backbone and neck)

(ii) Object detection and tracking (head)

(iii) Object visualization

3.1. Object Extraction. The backbone and neck take images
(each of the frames) as input to extract the feature maps
using CSPDarknet53 and SPP, PANet path-aggregation.

Darknet53 comprises 53 convolutional layers. For detection
tasks, 53 layers stacked on to the original architecture of 53
layers give us 106 layers of architecture.

Step 1. Input: the video input is processed frame by
frame

Step 2. CSPDarknet53: cross-stage-partial-connections
are concerning used to eliminate duplicate gradient informa-
tion that occurs while using conventional DenseNet [25]

(i) In CSPDenseNet, the base layer is divided into 2
parts; here, part A and part B

Figure 1: Proposed “ObjectDetect” framework for object detection and tracking.

Dense layer 1 Dense layer 2

Partial dense block

Dense layer k

Partial transition layer
conv conv conv conv

conv conv XU

XT

concat concat concat concat

Copy

B

A

...

Copy Copy Copy

concat

Figure 2: The overview of CSPDenseNet.
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(ii) One part will go into the original dense block and is
processed accordingly; here, part B is processed in
the dense block

(iii) The other part will directly skip to the transition
stage

As a result of this, there is no duplicate gradient infor-
mation; it also reduces a lot of computations, as shown in
Figure 2.

Step 3. Additional layers are added between the
backbone and the head using the neck. To aggregate the
information, the YOLOv5 algorithm applies a modified path
aggregation network [26] with a modified spatial attention
module and a modified SPP (spatial pyramid pooling) [27].
Concatenated path aggregation networks [28] with spatial
pyramid pooling (SPP) additional modules [26] are used to
increase the accuracy of the detector

3.2. Object Detection. Each frame processed in the backbone
and neck is then transferred to the head which involves
the YOLOv5 algorithm which works using the following
techniques:

Step 1. Residual blocks: initially, the input frame is
divided into grids. Each grid cell is responsible for detecting
the objects present in its cell

Step 2. Bounding box regression: the YOLO algorithm
runs such that bounding boxes and confidence scores are
predicted around every object present in that particular grid

Every bounding box consists of these attributes: width
(bw), height (bh), bounding box center (x, y), and confi-
dence score (c). The confidence score represents how confi-
dent and accurate the algorithm is of a particular object in
that bounding box. Together with these attributes, YOLO
uses a single bounding box regression to predict the proba-
bility of an object appearing in the bounding box. Figure 3
shows the YOLOv5 algorithm being run in real-time on a
webcam. The algorithm detected objects in the frames by
indicating the classes they belong to and the confidence
scores representing how sure it is of the objects.

Step 3. Intersection over union (IoU): if no object exists
in a grid cell, then the confidence score is zero; else, the
confidence score must be equal to the intersection over
union (IoU) between the predicted box and ground truth.
Here, the ground truth boxes are manually predefined by

the user; hence, greater IoU means greater confidence score,
which means higher accuracy of prediction by the algo-
rithm. Filtration of those boxes with no objects is done
based on the probability of objects in that box. Nonmax
suppression processes eliminate the unwanted bounding
boxes, and the box with the highest probability or confi-
dence score will remain [29]

IoU = Area of BoxA ∩ BoxBð Þ
Area of BoxAU BoxBð Þ : ð1Þ

The above Equation (1) IoU calculation is used to mea-
sure the overlap between two proposals.

Nonmax suppression [30]: this is used to find the appro-
priate bounding box among the predicted bounding boxes
by the algorithms based on the confidence scores. This is
represented in Algorithm 1 below.

Step 4. Final detection: the algorithm detects the object
and class probabilities with confidence scores. This is
depicted in Figures 4(a)–4(c)

4. Visualization

The final module of the proposed system involves an
android-based application. The application inputs a real-
time video stream from the device; camera runs an object
detection algorithm on it and notifies the user under any
case of any condition that requires to be brought to the
user’s attention and needs to be acknowledged [31]. These
conditions could be any obstacle or collision ahead or the
user being in close contact with respect to the user’s position.
With the YOLOv5 algorithm, the system is powerful enough
to run object detection in various weather conditions. The
alerts are of 3 categories:

(i) The green alert is shown when there are no threats
detected

(ii) The yellow alert is shown when the threat detected
is of low priority, such as stationary objects in front
of the vehicle, like animals or pedestrians crossing

(iii) The red alert is shown when the threat detected is of
the highest priority such as objects approaching the
car at high speeds

Box A

Intersection

Box B

(a)

Box A

Union

Box B

(b)

Figure 3: (a) The intersection of bounding boxes. (b) The union of bounding boxes.
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5. Evaluation Results

With the aim of creating a CNN for real-time operation on a
conventional GPU, YOLOv5 was introduced. In the process
of doing so, various training improvement methods on the
accuracy of the classifier on the ImageNet dataset were
tested, and their influence was noted along with the accuracy

of the detector on the MS COCO dataset with the following
configuration.

PC specification:
Central processing unit: 11th generation Intel® Core™ i7
Graphic processing unit: NVIDIA®, 16GB graphic card
Hard disk capacity: 1TB
OS requirement: iOS/Windows 10/Ubuntu 18

(a) (b)

(c)

Figure 4: (a, b) Bounding boxes and class predictions. (c) Confidence scores around the objects when the algorithm is run on a webcam in
real-time.

Input: Set of proposal boxes A, corresponding confidence scores C and overlap threshold T.
Output: A list of filtered proposals F.
procedure Sup(A,m)

Asup ⟵∅
forai ∈ A do

remove⟵ f alse
foraj ∈ A do

if matchðai, ajÞ > αsup then
if valueðm, ajÞ > valueðm, aiÞ then

remove⟵ true
else remove then

Asup ⟵ Asup ∪ ai
returnAsup

Algorithm 1: Non_Max_Supression (Sup).
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Random access memory: 16-32GB
Car computing unit specification:
NVIDIA Jetson Xavier NX 16GB
Central processing unit: ARM®v8.2
Graphic processing unit: NVIDIA®, CUDA®
Hard disk capacity: 1TB
OS requirement: iOS/Windows 10/Ubuntu 18
Random access memory: 16-32GB
While comparing YOLOv5 with other state-of-the-art

object detectors, it was found that YOLOv5 improved
YOLOv4’s AP by 10% and FPS by 12%, and within compa-
rable performance, YOLOv5 ran twice faster than Efficient-
Det [32]. It was found that the classifiers’ accuracy was
enhanced by proposing features such as CutMix and Mosaic
data augmentation, class label smoothing, and Mish activa-
tion [33, 34].

In order to evaluate the proposed framework, 3 different
types of datasets based on three categories such as rural
roads, urban roads, and highways were used. The 3 datasets
were created by labelled annotations of images which were
captured as a novel part of research work. 8% of the collected
data consisted of blurry images and images with low visibil-
ity. An example of each dataset is shown in Figures 5–7. The
3 different datasets were categorized as explained in Table 1.

The main goal of the research work is to reduce and
increase the accuracy and speed at which the objects are
detected; hence, here, the mAP (mean of average precision)
and FPS (frames per second) play a very important role.
The measures such as precision, recall, F-measure, PC speed
(FPS), and Jetson speed (FPS) are used to compare the pro-
posed model against two classic algorithms such as YOLOv3
[35, 36] and YOLOv4. The measures are listed below.

mAp = 〠
Q

q=1

AveP qð Þ
Q

, ð2Þ

F1score = 2 ∗
Precision ∗ Recallð Þ
Precision + Recallð Þ , ð3Þ

Figure 5: YOLOv5 on rural road dataset.

Figure 6: YOLOv5 on urban road dataset.

Figure 7: YOLOv5 on highway dataset.

Table 1: Datasets.

Sl. no. Datasets Number of images

1 Rural roads 1,20,000

2 Urban roads 1,24,000

3 Highways 1,50,000

80

70

60

50

40

Pe
rc

en
ta

ge
 o

f a
cc

ur
ac

y

30

20

10

0
YOLOv3 YOLOv4 YOLOv5

Recall
mAPPrecision

F1 score
PC speed (FPS)

Figure 8: Comparative analysis of state-of-the-art models of rural
road dataset.
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Precision =
True Positiveð Þ

True Positive + False Positiveð Þ , ð4Þ

Recall = True Positiveð Þ
True Positive + False Negativeð Þ : ð5Þ

Figures 8–10 present the comparative analysis of
YOLOv5 against other state-of-the-art models in rural roads,
urban roads, and highway datasets. Here, YOLOv3 has good
precision but has very bad recall and F-measure. Also, the
mAP and FPS are very low. But YOLOv4 and YOLOv5 com-
paratively has balanced scores, but YOLOv5 outperforms
other two algorithms because since the proposed works are

aimed at increasing speed and accuracy, YOLOv5 is the best
fit state-of-the-art model for problem definition.

The mAP of the state-of-the-art object detectors such as
YOLOv3, YOLOv4, and YOLOv5 was compared using the
three datasets, i.e., rural roads, urban roads, and highway data-
sets given below. The results of this comparison are represented
in Figure 11. With respect to mAP, it is clearly seen that
YOLOv5 outperforms the other two by a significant margin.

Figure 12 represents a comparative analysis of YOLOv5
with other state-of-the-art object detection algorithms
regarding mean average precision (y-axis) and frames per
second (x-axis) for PC and CC specifications as listed below
in table. From Figure 12, it can be inferred that the YOLOv5
algorithm performs better than others in real-time detection.
It achieves an average precision between 67 and 70 and
frames per second between 65 and 124.

6. Conclusions

The proposed framework is intended to provide real-time
object detection with optimal speed and accuracy to assist
the driver. This framework is achieved by implementing
the state-of-the-art YOLOv5 algorithm. The whole frame-
work is implemented in the form of three major modules,
namely, extraction, detection, and visualization. The first
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Figure 10: Comparative analysis of state-of-the-art models of
highway dataset.
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Figure 9: Comparative analysis of state-of-the-art models of urban
road dataset.
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module, extraction, is used to obtain the feature map of the
given input. The detection module identifies and localizes
the object present in the input. The last module is used to
provide an interface that comprises alerts and warnings.
The proposed framework is applied to build the android
application called “ObjectDetect” which assists the user by
notifying them of significant events that require the user to
analyze and decide based on it. The proposed application,
“ObjectDetect,” relies majorly on a camera. With the help
of some sophisticated cameras, this system can operate
under challenging weather conditions. Hence, in the future,
we can integrate this system with other sensors, such as
LIDAR, to enhance speed and accuracy. The visualization
can be improved by integrating “ObjectDetect” with other
driver assistance technologies, such as Google Maps and
voice assistant. In the future, with the help of a cloud-
based approach, the processes can be recorded and analyzed.
The cloud-based approach also helps in increasing the acces-
sibility of the application. Raspberry pi can also be used in
order to have a smooth flow in the processes and increased
efficiency. In the future, the proposed framework can be
integrated with the electronic control unit (ECU) present
inside the vehicles.
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Data collection is the basic purpose of deploying in heterogeneous WSNs for Internet of things, and the problem of data collection
is the key problem that needs to be solved in heterogeneous WSNs. How to collect energy-efficient and reliable data is one of the
key technologies of heterogeneous WSNs. Collecting the sensor node data by mobile sink is an effective measure to solve data
collection efficiency. To this end, a data collection strategy of mobile sink for heterogeneous WSNs based on pigeon-inspired
optimization by PSO algorithm is proposed. The proposed algorithm uses the improved pigeon-inspired optimization by
particle swarm optimization algorithm to select the best dwell point and then regards the construction of the moving path
based on the dwell point as a traveling salesman problem to optimize the moving path and solve the optimal moving path.
The experimental analysis and simulation results show that, compared with other algorithms, the algorithm proposed in this
paper can effectively prolong the lifetime of the network and reduce the delay of data collection, increasing the amount of data
collection.

1. Introduction

With the rapid development of information technology and
Internet of things, wireless sensor networks (WSNs) have
been widely used in environmental monitoring, industrial
production, intelligent agriculture, intelligent transportation
systems, rehabilitation medicine, and other applications
[1–3]. As a key technology in the field of data collection, it
is now also the basis for big data and artificial intelligence
technologies. In traditional heterogeneous WSNs, the data
forwarding between sensor nodes usually adopts a multihop
approach [4, 5]. However, due to the large amount of data
forwarded from other nodes, the sensor nodes near sink
are prone to die due to excessive energy consumption,
resulting in the interruption of the network link [6, 7]. At
the same time, these sensing nodes are micronodes, which
are generally powered by batteries. Their node energy is lim-
ited, and the transmission of sensing data requires multiple
hops, which limits the application of WSNs [8]. To avoid
this problem, researchers propose a mobile sink data collec-
tion method [9]. The mobile sink moves according to a cer-

tain path in the monitoring area. It is not advisable to move
the sink to visit every sensor node [10]. How to plan the path
of moving sinks in the sensing area of heterogeneous WSNs,
so that the sensing data passes through fewer hops and is
collected to sink nodes within a limited delay, becomes a
challenge.

The core problem of this paper is how to use the mobile
sink to collect data efficiently and reliably for heterogeneous
WSNs [11]. In order to better achieve the goal, we need to
save network energy, extend the network life cycle, and
reduce network latency [12]. To this end, the following two
algorithms according to the number of mobile sinks are pro-
posed. A data collection strategy for heterogeneous WSNs is
based on a single mobile sink. The main work of this paper is
as follows: A data collection algorithm based on a single sink
is proposed. The algorithm is divided into two different
stages: clustering and path planning. (1) In the clustering
stage, the average residual energy of network nodes and
the distribution density of neighbor nodes are considered.
(2) In the path planning stage, for the selected number of
N cluster head nodes, the mobile sink will traverse the
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position of each cluster head according to the planned path
to collect data. The mobile sink adopts pigeon-inspired opti-
mization by PSO algorithm for path planning. The Euclid-
ean distance between cluster heads is used as the weight,
and the optimal path is found on the basis of the minimum
spanning tree formed by all cluster heads. Since some nodes
of the obtained minimum spanning tree have multiple con-
nection paths, the idea of the PSO-PIO algorithm is to delete
multiple branches of a node and reconnect all nodes. There
is only one path in the entire area, and each cluster head is
only passed through once, so as to obtain the shortest path
for moving the sink, so that the network has the shortest
delay in data collection.

In traditional heterogeneous WSNs, usually adopts a
multihop approach. However, due to the massive forwarding
of data from other nodes, the nodes located near the sink are
prone to die due to excessive energy consumption, resulting
in network link interruption. At the same time, these sensing
nodes are micronodes, which are generally powered by bat-
teries. Their node energy is limited, and the transmission
of sensing data requires multiple hops, which limits the
application of WSNs. To avoid this problem, a mobile
sink-based data collection method of heterogeneous WSNs
is proposed. The mobile sink starts from a certain point,
visits each node, and completes the task of data collection.
Such a process can generally be viewed as the traveling sales-
man problem. Solving the path planning strategy of moving
sink is an NP-hard problem. The PIO algorithm performs
search calculation and problem solving according to the
unique homing behavior of the pigeon flock. Through the
experimental analysis of the heterogeneous WSNs data col-
lection method of the PSO-PIO algorithm and the compari-
son with other algorithms, the algorithm can effectively
prolong the lifetime of the network and reduce the delay of
data collection.

2. Related Work

In traditional heterogeneous WSNs, the nodes transmit data
to a fixed base station in a multihop manner, which easily
causes nodes near the base station to participate in excessive
data forwarding. The researchers propose a data collection
scheme of mobile sink. The coordination network formed
between UAVs and WSNs helps to improve the quality
and coverage. Combined with the UAV maneuverability
model, a data collection model combining UAVs and wire-
less sensor networks is established. The model considers
the importance of topology and strategic location to deter-
mine UAV waypoints and determine data transfer patterns.
Sayeed et al. proposed a new maneuverability of attraction
factor of UAV moving waypoints [13]. Data loss and latency
in cluster heads are caused by energy consumption and
duplication of work. Cluster members send data from the
threshold model to the cluster head. Cluster heads collect
data from mobile sinks and report to receivers when data
arrives nearby [14].

The data collection scheme of heterogeneous WSNs
based on the mobile sink mainly includes fixed movement,
random movement, and controlled movement.

2.1. Random Movement. In random movement, the path of
moving the sink is not set in advance. For example, if the
node is placed on an animal, the movement trajectory of
the animal is random, although this scheme is easy to imple-
ment [14, 15]. The remaining energy and position of nodes
are the main parameters for selecting cluster heads. A con-
trol strategy for mobile receivers to collect data from cluster
heads is designed [16]. Movement trajectory planning of
mobile agents has been receiving much attention. Based on
the traversal sequence, the mobile agent uses the particle
swarm algorithm to select anchor nodes for each CHs within
the communication range. The communication range is
dynamically adjusted, and anchor nodes are merged in
duplicate coverage areas to further improve performance
[17]. In MWSN, the nodes enter and exit the network ran-
domly, and due to the limited resources in WSNs, the link
quality of the path used for data transmission and the time
consumed by data forwarding must be tested [18].

2.2. Fixed Movement. In fixed movement, mobile sinks visit
some prespecified locations along a fixed route and collect
data from groups of sensor nodes. Kumar et al. proposed
an efficient algorithm to improve the data collection process,
using a network flow approach to achieve efficient data for-
warding [19, 20]. According to the traveling salesman prob-
lem (TSP), the mobile actor tour program passes through
these rendezvous points. We also propose a new rendezvous
node rotation scheme to equitably utilize all nodes [21]. In
resource-constrained wireless sensor networks, energy sav-
ing is a key issue. The use of mobile receivers to transmit
sensory data has become a common method to save the lim-
ited energy of sensors. Agrawal et al. proposed a mesh
round-robin routing protocol (GCRP), which aims to mini-
mize the overhead of updating the latest location of mobile
receivers. A set of sharing rules is also proposed to govern
when and with whom mobile sinks share the latest location
information of receivers [22].

2.3. Controlled Movement. Controllable movement means
that path planning can be performed according to the infor-
mation fed back by the path [23]. Ren et al. proposed a
mobile sink reliable data acquisition algorithm; this method
greatly improves the efficiency of network work. [24].

In summary, solving the mobile sink path planning strat-
egy is an NP-hard problem, such as node energy and node
density. The pigeon flock algorithm performs search calcula-
tion and problem solving according to the unique homing
behavior of the pigeon flock, and the PIO algorithm provides
an effective approach.

3. Mathematical Model of Data Collection

The data collection of heterogeneous WSNs is mainly based
on clustering data method, and its main content is to divide
the network hierarchically. The entire network is divided
into several cluster heads, and adjacent nodes are in one
cluster [25]. Each cluster will choose a node as the cluster
head, and all communications in the network are transmit-
ted in the backbone network [26]. Compared with other
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routing protocols, the clustering algorithm pays more atten-
tion to balancing the energy consumption, avoiding hotspot
problems.

Although the mobile sink scheme can effectively
improve the data collection rate, there is still a problem that
must be solved in this scheme: the planning of the moving
path of the sink. Obviously, with different moving paths,
the data collected by nodes may be different, and the net-
work energy consumption will also be different. Therefore,
how to plan the movement of the sink is the key technology
of the data collection scheme based on the mobile sink.

At present, there are two strategies to plan the move-
ment path of the sink: (1) The mobile sink traverses the
entire area within the network. (2) Moving sink only tra-
verses some preset positions; these positions are called resi-
dent point rendezvous points (RPs). Compared with the
first strategy, the path planning strategy citing RPs is more
efficient and consumes less energy. The collection process
of mobile sink based on RPs heterogeneous WSNs is shown
in Figure 1. Mobile sinks form data collection paths by tra-
versing RPs.

Mathematical model of mobile sink data collection for
heterogeneous WSNs based on resident points rendezvous
points (RPs):

The number of n nodes fs1, s2, s3,⋯, sng is deployed in
the monitoring area of l × l. Let si denote the i-th sensing

node, and 1 ≤ i ≤ n. Each moving path of MS consists of
the number of κ RPs, where κ < n. к RPs constitute the set
of RPs Q = fq1, q2, q3,⋯∣, qкg.

Let the parameter TP denote a moving path of the MS,
which consists of К RPs. The sequence of paths TP is TP =
fq1, q2, q3,⋯, qкg. Use the following formula to calculate
the length of the path TP :

L TPð Þ = d12+⋯+dκ1, ð1Þ

where the parameter dij represents the distance between qi
and qj traversed in the path.

The data collection method for heterogeneous WSNs
aims to minimize the path TP length and satisfy the con-
straints of data transmission delay and data volume. Let
the parameter DT

P denote the time delay for the sink node
to collect data along the path TP, and define the parame-
ter DT

P by Dmax. That is where the parameter Dmax repre-
sents the maximum delay allowed. Furthermore, let the
parameter B denote the maximum data capacity allowed
by the channel. The data transmitted by RP to the sink
node each time should be less than B. Therefore, Wout

k
≤ B, where the parameter Wout

k represents the amount
of data transmitted by the k-th RP to the sink node in
each round.

Sensor Node

Sink Path

Cluster Node Routing Path

Mobile Sink

Heterogeneous node

Sensor Node

Sink Path

Mobile Sink

Heterogeneous node

Figure 1: Data collection process of mobile sink based on RPs.
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Finally, the objective function for establishing the data
collection of heterogeneous WSNs based on path planning
is as follows:

min L TPð Þ, ð2Þ

s:t: DT
P ≤Dmax, ð3Þ

Wout
k ≤Dmax, 1 ≤ k ≤ κ: ð4Þ

However, solving the mobile sink path planning strategy
for RPs is an NP-hard problem, which is affected by multiple
factors, such as node energy and node density. The pigeon
flock algorithm performs search calculation and problem
solving; according to the unique homing behavior of the
pigeon flock, the pigeon-inspired optimization algorithm
provides an effective new approach. Therefore, a mobile sink
data acquisition algorithm based on PIO optimization by
PSO algorithm is proposed, and the sink moves according
to these resident points to form the optimal data transmis-
sion path.

4. Pigeon-Inspired Algorithm Optimization by
Particle Swarm Optimization

4.1. Pigeon-Inspired Optimization Algorithm. Pigeon-
inspired optimization (PIO) algorithm was proposed by
Duan Haibin [27]. The design inspiration of the pigeon flock
algorithm comes from the unique homing behavior of the
pigeon flock [28, 29]. The algorithm mainly finds the global
optimal solution of the optimization problem by simulating
the navigation behavior of the pigeon flock. According to the
behavior of pigeons in the process of homing, there are three
key reference factors for their main navigation, which are
[30] as follows: (1) the influence of the sun on the pigeon’s
homing and its navigation ability depend on the position
of the sun; (2) the influence of geomagnetic field on pigeons
[31]; the upper beak of pigeons contains a magnetic induc-
tion structure, which plays an important role in indicating
the flight of pigeons. and (3) the influence of terrain land-
marks on pigeon navigation and similar terrain will speed
up the homing process of pigeons [32].

The homing navigation of the pigeon flock is mainly car-
ried out in two ways. At different flight positions, pigeons
will use different navigation tools. They should refer to the
geomagnetic field to determine the direction [33]. Use iconic
landmarks to navigate when they close to the destina-
tion [34].

Initialize a pigeon group with M individuals in the
D-dimensional space; the position of the i-th ði = 1, 2, 3,⋯,
MÞ pigeon in the population is represented by Xi = ðX1

i , X2
i ,

X3
i ,⋯,XN

i Þ; the speed of the i-th pigeon is represented by Vi

= ðV1
i , V2

i , V3
i ,⋯,VN

i Þ; and the fitness of the pigeon is repre-
sented by the function fitnessðXN

i Þ, the geomagnetic compass
operator is marked as NMAX1, and the landmark operator is
marked as NMAX2. Each pigeon is based on the geomagnetic
compass operator [35, 36]:

VN
i =VN−1

i ∗ e−RN + rand XG − XN−1
i

� �
, ð5Þ

XN
i = XN−1

i + VN
i , ð6Þ

XN
C = ∑M Nð Þ

i=1 XN
i F XN

i

� �
M Nð Þ∑M Nð Þ

i=1 F XN
i

� � , ð7Þ

XN
i = XN−1

I + rand XN−1
C − XN−1

i

� �
, ð8Þ

F XN
i

� �
=

1
fitness XN

i

� �
+ ε

, Min − os

fitness XN
i

� �
, Max − os

8><
>: , ð9Þ

M Nð Þ = M N−1ð Þ

2 , ð10Þ

where the parameter XN
C is the center position after the N-th

iteration, which is identified as a landmark. FðXN
i Þ is the

fitness function. For solving Min − os (minimum optimal
solution), Max − os (maximum optimal solution) has two
different forms, and MðNÞ is the number of pigeons remain-
ing after the N-th iteration [37, 38]. After the above iteration
loop reaches NMAX2, the landmark operator stops working
and outputs the optimal solution adapted at this time [39].

4.2. Pigeon-Inspired Algorithm Optimization by PSO. The
PSO algorithm is a novel optimization algorithm proposed
in recent years. There are not many studies on it at present.
The advantage of PSO-PIO algorithm is that the PSO algo-
rithm with fast convergence speed in the early stage can
quickly lock the region where the optimal solution is located
and sets up diversity monitoring. After the diversity drops to
a certain level, the PIO algorithm performs a locked area
search to quickly find the optimal solution.

4.2.1. The PSO Algorithm. The mathematical model of article
swarm optimization (PSO) is as follows [40]: Assuming that
there are S particles in a random distribution state in the D
-dimensional space, let the coordinates of the i-th particle
in the population be

xNi = xNi1, xNi2, xNi3,⋯, xNiD
� �T

: ð11Þ

After N iterations, the optimal coordinate of the i-th par-
ticle is

pNi = pNi1, pNi2, pNi3,⋯, pNiD
� �

: ð12Þ

The optimal coordinates of the swarm particles are

pNgbest = pNgbest1, pNgbest2, pNgbest3,⋯, pNgbestD
� �

: ð13Þ

The velocity of the i-th particle is

vNi = vNi1, vNi2, vNi3,⋯, vNiD
� �T

: ð14Þ

After N + 1 iterations of the particle, its own velocity and
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position are updated as

vN+1
id = ωNvNid + c1r1 pNid − xNid

� �
+ c2r2 pNgbest,d − xNid

� �
, ð15Þ

xN+1
id = xNid + vNid , ð16Þ

ωN = ωMAX − ωMINð Þ vNmax −N
vNmax

� 	
+ ωMIN, ð17Þ

where ω is the dynamic inertia factor, c1 and c2 are the learn-
ing factors, r1 and r2 are random numbers between [0,1],
ωMAX is the maximum value of the factor, ωMIN is the min-
imum value, and vmax is the speed [41].

4.2.2. Particle Swarm Algorithm with Jump Operator. In the
later iteration of particle swarm optimization, the optimal
coordinates will be limited to the local area. To this end,
an adaptive jump operator is added to compare the similar-
ity between the optimal coordinates of individual particles
and the optimal coordinates of group particles. Given the
particles of different jump probabilities, after the N-th itera-
tion, the probability formula and jump formula for thei-th
particle to jump out of the current position are

p = exp f pNgbest
� �

− f pNi
� �� �

, ð18Þ

xNi = xNi + rand × ub − lbð Þ,   ð19Þ
where the parameter rand is between [0,1] and parameters
ub and lb are upper and lower limits.

4.2.3. Pigeon Flock Algorithm with Interference Operator. In
practical problems, the PIO algorithm also has a limited
number of iterations that are prone to local optimal solu-
tions. This phenomenon is particularly serious when solving
optimization problems of complex functions. Tn interfer-
ence operator is introduced:

pert Nð Þ = 0:1 × rand × 1 − N
Nmax

� 	
, ð20Þ

XN
i = XN

i + pert Nð Þ × ub − lbð Þ × r1 − r2ð Þ, ð21Þ
where the parameters rand, r1, and r2 are random numbers
on [0,1] and the parameter pertðNÞ is the interference
operator.

4.2.4. Particle Swarm and Pigeon Swarm Hybrid
Optimization Algorithm (PSO-PIO). The PSO-PIO algo-
rithm redefines a diversity function.

div Nð Þ = σN

σmax
, ð22Þ

σN = 1
m
〠
m

i=1
lNi − lNave

� �2
, ð23Þ

σmax = max
j∈ 1,2,⋯,Nf g

σ j


 �
, ð24Þ

where the parameter j is the j-th iteration. The parameter
σ j is the variance of the j-th generation population. The

parameter lNi is the distance between the population parti-

cle, and the optimal particle after N iterations, lNi =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑D

d=1ðXN
i − pNgbestÞ2

q
, the parameter D is the dimension.

The parameter lNave is the average Euclidean distance
between the population particle and the optimal particle
after N iterations, lNave = 1/m∑m

i=1l
N
i .

The solution process of the PSO-PIO algorithm mainly
includes two steps: The first step uses the particle swarm
algorithm with a jump operator to perform a preliminary
search, and when the diversity function drops to a certain
threshold, it goes to the second step. Further optimal solu-
tions are performed using the landmark operator of the
pigeon colony algorithm with disturbance operator. The
algorithm adopts the PSO algorithm with fast convergence
speed in the early stage to quickly lock the region where
the optimal solution is located and sets up diversity monitor-
ing. After the diversity drops to a certain level, the interfer-
ence algorithm PIO algorithm is used to search the locked
area to quickly find the optimal solution. The implementa-
tion process is shown in Figure 2.

The basic steps of PSO-PIO algorithm are as follows:
Step 1. Initialization algorithm parameters. The popula-

tion m, the space dimension D, the inertia factors ωMAX
and ωMIN, the learning factors c1 and c2, and the maximum
number of iterations NMAX.

Step 2. According to the fitness function, mark the indi-
vidual optimal solution pi and the current global optimal
solution pgbest.

Step 3. According to the PSO algorithm, gradually calcu-
late the new position and new speed of each particle, com-
pare the similarity between the particle’s pi and pgbest, and
calculate the particle’s jump probability p, and set the ran-
dom number p0 ∈ ½0, 1�. If p > p0, the particle jumps out of
the current position according to the jump formula; other-
wise, it stays at the current position to calculate pi and
pgbest for the next round.

Step 4. Use the diversity function to evaluate the diver-
sity level of the population, and judge whether the diversity
div ðNÞ is less than the set diversity threshold. If it is less
than the set diversity threshold, terminate the PSO algo-
rithm, enter the pigeon flock algorithm ,and go to step 5;
otherwise, go to step 3.

Step5. Enter the landmark operator of the PIO algorithm
with interference operator, and calculate the center position
xC of the population through the center position calculation
formula (3).

Step 6. Update the center position xC of the population
and the position of each individual according to the land-
mark operator of the PIO algorithm, and calculate the prob-
ability pert according to the interference operator, determine
the update position, and repeatedly calculate the particle
position for the next iteration.

Step 7. Whether N is greater than NMAX, if so, terminate
the algorithm and output the result, otherwise go to step 6.
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5. Data Collection Strategy of HWSNs Based
on PSO-PIO

The main process of the data collection method of heteroge-
neous WSNs based on the PSO-PIO algorithm is as follows:

5.1. Improvement of SEP Clustering Algorithm. The traditional
SEP clustering algorithm is improved, and the threshold func-
tion is optimized based on the average residual energy factor
and the distribution density factor of neighbor nodes.

5.2. Path Planning Strategy Based on PSO-PIO Algorithm.
After clustering in the first section and selecting cluster
heads (residence points RPs), the mobile sink will traverse
the positions of each cluster head according to the planned
path to collect data. The minimum spanning tree of the back-
bone network composed of the entire nodes. Once the resident
point RPs are selected, constructing the movement trajectory
according to the RPs is a traveling salesman problem (TSP).

In order to ensure that the moving path of sink is opti-
mal, that is, the mobile sink moves from the first cluster head
to the last one, and each cluster head passes through only
once during the movement. The proposed PSO-PIO algo-
rithm can obtain the optimal mobile sink path planning

strategy, and the PSO-PIO algorithm optimizes the edges
and nodes in the minimum spanning tree, so as to obtain
the optimal path of sink.

Start

Initialize the population
position and speed parameters,

and give the algorithm
parameters

Calculate the individual
optimal value pi and the group

optimal value pgbest

The new position and new
speed of each particle are

gradually calculated, and the
jump probability p of the

particle is calculated.

P > P0 ?
Update individual

positions according
to the jump formula

div < Threshold ?

Assessing the level of
population diversity using

a diversity function div

Enter the landmark operator of the
PIO algorithm, and calculate the
center position xC through the

center position calculation formula

The landmark operator calculates
and updates the position of the

individual and updates the center
position of the population xC

Calculate the probability pert of
the interference operator

Pert > P0 ?
Update individual

locations according to
the interference formula

Nmax < N ?

End

Y

N

Y N

Y

N

Y

N

Figure 2: The workflow of the PSO-PIO algorithm.

Table 1: Simulation environment parameter setting.

Parameter Value

Network range 1000 × 1000m2

Number of nodes 300

Common node communication radius 50m

Heterogeneous node communication radius 60m

VSink 5m/s

Initial energy of common node 1 J

Initial energy of heterogeneous node 2 J

Eelec 50 nJ/bit

Efs 10 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

l 4,000 bits

d0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ef s/Emp

q
= 87m

6 Wireless Communications and Mobile Computing



0 200 400 600 800 1000
0

100

200

300

400

500

600

700

800

900

1000

Start

(a) Random walk

0 100 200 300 400 500 600 700 800 900 1000
0

100

200

300

400

500

600

700

800

900

1000

Start

(b) PSO

Figure 3: Continued.
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5.3. Data Collection

5.3.1. Intracluster data collection. Step 1: After the cluster
head node of each cluster is successfully selected, the cluster
head broadcasts information such as its ID number, loca-
tion, and remaining energy within its maximum propaga-
tion radius.

Step 2: After the nodes receive the information from
cluster head, they record the information.

Step 3: The member nodes perform data transmission
according to the divided clusters. The cluster head node uses
the TDMA strategy to allocate time slots for the nodes in the
cluster, and all ordinary nodes perform data transmission in
the allocated time slots.
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Figure 3: Comparison of mobile sink path planning for 24 nodes.
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Figure 4: Comparison of mobile sink path planning for 32 nodes.
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5.3.2. Mobile Sink to Collect Data. The cluster head node
processes the received data and then forwards it to the base
station to complete the data collection of heterogeneous
WSNs.

6. Algorithm Comparison and
Performance Analysis

This paper compares four data collection strategies, which
are the random walk method, the movement strategy of
the PSO algorithm, the movement strategy of the PIO algo-
rithm, and the PSO-PIO algorithm. In the mobile strategy,
four algorithms are compared. In the experiment, the num-
ber of populations are 30, the iterations are 50, and the best
and average values of 30 independent runs were used as the
final test results. The population size of the pigeon colony
algorithm is 30, the number of iterations of the map and
compass operator is 40, the number of iterations of the com-
pass operator is 10, and the factor of the map and compass is
0.2. The parameter settings of the heterogeneous wireless
sensor network are shown in Table 1.

6.1. Comparison of Mobile Path Planning. In order to visu-
ally see the movement process of the mobile sink node of
heterogeneous WSNs, this paper describes its movement
path in detail and gives the movement paths of two different
network architectures with 24 resident points and 32 resi-
dent points, respectively. The moving path of the algorithm
is shown in Figures 3 and 4.

From the network simulation of 24 RPs in Figure 3, the
simulation area in this paper is large, and the total move-
ment path is relatively long, so the movement path planning
strategies of the four algorithms are relatively long. Among
them, in the movement mode of random walk, its moving

path is disordered, and the path is the longest. Particle
swarm optimization is a little better than random move-
ment; it has less chaotic movement. Compared with random
movement and the PSO algorithm, the PIO algorithm has a
relatively shorter movement path, and the strategy of the
movement path is relatively better, but it is not the optimal
one.

Figure 4 shows the mobility of 32 resident nodes, which
can be compared by path planning. Due to the large scope of
simulation in this paper, there are many RPs. The relative
effects of the proposed four algorithms are not the best, but
from the perspective of the four current literature methods,
this paper proposes its moving path compared with the other
three methods. Obviously shorter, the strategy is better.

6.2. Comparison of Network Energy Consumption. The
energy consumption comparison of the four algorithms is
shown in Figure 5. The RWmethod in the figure is an abbre-
viation for the random walk method.

From the perspective of the growth rate of the network,
the method of random movement consumes the most energy.
The PIO algorithm optimization by PSO algorithm has the
smallest network energy consumption, and the smaller the
growth rate, the lowest network energy consumption.

Moreover, we add a comparison of the three-dimensional
energy consumption of the algorithms, as shown in Figure 6.

Similarly, through the energy consumption comparison
of the three-dimensional network, it can be seen that the
energy consumption of this paper is the smallest.

6.3. Comparison of the Number of Packets Received by Sink.
The comparison of the number of packets collected by the
four algorithms is shown in Figure 7.
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Figure 5: Comparison of network energy consumption.
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Figure 6: Continued.
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Figure 6: Comparison of 3D network energy consumption.
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The number of received data packets for the four algo-
rithms is the same, and as the simulation progresses, the
gap gradually emerges. The number of datagrams collected
by random walk gradually decreases. With the progress of
the simulation, the network energy consumption of random
walk is relatively large, resulting in the death of some nodes,
resulting in a small number of data packets accepted by the
sink. The number of received packets of the other three types

is not much different. The improved PIO algorithm pro-
posed in this paper receives the most packets, but compared
with the PSO algorithm and the basic PIO algorithm, the
difference is not so obvious.

6.4. Comparison of the Number of Cluster Head Nodes. The
comparison of the number of cluster head nodes is shown
in Figure 8.
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Figure 7: Comparison of the number of packets received by the sink.
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Figure 8: Comparison of the number of cluster head nodes.
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With the simulation progresses, the number of cluster
head nodes in the random walk movement method fluc-
tuates greatly. The number of cluster head nodes gradu-
ally decreased and finally dropped to 10. The number

of cluster head nodes of the other three intelligent opti-
mization algorithms is not much different, and the num-
ber of cluster head nodes is relatively balanced, with little
difference.
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Figure 9: Comparison of network load balancing.
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Figure 10: Comparison of network transmission delays.
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6.5. Comparison of Network Load Balance. The calculation
formula of network load balancing is in reference [5].
According to the calculation in reference [5], we can obtain
the network load balancing performance of the four algo-
rithms. Figure 9 shows the simulation results.

From the comparison of network load balance in
Figure 9, it can be seen that in the first 25 times of polling,
the network load balance of the four methods has little dif-
ference. After 25 times of polling, the network load balance
of the random walk method is sharp. The main reason is that
the network energy consumption of the random walk
method is too large, the energy of the nodes is exhausted
in a large area, and its load balance fluctuates greatly. The
other three methods are relatively balanced.

6.6. Comparison of Network Transmission Delay. The trans-
mission delay measures the real-time performance of differ-
ent data collection methods by the transmission time of
successfully received data packets. The calculation formula
of network transmission delay is in reference [5]. According
to the calculation of reference [5], we can obtain the network
transmission delay of four algorithms. The network delays of
the three algorithms are shown in Figure 10.

At the beginning of the network transmission delay, the
network delay is long, mainly because the algorithm needs to
perform a lot of operations at the beginning, and it takes
some calculation time to find the optimal moving path. As
the iterative operation of the intelligent optimization algo-
rithm progresses, it gradually gains an advantage in finding
the optimal path, and gradually finds a relatively optimal
path plan, so that the transmission time is gradually short-
ened. From the perspective of the transmission delay of the

entire network, the random walk method takes the longest
time, the basic PIO algorithm has a longer delay, and the
PSO algorithm has a shorter transmission delay. The PSO-
PIO algorithm has the shortest transmission delay. The main
benefit is that the path it calculates is optimal, so the trans-
mission delay is the shortest.

6.7. Network Connectivity Comparison. The network con-
nectivity generally adopts the method of continuous motion
discretization to calculate the network connectivity. The cal-
culation formula of network connectivity is in reference [5].
The network connectivity comparison is shown in Figure 11.

The connectivity of the network is an important indica-
tor to be considered in the data collection process, which
directly affects the working stability and reliability of hetero-
geneous WSNs. From the comparison of network connectiv-
ity in Figure 11, except for the huge fluctuation of random
walk, the network connectivity of the other three algorithms
is relatively good. The PSO-PIO algorithm has the best mov-
ing path planning, and its network connectivity performance
is also the best. In this way, the phenomenon of data conges-
tion and large area packet loss that is easy to occur in the
data transmission process is avoided, and the stability of
the network operation is improved.

7. Conclusions

In this paper, an efficient data collection method based on
path optimization is proposed in heterogeneous WSNs for
Internet of things. Aiming at the path problem of mobile
sinks in heterogeneous WSNs, a path optimization strategy
based on the PSO-PIO algorithm t is proposed. The PSO-
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Figure 11: Comparison of network connectivity.
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PIO algorithm considers the network energy consumption,
data transmission delay, and network work efficiency when
collecting data when selecting the resident point, and uses
the PSO algorithm to select some nodes as the resident
point, and then constructs the optimal mobile path. Com-
pared with the PSO and PIO algorithms, the algorithm can
ensure the balance of energy consumption, effectively reduce
the transmission delay, and greatly prolong the network life.
In addition, the algorithm can overcome the fatal impact of
unreliable links on multihop data collection and ensure the
algorithm’s energy-saving and efficient data collection in
the actual environment.

The current work does not consider the reliability and
data redundancy in the process of data transmission. The
next step is to further improve the efficiency of heteroge-
neous WSNs data collection and the reliability of the net-
work, expand the mobile path of multiple sink and achieve
the goal of multiple sink to complete data collection together.
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Based on the environment of economic globalization, many clothing companies have increased the requirements for clothing
design styles to diversify them, thereby increasing the interest of consumers. The main purpose and motivation are to explore
the pattern design of children’s clothing with the marine bionic environment as the design source. Firstly, the collaborative
business concept of IoT machine learning is introduced into the field of clothing design. Design styles and elements related to
marine bionic environments are introduced. A set of questionnaires about the visual design preferences of children in different
families on marine style clothing patterns are designed to examine differences in the cognitive level of color patterns among
children of different age groups. Through the sorting, statistics, and analysis of the questionnaire results, different families have
a stronger interest in clothing with warm colors as the color style and lines and ordinary paintings as the pattern drawing
style. This provides a certain degree of design ideas for related clothing design work and provides unique insights into the
visual design of brand image based on the marine bionic system in the Internet of Things (IoT) and machine learning
environment.

1. Introduction

With the formation of the global economic integration trend,
the quality of life continues to rise, and the requirements for
clothing from children to adults have long ceased to be com-
fortable and warm [1]. Humans have gradually increased their
requirements for fashion and viewing. At present, in order to
expand the interests of many manufacturers, the pattern
design of clothing is too simple, there is a serious follow-up
phenomenon, and it is easy to cause visual fatigue [2]. The nat-
ural marine world is a source of original design ideas. Humans
can simulate marine life, extract inspiration, and imitate colors
to design trendy clothing [3]. The Internet of Things (IoT)
technology can coordinate the visual design of brand clothing
in the clothing industry, and machine learning can be used to
innovate the visual design [4].

The brand visual design of clothing is a very important
part. The style and pattern of clothing are the only way to

capture consumer interest. Bhatt et al. (2019) used the mul-
tifactor line regression method to study the design of cloth-
ing. In the results, there is a significant positive correlation
between the upgrading of clothing and the fashion style of
environmental concern. Environmental protection and crea-
tive clothing can stimulate the interest of consumers [5].
Kim and Lee (2019) also believed that most consumers’ pur-
chasing interests focus on the detailed visual stimuli of
models or clothing. This is a very important point in cloth-
ing sales [6]. Pu and Meng (2019) pointed out that marine
resources can play a great role in many current visual
designs and hope to achieve rational and comprehensive
optimization of resource development and promote the
development of marine resources [7]. Varol (2021) believed
that many icons from movies, music, design, politics, and
sports had influenced the clothing styles of different periods.
This further proves that the design of clothing style is an
important link [8]. As for the brand design of IoT
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enterprises, Nguyen et al. (2021) [9] used the IoT and enter-
prise data to design the system of data-driven and customer
emotion monitoring. By designing the framework of data-
driven decision support system, the framework proposed a
practical workflow for end users. The results showed that
combining the IoT and enterprise data could improve the
prediction results and simplify troubleshooting. In addition,
with regard to the establishment and research of high-
performance IoT virtualization framework, Al-Azez et al.
(2019) [10] studied the high-energy IoT structure with
point-to-point networking and processing. The research
results presented that the hybrid scenario could process up
to 77% of task requests, but the energy consumption was
higher than other scenarios. Ju et al. (2021) [11] studied the
IoT-assisted multiple fuzzy-enhanced energy scheduling
method in the intelligent scheduling system. The results sug-
gested that this method was superior to the traditional system
design, which improved the system accuracy and reduced the
execution time.With the increasingly fierce competition in the
apparel industry market, the style of design is the focus for
consumers to choose. Section 1 describes the concept and
application of machine learning in the IoT. In Section 2, the
concept of collaborative business of machine learning and ele-
ments and functions of the marine bionic environment is sup-
plemented and explained in the IoT environment. The visual
structure of marine bionic elements is designed based on IoT
machine learning. In Section 3, the data results are obtained
through the research on the color degree of clothing design.
Section 3 draws the research data results through the study
of clothing design color. Section 4 summarizes the research
conclusions. The contribution is to take the color and overall
pattern of marine creatures as the evaluation standard and
analyze children’s preference for a specific pattern to give the
design standard of clothing.

2. Related Work

With the development of the IoT and machine learning tech-
nology, the rapid development of hardware, software, and
communication technology promotes the emergence of sens-
ing equipment connected to the Internet. These devices pro-
vide observations and data measurements from the physical
world. Machine learning technology is widely used in the
development analysis model. These models are integrated into
different service applications and clinical decision support sys-
tems. Samie et al. (2019) [12] researched IoTmachine learning
and reviewed the role of machine learning from the cloud to
embedded equipment in the IoT. They studied the use of
machine learning in application data processing and manage-
ment tasks. These are guiding significance for the develop-
ment of IoT machines in various fields of society. Zolanvari
et al. (2019) [13] analyzed machine learning for industrial
Internet network vulnerabilities. The use of machine learning
in response to this sensitivity is discussed through network
vulnerability. Subsequently, the available intrusion detection
solution is described using the machine learning model. Tah-
sien et al. (2020) [14] reviewed and studied IoT security solu-
tions based on machine learning and conducted the most
advanced review of possible security solutions for IoT devices.

They discussed the challenge of machine learning-based IoT
system security, indicating that machine learning techniques
can respond to various Internet access. Kishor et al. (2021)
[15] studied fog computing intelligent medical data separation
scheme based on IoT and machine learning. They used a ran-
dom forest machine learning method to isolate patient data
and improve delays using fog intelligently. This model
achieves 92%-95% of the overall delay reduction to the existing
working techniques. In summary, the IoT, machine learning
neural networks have been applied in multiple fields, and the
construction of the model can be fully borrowed from the ref-
erence experience. A disadvantage is that the accuracy and
precision of the current model are not high, and it is necessary
to further optimize and improve in later work. The list of liter-
ature research is shown in Table 1:

3. Methods

3.1. The Concept of Machine Learning Collaborative Business
in the IoT Environment. A lot of studies haves been done on
themicrostructure coating of marine bionic functional surface,
but there are still many practical problems. The real biological
epidermis is easy to change under the influence of the environ-
ment. For the problems of long time and high cost of
completely replicating the epidermis structure in a large area,
the IoT brand is used for system engineering design, including
the Internet, communication protocol, signal detection and
processing, information fusion, database management and
development, and software development [16]. Based on the
current IoT technology, the system covers different aspects of
the circulation of brand clothing and the whole sales process,
including personalized services for members and customers.
The machine learning collaborative e-commerce structure in
the IoT environment can further improve the business effi-
ciency of supply chain management. The framework structure
of brand collaborative business is shown in Figure 1.

In Figure 1, the intelligentization of brand clothing store
sales and the realization of the coordination and interopera-
bility of various links can reduce inventory stock, reduce
costs, and strengthen personalized services for member cus-
tomers. Additionally, it can also improve the efficiency of the
enterprise, grasp the sales situation in time, and provide a
reliable basis for enterprise decision-making. This collabora-
tive business structure is generally improved by a collabora-
tive filtering algorithm (CFA) [17]. The structure of the
collaborative filtering algorithm is shown in Figure 2.

In Figure 2, the research purpose of CFA is to analyze the
degree of college students’ access to commodities in the daily
network. For example, for a group of students with the same
or similar hobbies, there is a certain degree of similarity in

Table 1: Recent related work on IoT and machine learning.

Author Year Content

Samie et al. 2019 Overview of IoT machine learning

Zolanvari et al. 2019 Industrial internet network vulnerability

Tahsien et al. 2020 IoT security solution

Kishor et al. 2021 Random forest machine learning method
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the software used when accessing goods. The item A used by
user A will also be the item frequently used by user B, and
the material A frequently referenced by user C will also be
the material frequently used by user D for reference.

Traditional CFA analysis of user similarity generally uses
three methods:

(1) Jaccard index [18]. The purpose of the coefficient is
to judge the relevance of binary data, as shown in

sim i, jð Þ = Ri ∩ Rj

Ri ∪ Rj

�����
�����, ð1Þ

User A

User C

User B

Commodity D

Commodity C

Commodity B

Commodity A

Similar

Figure 2: CFA structure.

Collaborative
business

technology

Business system structure

Information
service library

Technology
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Instruction Way

Configuration
method
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Corresponding
information

Figure 1: Structure of collaborative commerce.
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where Ri ∩ Rj represents a common thing for users i
and j. Ri ∪ Rj represents everything for users i and j.
The Jaccard index is widely used to compare users’
online shopping carts.

(2) Cosine similarity [19]. The user score is a vector on
an n-dimensional matrix, and the similarity of users
i and j is calculated by the cosine angle between the
vectors, as shown in

sim i, jð Þ = cos i, jð Þ = i · j
ik k · jk k , ð2Þ

cos i, jð Þ = ∑n
c=1Ri,cRj,cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
c=1R

2
i,c

q
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

c=1R
2
j,c
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where ∑n
c=1Ri,cRj,c represents the user’s score vector

inner product.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

c=1R
2
i,c

q
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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c=1R
2
j,c

q
represents the

product of the modulus of the user vector. Ri,c and
Rj,c represent the user’s evaluation score for item j.
However, different users have different ratings for
the same product. Therefore, this method cannot
accurately calculate the similarity. The analysis pro-
cess that CFA is used to analyze members’ consump-
tion intention is shown in Figure 3.

(3) Modified cosine similarity. This method can fill the
gap of no scoring standard in cosine similarity, using
the average of user scores for analysis, as shown in

sim i, jð Þ =
∑n

c=1 Ri,c − R−
ið Þ Rj,c − R−

j

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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j

� �2
r ,
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where Ri,c and Rj,c represent user i and j’s evaluation
of item c. R−

i and R−
j represent the average of the rat-

ings. In the current membership service, the process
of purchasing clothing, which does not need to guide
customers, is shown in Figure 4.

In Figure 4, the technical solution adopted in the intel-
ligent display and matching part of the member user is
that the member customer walks in front of the member
experience device and can choose clothing according to
their preferences. In corresponding scenarios, the technol-
ogy can recommend matching clothing to customers, and
users can arbitrarily match clothing according to their
own preferences.

3.2. Elements and Functions of Marine Bionic Environment.
The application of marine bionic form design to the brand
image design of children’s clothing enriches the formal lan-
guage of the product and embodies the unique aesthetic feel-
ing [20]. The characteristics of marine bionic environment
are shown in Figure 5.

In Figure 5, the inspiration of marine bionic design
includes not only the real form of the marine world directly
derived from nature, but also the abstract form and subjec-
tive image form extracted from rational thinking.

Most marine plants use bright colors to convey messages
of friendliness, hostility, excitement, threat, or deception. Its
ultimate purpose is to survive [21]. These beautiful and
bright colors are used in children’s products with unex-
pected results. The benefits of marine elements on children’s
attractiveness are shown in Figure 6.

In Figure 6, bright colors can beautify and enrich the
color language of children’s products, making the products
more beautiful and beautiful. The bionics of biological struc-
ture and texture is a commonly used method in modern
design. The use of biological structure or texture effects in
product design can make the audience feel the novelty and
uniqueness of creativity [22] and will bring tactile and visual

Obtain customer
information 

Analyze consumption
conflict and distance

Present results

Get the latest data

Get the optimal scheme Repeated
operation

Figure 3: Analysis of member consumption.
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impact to people. Several marine bionic design results are
shown in Figure 7.

In Figure 7, the process of bionic design is the process of
imitating a creature in the ocean. Its design process is shown
in Figure 8.

In Figure 8, in the design field, natural elements have
been fully utilized as a valuable resource. Designers often
look for design inspiration in natural things, solve the root
of the problem by drawing on the modeling structure of nat-
ural ecology, and use their professional quality and

Ocean bionics feel safe
The shape is sleek and smooth, and the overall streamline is

perfect

Ocean bionics have affinity
Including form bionic, abstract bionic and intentional bionic,

with connotation

Ocean bionics are interesting
It is easier to attract children's interests, and enhance the

experience in terms of aesthetics and taste

Ocean bionics

Figure 5: Features of the marine biomimetic environment.

Bright color styles can enhance
children's intellectual

development

Let children feel more color changes and
experience bright colors can cultivate

children's keen senses and promote the
development of artistic beauty.

Meet the requirements of
children's strength

development

Children recognize colors in a specific
order, and colors with strong contrast can
help children improve their psychological

feelings, stimulate brain nerves, and
satisfy curiosity

The benefits of vibrant marine colors

Figure 6: Marine elements enhance children’s senses.
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Figure 4: The flow of membership-style clothing purchases.
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professional skills to reconstruct it to form a certain aesthetic
sense [23]. A notable example of reproduction in natural
design is the graphic patterns and colors of animal fur. The
color tone of marine life can generally be divided into five
types as shown in Figure 9.

In Figure 9, the marine life has high color saturation and
strong contrast and has a strong visual impact. Its own color
and pattern form have certain inspirations for textile design,
clothing design, environmental design, and graphic design.
When the marine life color of clothing design is adopted
[24], it can help summarize the ideas in the color style design
of clothing and use it in the design of children’s clothing.

3.3. Children’s Cognition of Color in Different Age Groups.
The color style visual design of children’s clothing needs to
be carried out for children of different ages. The marine
bionic environment gives people the feeling of being smart.
When designing patterns, an innovative design process from
shape resemblance to spiritual resemblance is required, and
emotional factors need to be incorporated [25]. Children of

different ages have different perceptions of different colors
in their hearts. Children’s psychological and cognitive devel-
opment is divided into four stages, as shown in Table 2.

Children around the age of 14 gradually have their own
aesthetic ability. When choosing clothes and other things,
they begin to follow their own choices and oppose their par-
ents’ choices. At this stage, there are five aspects of clothing
selection criteria that parents give their children, as shown in
Figure 10.

In Figure 10, the comfort and safety of clothing are
equally important when parents consider purchasing chil-
dren’s clothing. Comfortable clothing is conducive to the
healthy growth of children.

At this stage, biological children have entered the best
period of memory. The development of children’s intelligence
and the education of knowledge are of great concern to parents.
They will cultivate children to accumulate knowledge and
enhance the learning atmosphere in any way and by anymeans.

With people’s pursuit of healthy life and high-quality
life, environmental protection has become a hot topic.

Bionic basis: fins, tails

Bionic basis: water droplets

Bionic basis: Nautilus

Marine bionic element
design

Knives and forks, pools,
water cubes

Bionic basis: fins, tails

Bionic basis: Nautilus

Figure 7: Results of marine bionic design.
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Green, eco-friendly clothing has the least negative impact on
the environment and human health. When parents buy
clothing products for children, they pay special attention to
the quality of clothing.

Based on attaching importance to safety, modern parents
advocate freedom, pursue individuality, and pay attention to
taste. Children mainly consider the attractiveness and fun of
the product. Based on ensuring the health, safety, greenness,
environmental protection and other qualities of children’s
clothing, there are further requirements for the value of the
additional spiritual level.

According to relevant data records, children aged 8-15
are the main component of the children’s clothing market.
Most of the children at this stage will have their own right
to choose when buying clothing, and they will be the main
players in future consumer spending by choosing products

through their own aesthetic wishes. Figure 11 shows the
main structure and players in the consumer market for chil-
dren of this age group.

In Figure 11, the reason for this structure is that children
in this age group begin to switch from passive consumption
to active choice consumption, and children’s curiosity makes
their market potential unprecedented and high commercial
value. The root of these lies in their pursuit of fashion and
individuality.

3.4. Wireless Sensor Communication and Mobile Computing.
Wireless sensor network (WSN) is self-organized by a large
number of small, low-cost, and resource-constrained sensor
nodes deployed in specific monitoring areas with the ability
of environmental parameter sensing, information processing
and storage, and wireless communication. It is an important

Actual marine life or plant form

The most significant characteristic factor

Product form design

Summarize

Think and Design

Similarity Analysis

Figure 8: The design process of marine bionics.
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colors in specific

environments
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Figure 9: The tone of marine bionic colors.
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emerging technology for information sensing and data col-
lection in the twenty-first century. WSN is a new network
form integrating sensor technology, semiconductor
manufacturing technology, microelectromechanical system,
embedded computing technology, radio communication
technology, distributed processing technology, and modern

network technology. Generally, when designing the pattern
style of clothing, the general pattern design can be composed
of points, lines, and surfaces. In fact, points can have many
different shapes, so points are the basis of some graphics. It
can have different characters and color elements [26],
become abstract points, and form different patterns. Based

Table 2: Color psychological cognition of children of different ages.

Generation Cognitive ability

Infants and toddlers
aged 0-3

Children at this stage are still at the stage of preliminary exploration of the world, and their cognitive level is
relatively elementary, so they should focus on guidance and enlightenment. Their understanding of natural forms
is only at a preliminary stage, and they have not yet formed their own consciousness. Therefore, the clothing at

this stage still has the guardian’s aesthetic decision.

4–6-year-old children

This stage is mostly preschool. Children currently have excellent imitation ability and show great curiosity and
thirst for knowledge about the things around them. Bright colors and prominent features can attract children’s
attention well. At this time, children are very easily influenced, have low self-control, are prone to emotional
fluctuations, and have a certain aesthetic foundation. The design choices of clothing can have their own choices,

but most of them still depend on their parents.

Children aged 7-12

Children at this stage begin to mature in their understanding of patterns and colors, have unique personality
development, and are more sensitive to aesthetic abilities. At this time, children have strong expressiveness, their
pursuit of unique personality begins to surge, they have their own understanding of aesthetics, and the choice of

clothing can be chosen by themselves.

Children 13-16

Children at this stage begin to develop a more mature consumption concept and have their own brand awareness.
After accumulating a lot of knowledge, their ability to understand color has a unique trait, and they began to
show opposition to their parents’ choices. They matured in their consumption concepts. They broke away from

the naive style of childhood and began to imitate the adult style.

Harmless

Ensure
comfort

Low carbon
and

environmental
protection

Fun

Helpful for
education

Figure 10: Parents’ clothing selection criteria.
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on the IoT machine learning, the visual structure of marine
bionic elements is optimized and designed. The pattern of
grid points is shown in Figure 12.

In Figure 12, when extracting and applying graphic ele-
ments, the shape of the graphic can be adjusted appropri-
ately without changing the basic shape. After the pattern is
extracted, it is arranged into two-sided continuous and
four-sided continuous graphics. Through repetition, recon-
struction, gradual change, and concretization, new patterns
are formed and applied to the packaging design of brand
image to bring good visual effect.

3.5. Feedback Questionnaire Design for children’s Clothing
Design with Marine Bionic Elements. With people’s pursuit
of healthy life and high-quality life, environmental protec-
tion has become a hot topic. Green, eco-friendly clothing
has the least negative impact on the environment and
human health. When parents buy clothing products for chil-
dren, they pay special attention to whether the quality of
clothing, the material, and the shape of the products are ben-
eficial to children’s health. Incorporating the design concept
of “happy, healthy, green and environmental protection”
into the product plays a vital role in the future development
of children and has certain educational significance for chil-
dren. The marine environment gives people a pure, green,
and natural feeling, which is in line with parents’ expecta-
tions for their children’s inner world. Marine element
brands are the first choice for parents.

A questionnaire on the effect of marine bionic elements
on children’s visual design was designed, and the color and
pattern making style of visual patterns were investigated in
the environment of high-energy IoT. The data collected in
the questionnaire mainly includes the description of the cog-
nitive and structural characteristics of marine bionic ele-
ments. In addition, the age distribution of children’s
parents is also investigated in the daily clothing purchase.

The data on age and options are automatically collected
and evaluated in the system by the high-energy IoT frame-
work. The questionnaire designed by relevance concept is
shown in Table 3.

Children aged
8-15

Future purchasing
power

Significant
influence

Major consumer
markets

Indirect effects

Direct impact

Seek parental advice

Use your own
financial resources

According to one's
own aesthetic

Figure 11: The structure of children in the consumer market.

Abstract point

Dots make lines

Line pattern

Figure 12: Construction of a common pattern.
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The validity of the questionnaire is tested after designing
the questionnaire. SPSS statistical software is used to analyze
the questionnaire, as shown in Table 4.

The suitable sampling number is 0.943, which is greater
than 0.9, and the significance is 0.000. The validity of the
questionnaire is good, and the results can be used and
adopted. The experimental data set of the study is obtained
by means of a questionnaire survey. Questionnaires are dis-
tributed to 80 families to investigate the influence of chil-
dren’s clothing on marine bionic visual design and ask
their opinions. A total of 73 questionnaires are returned after
completing the survey. There are 68 valid questionnaires,
and the survey results will be statistically analyzed in the
results.

4. Results

4.1. Discussion on the Color Degree of General Families for
Marine Bionic Visual Clothing Design. In this link, firstly,
statistics and analysis of the pattern and color results of the
visual design of marine bionic clothing are carried out in
general families. Additionally, other factors affecting cloth-
ing purchases in the family are also analyzed, including pur-
chase volume, choice of clothing purchased, choice of
clothing brand, and access to clothing information. The sur-
vey results are drawn as a statistical map to judge the factors
and degrees of influence of these factors on the design of
marine bionic clothing and give some suggestions for discus-
sion. The statistical results are shown in Figure 13.

In Figure 13(a), most families purchase clothes for their
children within a month, and the frequency is relatively
average. Among them, 20 and 19 families purchased 4-6
pieces and more than ten pieces, accounting for 30% and
27%, respectively. In Figure 13(b), when buying children’s
clothing for children, most families will consider their chil-
dren’s opinions, and eight families, accounting for 12%, are
completely dominated by parents. In Figure 13(c), 33 of
the 68 families will first consider domestic brands when

Table 3: Questionnaire for the visual design of marine bionic
clothing.

Basic information:

Parent’s age:

A. 27-30

B. 31-36

C. 37-40

D. Above 41

Your gender:

A. Male

B. Female

Questionnaire questions and options:

How many outfits are typically bought for a child in a one-month
period:

A. 1-3

B. 4-6

C. 7-9

D. More than 10

When shopping for clothing, who chooses:

A. The child chooses by himself

B. The parent makes the choice

C. Appropriately listen to the child’s opinion

Before buying clothing, how do you know clothing information:

A. Other people’s clothes packaging

B. Advertising

C. Familiar brand

D. Recommend by friends

E. Other ways

When choosing to clothe for children, will you pay special
attention to the brand benefits of clothing:

A. I care a lot

B. I will choose brand

C. I do not care

You generally choose foreign brands or domestic brands:

A. Foreign brands

B. Domestic brands

C. Do not care

What is your child’s favorite color in this marine environment-
inspired costume:

A. Bright colors

B. Deep colors

C. Black and white gray

Which pattern do children like the most in the visual design of
such marine bionic clothing:

A. Line drawing

B. Paper cut

C. Ink painting

D. Paste type

E. Ordinary painting

Which shade does your child prefer:

A. Warm colors

Table 3: Continued.

B. Cool colors

C. It does not matter

Which presentation style does your child prefer:

A. Realism that is more in line with facts

B. Abstraction that is more exaggerated

C. It does not matter

Other additions:

Table 4: Test results of questionnaire validity.

Sampling suitability quantity .943

Sphericity test

Chi-square read 3204.042

Degrees of freedom 407

Significance .000
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purchasing children’s clothing, 16 of the remaining families
will consider foreign brands first, and 19 will not care about
the influence of brands. In Figure 13(d), 29 families obtained
information from advertisements when purchasing clothing,
accounting for 43%, and 16 families obtained information
from friends’ recommendations. Finally, in Figure 13(e),
children in 55 families prefer the visual style of clothing in
warm colors, and only 4 prefer cool colors. Therefore, when
using the marine bionic environment to design clothing
styles, designers should first consider starting with warm
colors, which can better attract children’s attention and
choose to buy. Additionally, designers should also properly
consider cool-toned clothing to meet the needs of all
consumers.

4.2. The Pattern Style Evaluation of the General Family for
the Visual Design of Marine Bionic Clothing. Aesthetic pref-
erence is the personal preference and appreciation of the
aesthetician for the structure, shape, color, material, and
other aspects of things. Children of different ages have dif-
ferent aesthetic styles and tastes. Noble aesthetic sentiment
can make the aesthetic person get spiritual pleasure and sat-
isfaction and finally get the perfection of personality. The
influence of the marine bionic environment on the visual
design of children’s clothing is discussed. A questionnaire
is used to rate 68 families for different styles of color visual
design clothing. This link will evaluate the design style and
style of clothing patterns in the bionic environment, and
the data results are shown in Figure 14.

In Figure 14(a), in the 68 surveyed households, most of
the parents are concentrated in the age group of 31-40.
Among them, parents aged 31-36 are the most, with 41
accounting for 60%. In Figure 14(b), 48 parents aged 31-
36, and 71% of the families prefer the exaggerated abstract
pattern style in clothing. Most of these patterns are anthro-
pomorphic animated characters based on marine animals.
Therefore, it is also loved by most children. In
Figure 14(c), the line drawing and ordinary drawing are
the most popular, with 17 and 19 families, accounting for
25% and 27%, respectively, followed by the sticker type, with
12 people, accounting for 18%. Finally, the same number of
people who like paper-cut shapes and ink paintings are ten
people, accounting for 15%, respectively. When carrying
out the visual design of marine simulation-style patterns, it
is necessary to focus on line drawing and ordinary painting,
and most people who like ordinary pattern style design still
occupy the majority.

To sum up, through the concept description of machine
learning collaborative e-commerce under the concept of IoT
and the analysis of elements and functions of the marine
bionic environment, the visual structure of marine bionic
elements is designed and optimized based on the cognition
of color by children of different age groups. The survey
results of marine bionic visual clothing design showed that
children from 55 families preferred the visual style of cloth-
ing in warm colors, and children from only four families
preferred cool colors. In addition, in the evaluation of pat-
tern style, line painting and ordinary painting are the most
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Figure 13: Statistics on clothing color and purchase situation ((a) is the purchase frequency of clothing; (b) is the source of choice when
purchasing clothing; (c) is the brand selection of clothing; (d) is the way to obtain clothing information; and (e) is the evaluation of the
color of the marine biomimetic pattern).
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popular, with 17 and 19 families, accounting for 25% and
27%, respectively, followed by sticker type, with 12 families,
accounting for 18%. Research shows that different families
have different needs for clothing color and clothing design
style, and the design direction should be adjusted according
to the actual situation.

5. Conclusion

At present, given the diversification of clothing styles, major
children’s clothing companies urgently need to seize the
children’s mainstream aesthetic style and improve their sales
performance. Therefore, they try to apply new network tech-
nologies in children’s wear design. Based on the IoT and
machine learning method, the bionic system factors of
marine organisms are studied in children’s wear pattern
design. Firstly, in the large environment of the IoT, machine
learning is a synergistic business concept with technology
that summarizes the design process of clothing. Secondly,
examples and methods of marine bionic elements in style
design are set forth. A set of marine-style apparel visual
questionnaires for different family children are designed
combined with the difference in color and pattern cognitive
ability in four different ages. Children in 68 families have
surveyed various styles and colors of clothing patterns and
home environments. The questionnaire results have been
summarized, and most children are more interested in
warm-tone patterns and colors and the pattern drawn in
bylines and ordinary paintings. Therefore, in the clothing

style design, the above three factors should be used as the
main design style. The main shortcomings of research are
that the investigation of sample data is 68, less than a normal
survey, and the result is limited. Hence, in subsequent work,
to improve the advantages of the proposed work, the num-
ber of survey samples will be further expanded, and the data
will be further collected to improve the operational efficiency
of the model.
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The present work is aimed at solving the investment risks in the supply chain management (SCM) process of enterprises.
Therefore, the Back Propagation Neural Network (BPNN) algorithm, logistic regression analysis, and other related theories are
used for the risk prediction analysis of supply chain samples. Firstly, 40 pieces of supply chain training data are collected as
research samples. Secondly, the examples are trained using the BPNN algorithm. Meanwhile, a logistic regression model is
constructed based on Principal Component Analysis (PCA). Finally, the two models conduct risk prediction on the test
samples. The results indicate that the BPNN model can effectively predict various risks in the SCM process. It achieves an
excellent evaluation effect of single risks, consistent with the actual results. Still, there are some deviations between the
prediction results and the actual results of mixed risks. When the significance P value is more than 0.5, the sample is predicted
to be of high risk. When it is less than 0.5, the sample is predicted to be of low risk. The prediction accuracy of the logistic
regression model is as high as 92.8%, demonstrating brilliant applicability and popularization in the investment risk prediction
of the supply chain. The BPNN algorithm and logistic regression model can precisely predict the investment risk in SCM and
provide a reference for the improved SCM and the sustainable and stable development of enterprises in the supply chain.

1. Introduction

1.1. Research Background. With the development of science
and technology, market competition is becoming even more
dynamic and globalized. The supply chain faces increasingly
fierce competition in the modern market [1]. However, the
supply chain of each industry is affected by a variety of fac-
tors. The risk prediction in the supply chain management
(SCM) process can offer vital information for the regular
operation of the supply chain [2]. Rapid and efficient risk
prediction and analysis of the SCM process will help supply
chain managers accurately identify and judge the risks faced
by the supply chain. It is also practicable to adopt corre-
sponding risk control strategies to optimize enterprise man-
agement and workflow and reduce risks in the process of
enterprise investment, guaranteeing the virtuous develop-
ment cycle of the supply chain [3, 4].

1.2. Literature Review. Some scholars have employed the
Back Propagation Neural Network (BPNN) to evaluate the

risk of specific links in the supply chain. Jeong et al. believed
that the BPNN risk prediction model dramatically improved
the work efficiency in product logistics transmission and
ameliorated problems, such as missed and wrong shipments
[5]. Shao et al. analyzed fruit and vegetable production,
logistics, and sales risk indicators through the BPNN model.
They suggested that the sales were a precarious link, which
significantly impacted the overall management process of
the supply chain; there were also certain risks in the logistics
link [6]. Jiang et al. established a risk index evaluation sys-
tem by sampling the supply chain data of enterprises. They
also built a logistic regression model based on PCA to pre-
dict the risk of supply chain variables faced by enterprises
[7]. Zheng et al. used the primary effect model to evaluate
the influencing factors of logistics enterprises. They deemed
that the logistic regression analysis results would be affected
by the deviation of sample data [8]. Liu et al. reported that
the additives added to product processing could seriously
increase the risk to the supply chain. Hence, the authors
established a corresponding BPNN model for risk prediction
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[9]. The existing works reflect many factors forming the
investment risk of SCM and a remarkably high correlation
between various factors, resulting in a lot of overlapping
information. The BPNN structure and logistic regression
model have advantages in analyzing complex data of a large
volume and poor independence. In the related studies listed
above, the first few authors mainly studied the industrial
SCM from the perspective of logistics enterprises. The latter
scholars applied the BPNN and logistic regression model to
discuss investment management risks. They all put forward
individual opinions from different angles with a certain sys-
tematicness. The downside of these studies is that they are
limited to a small range of industries and lack certain univer-
sality. In addition, the research results are generally more
descriptive in words than in data.

1.3. Research Questions and Objectives. This paper collects
forty groups of supply chain training samples and ten groups
of supply chain test samples for risk forecasting. Specifically,
the principal indicators are selected for screening and analy-
sis; the logistic regression model is established based on PCA
to optimize the risk indicators; the BPNN model implements
risk prediction on these indexes. Risk identification and eval-
uation of various risk indicators in the SCM process could

clearly understand different risk types and levels. It can help
enterprises involved in the supply chain improve their
awareness of risk management and provide a reference basis
for risk prediction and evaluation. It can also provide an
effective early warning plan for SCM to reduce investment
risks in the supply chain. Figure 1 reveals the organizational
structure of the research reported here.

2. Research on Investment Risk Theory of SCM

2.1. SCM. SCM originates from logistics management. As
the logistics industry develops, the vertical integration model
has become the logistics industry’s trend, yet it does not
expand the research scope of logistics management. The
value chain concept gradually appears under enterprises’
collectivized and globalized advancement. On this basis,
supply chain theory has gradually formed combined with
resource sharing and information interaction among enter-
prises [10–12]. Scholars worldwide have done many studies
on the risk prediction of the supply chain and proposed
some common risk evaluation methods. (1) Fuzzy compre-
hensive evaluation method: it calculates the fuzzy relation-
ship based on the weight of each index and the fuzzy
matrix of the prediction object and judges the prediction
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Figure 1: Organizational structure.
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object using a specific evaluation model combined with the
function of each index [13]. (2) Analytical hierarchy process:
it decomposes the relevant factors affecting the prediction
results into different levels such as objectives, methods, and
criteria, then makes qualitative and quantitative analysis,
and finally obtains the decision-making method [14]. (3)
Grey system theory: aiming at the sample system with low
information accuracy, it comprehensively evaluates the risk
indicators during SCM by determining the standard weight,
evaluation standard, sample matrix, the grey evaluation
coefficient, grey evaluation weight matrix, and other
methods or steps. (4) Rough set theory: this method mainly
uses the correlation among multitudes of historical data to
reflect the importance of target attributes. (5) Regression
analysis: it refers to a process where a scholar needs to collect
a large number of sample data, calculate the regression func-
tion among dependent and independent variables based on
mathematical statistics, and analyze the relationship between
two or more variables. (6) BPNN: this model is established
through sample data acquisition and repeatedly trained via
the self-learning characteristics to correct the weight and
reduce the model error. Then, the connection weight of each
layer of the network is analyzed, and a conclusion is drawn
[15, 16].

Ricardo Saavedra et al. believed that SCM could syste-
matically coordinate the relationship between departments
within the enterprise and related enterprises and improve
the work efficiency of departments and economic benefits
of enterprises [17]. Kerkkamp et al. reported that SCM was
a management mode connecting raw material suppliers,
product manufacturers, distributors in goods transportation,
logistics personnel, and customers. Besides, information and
material flow were continuously repeated [18]. Chkanikova
and Sroufe believed that SCM was often a time-based com-
petitive strategy compared with the role of enterprises in a
single link. Besides, improving information communication
and material turnover efficiency could connect different
enterprises, increase cooperation and closeness, and enhance
group competitiveness [19]. Pan et al. expounded that from
the perspective of overall function, SCM was a comprehen-
sive functional network chain structure mode focusing on
the core enterprise using the control of information flow,
logistics, and capital flow. It involved the procurement of
raw materials, the manufacturing of intermediate products,
the manufacturing of final products, and the final product
delivery to consumers by the sales network [20].

In short, unlike the visualization concept of the supply
chain, SCM is a management mode characterized by strate-
gic cooperation among enterprises at each node. It effectively
integrates various resources and maximizes the profits of the
whole supply chain system. Because the supply chain system
involves multiple participants, links, and objectives, the sys-
tem is greatly affected by internal and external change fac-
tors and often faces management risks.

2.2. Management Risks in Supply Chain. There are many
risks in the management process of the supply chain,
roughly divided into three categories. (1) Environmental
risk: it refers to the risks caused by the external environmen-

tal factors of the supply chain, including natural conditions,
financial policies, and national laws. (2) Operational risk: it
refers to the factors affecting the cohesion and destroying
the cooperation of enterprises in the operation process,
including information processing, agreement risk, and profit
priority. (3) Internal management risk: it indicates the possi-
ble problems of each link and enterprise involved in the
operation of the whole supply chain and the impact on the
whole network chain, including supply link, manufacturing
link, logistics link, and customer demand [21]. This paper
only analyzes the internal management risk.

Many influencing factors of investment risk exist
because SCM involves multiple enterprises or departments.
Risk management of the supply chain is aimed at reducing
the risk of the supply chain in general by identifying and
managing the risk factors existing in the supply chain links
and external risk factors [22, 23].

SCM’s structure and involved aspects primarily deter-
mine the potential risks. Four leading risk indicators are
selected here, and three secondary indexes are chosen for
each dimension. The secondary indexes of the supply risk
are the order satisfaction rate, on-time delivery rate, and
quality qualification rate; those of the manufacturing risk
are order completion rate, on-time delivery rate, and prod-
uct qualification rate; those of the demand risk are product
return rate, customer churn rate, and order change rate;
those of the transportation risk are interactive inventory
rate, safe delivery rate, and on-time delivery rate [24].

Figure 2 displays the SCM process and risk classification.
In Figure 2, there are four main links in the SCM pro-

cess: suppliers, manufacturers, logistics and transportation,
and final customers. Each link involves multiple aspects.
Correspondingly, the operation process in each part faces
corresponding risks, which will ultimately affect the regular
operation of the entire supply chain and increase the risk
of investment.

Risk management, an essential part of SCM, refers to the
management process of identifying, evaluating, and analyz-
ing various possible index risks. Efficiently predicting, pre-
venting, and controlling risks help accurately deal with
hidden dangers, ensure enterprises’ regular operation, and
minimize economic losses. Enterprises can carry out con-
ventional risk management with detailed overall planning
and prejudgment to avoid SCM risks. Figure 3 demonstrates
the main links.

As shown in Figure 3, the risk management process of
the supply chain mainly includes five links: risk awareness,
risk identification, risk assessment, risk treatment, and final
inspection and evaluation. Firstly, employees and managers
in the supply chain must have a degree of risk awareness
and consciously predict and estimate risks in advance. Sec-
ondly, they need to investigate and identify the risks and
analyze the reasons for the formation of risks through classi-
fication. Thirdly, they provide a reference for subsequent
processing by quantitatively calculating the risk factors. A
series of corresponding measures are taken to control the
risk within an acceptable range. Finally, the whole process
of risk management is scientifically checked and evaluated.
Of course, in the entire process, each link is indispensable
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for a complimentary consultation and information commu-
nication to form a complete closed loop to deal with the risks
of SCM.

2.3. BPNN Algorithm. BPNN is used to conduct risk evalua-
tion. In principle, the network is trained with several evalu-
ation samples representing the sudden risks in a supply
chain with known risk types and levels. In this way, it can
obtain the empirical knowledge of risk types and levels and

the tendency of risk evaluation indicators in the supply
chain from the training samples [25]. After the training,
the new samples with unknown risks should be input into
the network. The network can automatically diagnose the
risk types and levels of the new samples according to experi-
ence and memory [26].

Here, the standard BPNN with a three-layer topology is
used to analyze and evaluate the risks in a supply chain.
Figure 4 describes the topology of BPNN.

Risk
awareness

Risk
discrimination

Risk
assessment

Consultation
and

communication

Inspection
and

evaluation

Risk
handling

Figure 3: Procedures of risk management in supply chain.
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Figure 2: SCM process and risk classification.
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In Figure 4, the input layer has i neuron inputs; X =
ðx1, x2,⋯,xiÞT expresses their signals; there are m neurons
in the hidden layer, and O = ðO1,O2,⋯,OmÞT means their
signals as well as the input signals of the output layer; the
output layer has k neurons, and Y = ðy1, y2, ykÞT represents
their signals.

Equation (1) denotes the function of the input layer, i.e.,
the hidden layer of BPNN.

om = f 〠
n

i=1
vimxi

 !
: ð1Þ

In Equation (1), f and v represent the activation function
and weight of the hidden layer, respectively. Similarly, the
relational expression between the output and implicit layers
can be expressed as

yk = f 〠
n

i=1
wmkom

 !
: ð2Þ

In Equation (2), the meaning of the letters is the same as
that in Equation (1). The error between BPNN training pre-
diction and expectation is calculated according to

E = 1
2〠

m

k=1
e2k =

1
2〠

m

k=1
dk − okð Þ2: ð3Þ

In Equation (3), d denotes the expected value, o stands
for the predicted value, and e refers to the difference between
expected mean value and the target value. The gradient
method is used in the training optimization process of
BPNN to quickly decrease the weight and reach the opti-
mum:

Δwjk = ηδ0kyj = η dk − okð Þ2ok m − okð Þyj,

Δvjk = ηδykxi = η 〠
m

k=1
δ0kwjk

 !
yj m − yið Þxi,

ð4Þ

where η and δ represent the learning rate of BPNN and error
signal factor, respectively. The remaining letters have the
same meaning as in the above equations.

2.4. Logistic Regression Analysis. The logistic regression
model is extensively used and has penetrated the fields of
medicine, economics, biology, and engineering technology.
On the one hand, the logistic regression model can mine
the internal information hidden in the data and measure
the dependence between explanatory and response variables.
On the other hand, it can predict or provide a priori infor-
mation for decision-makers to make accurate decisions [27].

Let the distribution function of random variable X be

F x, μ, σð Þ = 1
1 + e− x−μð Þ/σ , −∞ < x <∞: ð5Þ

In Equation (5), when −∞ < μ <∞ and σ > 0, X is said to
obey a univariate logistic distribution with parameters μ, σ. μ
is called the location parameter of the distribution, and σ is
called the scale of the distribution parameter. At this time,
the density function of X is defined as

f x, μ, σð Þ = e− x−μð Þ/σ

σ 1 + e− x−μð Þ/σ� �2 , −∞ < x <∞: ð6Þ

The variable Y is set to be a random variable of two cate-
gories. Y = 1 and Y = 0 indicate the occurrence and nonoccur-
rence of the events, respectively. The binary logistic regression
model is used to describe the relationship between Y and
covariate X = ðX1, X2,⋯, XmÞT . Equation (6) illustrates the
form of the binary logistic regression model.

P Y = 1 xjð Þ = eg xð Þ

1 + eg xð Þ : ð7Þ

In Equation (7), there is

g xð Þ = β1x1 + β2x2+⋯+βmxm, ð8Þ

where β denotes the risk probability of the supply chain. The
present work mainly adopts the logistic regression model with
two classifications shown in Equation (7).

PCA tries to regroup many original indicators with spe-
cific correlations (such as P indicators) into a new set of
unrelated comprehensive indicators to replace the original
indicators [28]. It is a multivariate statistical method to
investigate the correlation between multiple variables. It
explores how to reveal the internal structure of various var-
iables through a few principal components. In other words,
it derives a few main features from the original variables to
retain as much information of the original variables as pos-
sible and keep them independent. Mathematically, a linear
combination of the original P indexes is usually used as a
new comprehensive index [29].

3. Research and Analysis on the Model
Construction of Investment Risks in
Supply Chain

3.1. Model Construction Based on the BP Neural Network.
Here, 40 supply chain training samples are used to repeatedly
test the BPNN model. There are i (i = 12) secondary indexes
under the top four leading risk assessment indicators in the
input layer and m secondary indexes in the hidden layer,
which is finally determined by the test results. The output layer
has five main risk evaluation indicators: supply, manufactur-
ing, demand, transportation, and risk levels. Based on the
BPNN algorithm, Equation (9) illustrates the relationship
between the number of training samples and the number of
neurons in each topology layer, i.e., the number of layers.

N = 1 +Om × xi + yk + 1
yk

: ð9Þ
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In Equation (9), N denotes the number of training sam-
ples, xi refers to the number of input layer nodes, yk stands
for the number of output layer nodes, and Om represents the
number of hidden layer nodes.

Symbols represent the output results of indicators in the
BPNN model. Among the top four indicators, 1 represents
risks, and 0 represents nonrisks; among the risk level
indexes, 0 represents the level with nonrisks, and 1, 2, and
3 indicate low-, medium-, and high-risk levels, respectively.

3.2. Construction of Logistic Regression Model. Forty supply
chain training sets are selected as the data samples. The
logistic prediction model is constructed according to these
samples. The contribution of its risk indicators to the supply
chain is scored, with the range set to 0-100. 0 represents that
the leading indicators are not at risk, 1 means that the lead-
ing indicators are at risk; 100 demonstrates that the risk is
exceptionally high. The greater the value, the higher the risk
level. Besides, classified forecasting is conducted on ten sup-
ply chain test samples. The logistic prediction model is
designed as Equation (10), and the significance segmenta-
tion point is 0.5. When the significance P value is larger than
0.5, the sample prediction is of high risk; when the signifi-
cance P value is less than 0.5, the sample is predicted as
low risk.

SPSS analysis is conducted on the data of four main risk
indicators (supply risk, manufacturing risk, demand risk,
and logistics risk). The analysis results demonstrate that

the risk probability of the main indicators exceeds 85% of
the total risk. The logistic model analyzes the values of the
main indicators. The significance of the result variables is
summarized in Table 1.

Table 1 illustrates that the P value of the main indicators
is 0.035 and the P value of the intercept is 0.028, both meet-
ing the test criteria, i.e., less than 0.05. Equation (10) mani-
fests the logistic regression prediction model.

P = e −1:453+1:248F1ð Þ

1 + e −1:453+1:248F1ð Þ : ð10Þ

In Equation (10), F1 represents the contribution rate of
the main index to the sample risk.

4. Results and Analysis

4.1. Risk Evaluation and Analysis of BPNN Model for
Training Samples. The MATLAB platform is adopted to
train the BPNN model. After repeated training data conver-
gence, the actual system error is the same as the target error,
reaching 0.002. Five supply chain training samples, A, B, C,
D, and E, are selected for regression simulation. The
expected values are represented by Aq, Bq, Cq, Dq, and
Eq. The output results are shown in Figure 5. The BPNN
model values are represented by Am, Bm, Cm, Dm, and
Em, and Figure 6 provides the output results.

Figures 5 and 6 denote that the supply, transportation,
and demand risks of training sample A are normal in the
expected output Aq and the network output Am. However,
the output results of the manufacturing risk are abnormal,
indicating a threat with a low-risk level and an error of
0.001. The two output results Bq and Bm of the supply risk
indicator of sample B show that there is a risk with a high
level and an error of 0.0015. Cq and Cm of the demand risk
indicator of sample C are abnormal, and the risk level is
medium, with an error of 0.00017. Dq and Dm of the five
indicators of sample D are completely consistent, and the
error is 0. Eq and Em of the demand risk indicator of sample
E are abnormal, the risk level is low, and the error is 0.0012.
It can be concluded that the final result output by the net-
work model is basically the same as the expected result,

x1

x2

xi

O1

O2

Om

yk

y2

y1

Input
layer

Hidden layer Output layer

Figure 4: Topology structure of BPNN.

Table 1: Sample variable regression analysis.

Project Main indicators Intercept

Regression coefficient (B) 1.257 -1.446

Standard error (S.E.) 0.632 0.693

Wald 4.332 4.361

Degree of freedom 1 1

Significance (P) 0.035 0.028

OR 3.421 0.256

Confidence interval (E.N.) 95%

Lower limit 1.045

Upper limit 11.769
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and the error is within the set range. In other words, the
BPNN model can test the supply chain well.

4.2. Risk Evaluation and Analysis of the BPNNModel for Test
Samples. Twelve indicator values of ten test samples, A-1, B-
1, C-1, D-1, E-1, F-1, G-1, H-1, I-1, and J-1, are shown in
Figures 7 and 8. The BPNN model is used to compare and
analyze the actual results and the predicted results of all
indicators, and the results are shown in Figures 9 and 10.

The customer churn rate is the ratio of the number of
customers lost to the number of customers for all consumer
products or services. Figure 7 suggests that the return rate,
customer churn rate, and order change rate of sample E-1
are significantly higher than those of other samples. The cus-
tomer churn rate is up to 60%. The order change rate of
sample J-1 is up to 91%, which has obvious demand risk.
The on-time delivery rate of sample D-1 is as low as 40%,
and the on-time delivery rate of sample G-1 is as low as
30%. There are proven obvious logistics risks.

Figure 8 denotes that the return rate, customer churn
rate, and order change rate of sample E-1 are significantly
higher than those of other samples, the customer churn rate
has reached 60%, the order change rate of sample J-1 has
reached 91%, and there is obvious demand risk. The on-
time delivery rate of sample D-1 is as low as 40%, and the
on-time delivery rate of sample G-1 is as low as 30%, both
of which have apparent logistics risks.

Figures 9 and 10 demonstrate that the BPNN model has
a brilliant evaluation effect on the single risk, consistent with
the actual results. Still, there are some deviations in the eval-
uation of mixed risks. The real risk type of sample C-1 is that
both supply and manufacturing risks exist simultaneously,
and both risks are predicted during the model evaluation.
However, the supply risk is at a high level, and the
manufacturing risk is at a medium level. The model obtains
results that both risks are at a high level. This situation may
result from the lack of samples with both supply and
manufacturing risks in the training samples, leading to
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Figure 5: Expected output of supply chain training samples.
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Figure 6: BPNN output of supply chain training samples.
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insufficient model training and imperfect data collection. The
demand risk of sample E-1 is very high, and the model makes
a proper judgment, consistent with the expected result. For
sample G-1, manufacturing and logistics risks exist concur-
rently, and the predicted risk is at a high level, but the analysis
result of the model is a medium risk level. Analyzing the sam-
ple index data suggests that the manufacturing and logistics
risks in the G-1 samples are inconsistent, and the model devi-
ates in judgment, resulting in inconsistent judgment results.
However, the overall model can effectively predict the risk
level of each index of the supply chain.

4.3. Risk Evaluation Analysis of Logistic Regression Model of
Test Samples. The logistic regression model in Section 3.2
predicts the investment risk of 10 test samples in SCM.
Table 2 displays the results.

Table 2 indicates that when the expected risk is 0, the
prediction accuracy of the logistic model reaches 85.7%;
when the expected risk is 1, the prediction accuracy of the
logistic model is very high, reaching 100%. For ten predic-
tion samples, the overall prediction accuracy has gained
92.8%. The results show that the logistic model has excellent
applicability and promotion in investment risk prediction of
the supply chain and can provide strong data support for the
development of the industry. Mentzer used the risk ques-
tionnaire method to study the investment risk of SCM. He
found that SCM was systematic and strategic coordination
of the functions of traditional enterprises departments
within an enterprise and between enterprises from the entire
supply chain. The aim was to improve the long-term
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Figure 7: Analysis indicators of supply chain test samples.
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performance of the supply chain and each enterprise [30].
From the perspective of environmental analysis, Ma used
the financial statement method to predict the risks existing
in the supply chain. Ma thought that SCM was based on
the core enterprise, through the control of information flow,
logistics, and capital flow, starting from the procurement of
raw materials, making intermediate products, and final
products. Finally, the product was delivered to consumers
by the sales network, which connected suppliers, manufac-
turers, distributors, retailers, and end-users into a whole
functional network chain structure model [31].

5. Discussion

The issues of risk investment and risk sharing in SCM are
critical, especially for industries with extended supply chains
and increasingly uncertain supply and demand. Firstly, this
paper collects 40 pieces of supply chain data as research
samples and carries out corresponding sample training via
the BPNN algorithm. Secondly, the data samples are simu-
lated and trained based on PCA. Finally, the risk prediction
is simulated to verify the performance of the models
reported here. The main conclusions are as follows. (1)
The BPNN model can precisely predict a single risk, and
there will be some deviation in evaluating mixed risk. (2)
The prediction accuracy of the logistic model is high, about
92.8%. It has good applicability and popularization in invest-
ment risk prediction of the supply chain. Bandyopa consid-
ered the unequal relationship among enterprises in the
supply chain and divided the supply chain enterprises into
two categories: core enterprises and partner enterprises.
They also utilized the Stackelberg model to discuss the
investment decision game between them and compared the
results with those of the Cournot model. They concluded
that different types of enterprises had different degrees of
investment and information sharing, which provided a judg-
ment basis for the investment of supply chain enterprises
[32]. Yu et al. constructed the net present value model, inter-
nal rate of return model, and Gordon lober model of invest-
ment based on the cost-benefit analysis method and the
principle of marginal income. The authors emphasized the
use of multiple economic models to study investment prob-
lems from different angles [33]. Compared with the conclu-
sions drawn by these two scholars, this paper applies the
BPNN and logistic regression models to forecast investment
risks of SCM and draws the corresponding conclusions
through continuous test and sample training. The achieve-
ments reported here have specific effectiveness. In addition,
the current mainstream neural network algorithm and a
regression model are applied, sorting out the theoretical con-

text for the future research on enterprise supply chain and
presenting a new research perspective.

6. Conclusion

The investment risk in the process of enterprise SCM is a
problem that all companies have to face. The BPNN analysis
and logistic regression analysis are carried out on the risk
prediction in the process of SCM. The main conclusions
are as follows. (1) After a mass of supply chain training sam-
ples is collected, the BPNN model is trained using the
MATLAB platform by setting four risk indicators (supply
risk, manufacturing risk, demand risk, and logistics risk).
After repeated training and data convergence, the risk pre-
diction is performed on ten test samples. The results indicate
that the BPNN model can effectively predict various risks in
the SCM process. The evaluation effect of a single risk is per-
fect, consistent with the actual results. Still, there are some
gaps between predicted and actual results when evaluating
mixed risks. (2) A logistic regression model is constructed
based on the PCA with 40 training samples. When the sig-
nificance P value is more than 0.5, the sample is predicted
to be at high risk. When it is less than 0.5, the sample is pre-
dicted to be at low risk. (3) After analyzing ten prediction
samples, the prediction accuracy of the logistic model is very
high, attaining 92.8%. In conclusion, the model has excellent
applicability and popularization in the investment risk pre-
diction of the supply chain.

Due to limited energy, the range of data is relatively
small. Besides, SCM’s environmental and overall operational
risks are ignored in this experiment. The future study will
expand the data size and investigate the risk assessment of
environmental factors and operational factors to improve
reference value for assessing investment risks in the SCM
process.
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Today, the Industrial Internet of Things (IIoT) and network technology are highly developed, and network data breaches occur
every year. Therefore, an anti-intrusion detection system has been established to improve the privacy law security protection of
IIoT. In the adversarial network, the security performance requirements and structural system of the Internet of Things have
high-strength requirements. The network system must adopt a system with strong stability and a low data loss rate. After
comparing a large number of network structures, the initial network technology in deep learning is adopted. The
Convolutional Neural Network (CNN) technology for handwritten character recognition optimizes and upgrades the LeNet-5
network, and the new LeNet-7 is built. Additionally, three network technologies are combined, and an IIoT anti-intrusion
detection system is constructed. The performance of the system is tested and verified. The model has high data accuracy,
detection rate, and low false-positive rate. The model’s generality on high-performance data is validated and compared with
privacy-aware task offloading methods, achieving the best performance. Therefore, the system can be applied to the data
privacy law security protection of IIoT.

1. Introduction

Due to the rapid development of the Internet of Things
(IoT) and 5th-Generation Mobile Network (5G) technolo-
gies, the data generated by network users across the country
have gathered into a vast network, and it has penetrated any
corner of work and life. This significantly improves the con-
venience and work efficiency of people’s lives. Renewable
energy has become one of the main resources to help the
world protect the environment from pollution and provide
people with new energy [1]. Because of the rapid develop-
ment of the IoT, each section of data in the network contains
private data such as the user’s personal information and
location information, the enterprise’s business secrets, and
the state secrets of the government. In recent years, data
breaches have occurred frequently. For example, in 2010,
diplomatic mails from the United States were leaked through
WikiLeaks [2]. In 2016, the LinkedIn network platform
spread to nearly 500 million users [3]. The economic losses

caused by data breaches averaged 3.6 million U.S. dollars
each year, according to the report released by IBM in 2020
[4]. The news all show that today’s networks face serious
security threats, and network attacks occasionally occur,
especially in the field of the Industrial Internet of Things
(IIoT). It is precisely because of the increased occurring
IoT security issues that some scholars have emphasized the
need to pay attention to the privacy protection of network
data and the accountability of data leakage [5]. In recent
years, many professionals have researched the security issues
of IIoT. Hui et al. used the N-shift encryption scheme and
Lyapunov stability theory to establish a chaotic secure com-
munication scheme to solve the security risks in data trans-
mission [6]. Wei proposed a MAGAN model that is less
affected by the data loss rate than the baseline comparison
model. It shows better results than traditional processing
methods [7]. Sharmeen et al. concluded that IIoT working
environment is complex, malicious programs increase, and
it is not easy to be found, and attacks from criminals are
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the main reasons for IIoT security threats [8]. Therefore,
ensuring the integrity, privacy, effectiveness, controllability,
and antiattack of data in IIoT is the main work of current
IIoT security technology research. And strengthening confi-
dentiality measures, user authentication technology, and
anti-intrusion detection technology are specific research
projects. In the Global Industrial Internet of Things Network
Security Report, anti-intrusion detection technology ranks
third among current IIoT security protection measures
[9], which shows that IIoT anti-intrusion measures can
improve IoT security protection performance from the
source. Balakrishnan et al. argued that since IoT involves
many different entities and different applications, the vul-
nerability to unauthorized access is much higher. Today’s
cyberattacks facing communication networks are very
powerful and very worrying [10]. Wei et al. proved that
mobile smart terminals had become prominent targets of
cyberattackers. Security vulnerabilities and privacy leaks
seriously restrict the application development of IoT [11].
The IoT vulnerability situation is getting worse by the
day. Therefore, the anti-intrusion technology of IIoT is
studied. Bovenzi et al. [12] studied the hierarchical hybrid
intrusion detection method in the IoT scenario and pro-
posed a two-stage hierarchical network intrusion detection
method. Their novel lightweight solution based on multi-
modal deep autoencoders performs anomaly detection. In
addition to the performance advantages, the proposed sys-
tem is suitable for distributed and privacy-preserving
deployments. Additionally, the system limits the necessity
of retraining, in line with the high efficiency and flexibility
required for IoT scenarios.

This study will comprehensively analyze the initial net-
work and IIoT anti-intrusion detection methods in deep
learning and optimize them for the LeNet-5 network. Sec-
tion 1 introduces and explains the background of the IIoT
and mobile network technology. Section 2 carries out the
performance test of the Internet of Things security protec-
tion system by introducing the Internet of Things mobile
smart devices, combined with the structural analysis of the
information technology industry. Section 3 tests the perfor-
mance of the anti-intrusion detection model by using an
improved Convolutional Neural Network (CNN). Section 4
draws experimental conclusions through the inductive
arrangement and systematic summary of the data results,
analysis, and discussion. The innovation is that the initial
network and CNN are combined in deep learning to estab-
lish an anti-intrusion detection model. Deep neural net-
works are built to enhance the representational power of
the model. The network successfully uses the ReLU activa-
tion function as the activation layer of the cellular neural
network, which alleviates the gradient disappearance prob-
lem of the sigmoid activation function, and the convergence
speed is faster. Smaller convolution kernels and smaller slid-
ing strides are used. Compared with ordinary neural net-
works, the initial network has only two convolution kernel
sizes. Therefore, the network can be further deepened. Fur-
thermore, multiple small convolution kernels are introduced
to reduce the total network parameters. Simple average pool-
ing is used instead of fully connected layers as the output of

the convolution operation. Characteristic patterns may
appear in different locations in the image.

2. Methods

2.1. IIoT

2.1.1. The Concept of IIoT. IIoT is the abbreviation for the
combination of IoT and industrial manufacturing to
improve the efficiency of industrial automation products.
IIoT can perceive the system, has the advantages of reliable
transmission and processing intelligence, and is commonly
used in transportation, power grids, factories, and environ-
mental monitoring. There are generally four implementation
stages [13–16]

For the first stage, intelligent control is shown in
Figure 1. This node combines sensors, wireless sensor net-
works, and other modules through intelligent sensing to
achieve industry data collection and control equipment

In Figure 1, communication technologies such as local
networks or the Internet are used to connect sensors, con-
trollers, machines, people, things, to form the connection
between people and things and things and things and realize
informatization, remote management control, and intelli-
gent network. The IoT is an extension of the Internet. It
includes the Internet and all resources on the Internet and
is compatible with all applications on the Internet. But all
elements in IoT (all devices, resources, communications,
etc.) are personalized and privatized. For the second stage,
the comprehensive exchange is shown in Figure 2. IIoT uses
sensors and other modules to collect data and integrates
information technology and features through communica-
tion technologies such as the Internet, mobile networks,
wide area networks, or radio and transmits the data in real
time and quickly.

In Figure 2, the communication protocol is the language
of the networked world. But the industrial network world is
often not as open and unified as the Internet, due to indus-
tries, application scenarios, network topology, and mutual
games between major industrial enterprises and countries.
With the advent of emerging concepts such as the Industrial
Internet, traditional industrial protocols are underdeveloped
in terms of security and future-proofing. Industrial control
security has become an important part of national infra-
structure security. IoT technology is the integration of the
Internet and the idea of intelligent data analysis. The con-
struction of an integrated system where hardware entities
and software entities are placed is very important [17]. The
deep application of the third stage is shown in Figure 3.
Cloud computing, big data, and other platforms are used
for modeling, analysis, and optimization to develop multi-
source heterogeneous data and find valuable information at
a high speed and accuracy through data mining, data stor-
age, and other technologies.

In Figure 3, the technological revolution is at some stage
before the digital industrial revolution is truly revolution-
ized. After the invention of new technologies, industry pro-
fessionals find their own internal technology gaps and
choose new technologies that are suitable for them. Then,
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the technology is further configured for each industry. How-
ever, technology generally remains the same. Different
industries have different application scenarios, resulting in
different requirements. Replacing the kernel of the network
(i.e., the search machine) by spiral search and bubble net
search can improve the accuracy and reduce the execution
time to achieve the goal achieved by the retrieval function
[18]. For the fourth stage, service innovation is shown in
Figure 4. Through intelligent equipment, platform integra-
tion, and other technologies, it can provide users with inno-

vative services, including smart logistics and competent
medical care, and establish a new ecological model of IIoT
in all aspects to improve service levels.

In Figure 4, the innovation stage of the IIoT is divided
into three stages. Step 1 is cognitive innovation. The cogni-
tion of the Industrial Internet has gradually evolved and
made breakthroughs, extending from the interconnection
of equipment to the interconnection of people, machines,
and things and then to the comprehensive link of all ele-
ments, the entire industrial chain, and the entire value chain.
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The Industrial Internet is an important cornerstone of the
fourth industrial revolution. It is the deep integration of a
new generation of network information technology and
manufacturing. It can form a new industrial manufacturing
and service system and promote the high-quality develop-
ment of the real economy represented by advanced
manufacturing.

Step 2 is idea innovation. The development law and
mechanism of the Industrial Internet should be correctly
grasped. The Industrial Internet is not a simple copy of the
consumer Internet in the field of production, but a compre-
hensive expansion and leap of information network technol-
ogy from virtual to physical, from life to production. This is
not the connection extension of the consumer Internet from
people to things, but the complete creation of a networked
and intelligently upgraded infrastructure that expands from
manufacturing to various industrial fields.

Step 3 is pattern innovation. The world today is going
through a new round of major development, transformation,
and adjustment, and the economic and social development
of various countries is increasingly linked. Open cooperation
is a realistic requirement to promote the stable recovery of
the world economy. The development of the Industrial
Internet is not limited to one country and one place. It must
provide new impetus for the global economy to get out of
the recession cycle in the process of “bringing in” and “going
out.” The development of the IIoT is not just to catch up and
improve the development level of the country but also to

provide an important breakthrough for global network gov-
ernance to break the monopoly deadlock and move towards
multiparty cogovernance based on new elements, new fields,
and new forms.

2.1.2. The Structure of IIoT. Starting from the system and
automation control, IIoT can be divided into four structures,
comprehensive perception, network transmission, intelligent
processing, and integrated application, as shown in Figure 5
[19–22].

In Figure 5, the key technologies of IIoT mainly include
comprehensive perception, information transmission, intel-
ligent processing, and information feedback. Comprehensive
perception refers to the collection and acquisition of infor-
mation on objects anytime and anywhere by using modern
information collection and collection techniques. Informa-
tion transmission is the reliable exchange and sharing of
information anytime and anywhere through various com-
munication networks and the Internet. Intelligent processing
is to analyze and process the collected massive data and
information, improve the insight into the industrial produc-
tion environment and market, and realize intelligent
decision-making and control. Information feedback means
that the processed information is communicated to each
production link in the form of program instructions to opti-
mize the production structure and complete the production
plan. In comprehensive perception, data collection equip-
ment includes instruments and sensors. Its primary function
is to realize the exchange of IIoT information. The most
used control device is the Programmable Logic Controller
(PLC). Its role is to issue commands to the control device.
Field equipment includes complex collection equipment
responsible for collecting on-site process data to achieve
accurate control and management.

In network transmission, data transmission is a collec-
tion of multiple communication networks. Its function is
to connect the network of various devices on-site, is a bridge
between data collection and postprocessing, and integrates
multiple connection methods such as 5G, Bluetooth, and
Wi-Fi. In IIoT, a variety of connection technologies must
be used to ensure the connection of many sensors and
processors.

Intelligent processing includes communicator, manager
and historical data server, remote control, and other equip-
ment. Generally, cloud computing is used as a platform for
large-scale data processing to ensure data security. Compre-
hensive application is a service based on practical applica-
tion. It provides personalized assistance to users through
information control, authentication, authorization, etc., and
it is necessary to ensure the safe access and privacy protec-
tion of users.

2.2. Current Status of IIoT Security Testing. At present, the
safety protection system used in actual production is subject
to design constraints, causing the problem of incomplete
analysis of the system’s learning of data characteristics. It
mainly exists in the following categories [23]:

Unable to extract the characteristics of multiple data:
IIoT is more advanced than the current security protection
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system. Various new types of intrusion methods continue to
appear. There is endless emergence of old protection systems
that cannot process new high-latitude data and cannot
extract the characteristics of the data, resulting in excessive
energy consumption and inability to complete the work.

Detection accuracy is low: when computing many multi-
dimensional data features, various calculation equations and
parameters will be used, which requires high model process-
ing performance. The current detection system cannot use
these equations to cause the problem of low detection
accuracy.

High false alarm rate: in the actual IIoT production pro-
cess, there will be a variety of data exchanges involving mul-
tiple device communications. Due to loopholes in the
traditional detection system, regular data access is judged
as an intrusion, causing the device to fail to receive data
usually.

What is designed here is an IIoT-IDS. According to the
security requirements of IIoT [24], the detection system
needs to have the following functions, as shown in Table 1.

The deeper integration of key elements of IIoT will boost
traditional industries to develop faster, create better value,
and improve productivity and production efficiency. There
are also two sides to the deep application of IIoT. While it
improves industrial efficiency and promotes the develop-
ment of social processes, the security risks caused by the
complexity and uncertainty of the network will affect the
location of network value.

2.3. IDS

2.3.1. Basic Concepts. In James P. Anderson’s Computer
Security Monitoring and Surveillance in 1980, the concept
of anti-intrusion detection was first proposed [25]. In 1986,
Peter Neumann and Dorothy Denning established the real-
time model of IDS [26]. They applied this model to com-
puter security defense work for the first time. The IDS is
essentially a network security management system, and its
function diagram is shown in Figure 6. The working princi-
ple is to collect and analyze data information in the network
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to extract offensive details and behaviors to determine
whether the data has intrusions. Unauthorized or abnormal
access behavior in the network is judged [27].

In Figure 6, since the system cannot be completely pre-
vented from being attacked or intruded, the intrusion detec-
tion system becomes a system that can detect attacks or
intrusions in time and provide valuable security alerts to
security managers. As the actual harm of intrusion events
is increasing, people pay more and more attention to intru-
sion detection systems. Intrusion detection system has
become an important link in the network security architec-
ture. The IDS can effectively judge abnormal network phe-
nomena and protect the system, equipment, and
machinery. The IDS extends the firewall, which usually
includes the behavior subject, resource objects, audit
records, behavior files, abnormal records, and processing

rules [28]. The general detection process is shown in
Figure 7.

In Figure 7, the first steps of professional business pro-
cess management include process design, analysis, and opti-
mization. Design includes documenting the actual state of
existing processes. The relevant knowledge held by the
employees of the process is collected and integrated, which
not only improves the transparency of the process but also
allows for a more in-depth analysis of the process. Struc-
tured and process-organizational models can reflect the
complexity of business operations and simplify them into
manageable terms. The IDS needs to identify abnormal
behaviors accurately and efficiently. When designing the
structure, it must have all the mentioned functions. There-
fore, referring to the general process of the IDS, the basic
flow of the IIoT-IDS is shown in Figure 8.

Table 1: Functional requirements of the detection system.

Functional
requirements

Describe

Stability
Because the IIoT keeps running for a long time and almost does not allow the system to restart

or rest, it is necessary to ensure the long-term operation of the system.

High precision Distinguishing between targeted intrusions and regular user access requires a high degree of identification.

Timeliness
In the long-term work, it is necessary to ensure the accuracy of the data, no packet loss phenomenon

can occur, and intrusion behavior can be detected in time.

Versatility Because IIoT work types are divided into multiple systems, they need to be highly adaptable and easy to deploy.
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In Figure 8, this stage is the core stage of the entire intru-
sion detection system. The purpose of the system is to detect
anomalies or to detect system vulnerabilities or application
bugs for intrusion. According to the purpose of the system,
it can be divided into abnormal behavior and misuse detec-
tion. The report and response phase responds to the judg-
ments made in the previous phase. If it is judged that an
intrusion has occurred, the system will take corresponding
response measures or notify the management personnel that
an intrusion has occurred so that measures can be taken.
Recently, people’s requirements for intrusion detection and
response are increasing, especially for their tracking
functions.

2.3.2. IDS Category. According to the data source to classify
[29], the standard classification method is the object and

detection technology. The general classification is shown in
Figure 9. In addition, it can be divided into the centralized
type and distributed type according to the model system.
The operational mode of the tool can be divided into con-
nection and offline types.

According to the classification of detection technology
[30], the IDS can be divided into three types: anomaly detec-
tion, misuse detection, and hybrid detection. The principle
of anomaly check is to determine whether it is an intrusion
by the proportion of network users’ daily behaviors and
operations to system resources. The working principle of
misuse detection is to establish a database through the
recorded intrusion behavior. When an access behavior
occurs, it is compared with the intrusion behavior recorded
in the database to judge the intrusion behavior. Traditional
anomaly detection can identify attacks from unknown users.
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In actual applications, false positives occur from time to
time. The detection rate of misuse detection is high, and
the false-negative rate is also high. Therefore, a hybrid detec-
tion is produced after the two are comprehensively opti-
mized. The frame is shown in Figure 10.

In Figure 10, intrusion detection technology is a tech-
nology designed and configured to ensure the security of
computer systems that can timely detect and report unautho-
rized or abnormal phenomena in the system. It is a technol-
ogy used to detect violations of security policies in computer
network technology. In addition to firewalls and antivirus
systems, intrusion detection technology has become an effec-
tive way to resist hacker attacks and has become the third
wave of network security. IDS is primarily used to monitor
and analyze user and system activity, identify activity pat-
terns that reflect known attacks, and alert relevant individ-
uals. For abnormal behavior patterns, IDS performs
statistical analysis in the form of reports.

2.3.3. Anti-Intrusion Detection Method. In the IIoT-IDS,
each connection point instance is taken as a point in the fea-
ture space, and the training set T is given as follows:

T = Xi, yið Þ,⋯, Xn, ynð Þf g ∈ RN × −1, 1f gN : ð1Þ

N is the number of connection points of the input space
network, ðXi, yiÞ is the output feature vector, and the binary
variable y ∈ f−1, 1g. The hyperplane is defined as shown in
the following equation:

ωTx + b = 0: ð2Þ

ω is the hyperplane weight, and b is the bias value. The
classification decision function can be obtained through ω
and b, as shown in the following equation:

f xð Þ = sign ωTx + b
� �

: ð3Þ

The objective function of the linearly separable con-
strained optimization problem is shown in the following
equation:

minω,b
1
2 ωk k2

s:t:yi ωTxi + b
� �

≥ 1, i = 1,⋯,N
ð4Þ

Lagrange multiplier is introduced, as shown in the fol-
lowing equation [31]:

α = α1,⋯, αnð Þ, α ≥ 0, i = 1,⋯,N: ð5Þ

Therefore, Equation (6) is obtained:

L ω, b, αð Þ = 1
2 ωk k2 + 〠

N

i=1
αi − 〠

N

i=1
αiyi ω

Txi + b
� �

: ð6Þ

Equation (6) is minimized, and Equation (7) is obtained:

maxα minω,bL ω, b, αð Þ: ð7Þ

Therefore, it is necessary to find the minimum value of
ω, b in L and the maximum value of α, which can further
transform the problem of solving the convex quadratic
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programming of the support vector machine (SVM) into a
dual problem, such as shown in Equations (8) and (9):

maxα 〠
N

i=1
αi −

1
2〠

N

i=1
〠
N

i=1
αiαjyiyjx

T
i xj ð8Þ

s:t: 〠
N

i=1
αiyi = 0, α ≥ 0, i = 1,⋯,N ð9Þ

Solving again can get the value of the Lagrangemultiplier αi
. Turn to find the optimal hyperplane ω, b: Finally, the hyper-
plane and the classification decision function are obtained.
These are the current mainstream algorithms for solving.

2.3.4. Arrangement of Anti-Intrusion Detection Algorithms
Combined with Artificial Neural Networks. The Artificial
Neural Network (ANN) is a processing algorithm proposed
by research experts inspired by neural signals in human
nerves. It can be explained by multilevel sensors [32], and
the basic model is shown in Figure 11.

The increase in the number of hidden layers can reduce
network error and improve accuracy. Still, it also compli-
cates the network, thereby increasing the training time of
the network and the tendency of “overfitting.” The design
of a neural network should give priority to a 3-layer network.
Increasing the number of hidden layer nodes to obtain lower
errors makes the training effect easier to achieve than
increasing the number of hidden layers. A neural network

model without hidden layers is a linear or nonlinear regres-
sion. Therefore, the network model without hidden layers is
included in the regression analysis. The technology is so
mature that it is unnecessary to discuss it in neural network
theory. Choosing the number of hidden layer nodes in a
neural network is significant. It has a great impact on the
performance of the established neural network model and
is the direct cause of “overfitting” during training. At pres-
ent, there is no scientific and universal determination
method in theory. The calculation formulas proposed in
most literature to determine the number of hidden layer
nodes are aimed at arbitrarily many training samples and
for the most unfavorable situation. It is difficult to satisfy
in general engineering practice and should not be used.
The neural network comprises an input layer, a hidden layer,
and an output layer. When using an ANN as an IDS, assume
that the connection data X of the input network is a m × n
-dimensional classification sample. Then, the neurons of
the input layer are as shown in the following equation:

X = X1, X2,⋯, Xnf g, Xi ∈ 0, 1f g: ð10Þ

The hidden layer analyzes whether the input data is an
intrusion, and the output layer is responsible for making
decisions. For the input neuron X, it is mapped to the hid-
den layer, as shown in the following equation:

H = H1,H2,⋯,Hnf g, Hi ∈ 0:1f g: ð11Þ

Output
data 

Input
data 

Input
Layer

Hidden
layer

Output
layer

Figure 11: Multilevel structure of the neural network.
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The output result is as shown in the following equation:

H = σ f xð Þð Þ = σ W ∗ Xi + bið Þ: ð12Þ

Use the output result of the hidden layer as the input to
map to the output layer, as shown in the following equation:

Y = σ g Hð Þð Þ = σ WT ∗Hi + bi
� �

: ð13Þ

σ is the nonlinear activation function mapping [33]. An
ANN is a representative method of artificial intelligence (AI)
in deep learning. Since it was proposed, it has been applied
to different scenarios, and many new structures have
evolved. Deep learning can efficiently handle high-latitude
nonlinear problems and is widely used in many fields. The
anti-intrusion detection is a multiclassification problem,
and the neural network structure in deep learning is used
for research.

2.4. IIoT-IDS by LeNet-5CNN

2.4.1. Basic Structure. In IIoT, devices are always connected
to the Internet. Therefore, security protection should be
established in IIoT. The autonomy of deep learning is used.
The constructed IIoT-IDS model structure is shown in
Figure 12, which is used to identify intrusion data.

In Figure 12, intrusion detection is accomplished by per-
forming tasks: (1)monitor and analyze user and system
activities; (2) audit system structures and weaknesses; (3)
identify patterns of activity that reflect known attacks and
alert relevant individuals; (4) statistical analysis of abnormal
behavior patterns; (5) evaluate the integrity of important
systems and data files; and (6) audit trail management of
operating systems, and identify user behaviors that violate
security policies.

2.4.2. IIoT Anti-Intrusion Model by LeNet-5. CNN was first
proposed in 1990. In 1998, Lecun established a LeNet-5

model for handwritten digit recognition [34], one of CNN’s
earliest representative models. It contains one input layer,
one output layer, two convolutional layers, two pooling
layers, and one fully connected layer. The convolutional
and pooling layers can be changed to change the structure
of the entire network.

Although the LeNet5 network is small, it contains the
basic modules of deep learning: convolutional layers, pool-
ing layers, and fully connected layers. This is the basis for
other deep learning models. The input image is subjected
to the first convolution operation (using six convolution ker-
nels of size 5 ∗ 5) to obtain 6 C1 feature maps (6 feature
maps of size 28 ∗ 28, 32 − 5 + 1 = 28). The size of the convo-
lution kernel is 5 ∗ 5, and there is a total of 6 ∗ ð5 ∗ 5 + 1Þ
=156 parameters. Among them, +1 means that grain has a
bias. For the convolutional layer C1, each pixel in C1 is con-
nected to 5 ∗ 5 pixels in the input image and one tendency.
So there are 156 ∗ 28 ∗ 28 = 122304 connections in total.
There are 122304 connections, but only 156 parameters need
to be learned, mainly through weight sharing. The most used
LeNet-5 currently has a 7-layer structure, as shown in
Figure 13.

Among them, the convolutional layer is the core compo-
nent of CNN, and there are two primary responsibilities.
One uses several convolution kernels to extract data features,
and the other uses activation functions to process data
results. The input data of the convolution layer comes from
the pooling layer, and the obtained data is subjected to the
convolution operation. The result is obtained through the
corresponding activation function [35]. The process is
shown in Equations (14) and (15):

xli = f hlj
� �

, ð14Þ

hlj = 〠
i∈Mj

hl−1j ⊗Wl
ij + blj: ð15Þ
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hlj is the activation output of the jth nerve in the lth layer,

hl−1j represents the ith two-dimensional output matrix of the

l − 1 layer, Wl
ij is the convolution kernel, ⊗ is the convolu-

tion operation, and blj is the bias value.
After the convolution calculation, the dimensionality of

the data is still very high. A pooling operation is needed.
The data output by the convolution is sampled and com-
pressed to reduce the feature dimensionality, as shown in
the following equation:

hlj = βl
jupsample xl−1i

� �
+ blj: ð16Þ

xl−1i is the output feature of the upper layer, βl
j is the

pooling coefficient, and upsample is the pooling function.
The fully connected layer changes the pooled two-

dimensional data features into one-dimensional data fea-
tures, like multilayer sensors, such as Equations (17) and
(18):

xlj = f hlj
� �

, ð17Þ

hlj = 〠
i∈Mj

xl−1i ∗Wl
ij + blj: ð18Þ

CNN is divided into two stages for training. One is for-
ward propagation, and the other is reverse fine-tuning. The
overall training process is shown in Figure 14.

The main steps and content are shown in Table 2.
This part is aimed at protecting data and preventing

breaches in the network. Any exploitation of malware can
cause a lot of damage to the company. Safely maintaining
a network is the goal of all system administrators. Here,
there are several important open source network intrusion
detection tools. In today’s world, data breaches, threats,
attacks, and intrusions are becoming very sophisticated.

Cybercriminals and hackers have come up with new ways
to gain access to business and home networks, making a
multilayered approach to cybersecurity an urgent need.
Therefore, the intrusion detection system is the most impor-
tant tool used to defend the network from the high-tech
attacks that occur on a daily basis. IDSs are network security
tools used to detect exploits against targeted applications or
computers. It is considered a high-end network device or
software application that assists network or system adminis-
trators to monitor various malicious activities or threats in
the network or system. A security information and event
management system is used to report any unusual activity
to administrators.

In Figure 14, the convolutional network is essentially an
input-to-output mapping. It can learn a large number of
mapping relationships between input and output without
any precise mathematical expression between input and out-
put. As long as the convolutional network is trained with
known patterns, the network has input and output pairs.
Convolutional networks perform supervised training, so
their sample set consists of pairs of input vectors and ideal
output vectors. All of these vector pairs should be derived
from the actual “running” results of the system that the net-
work is about to simulate. They can be collected from the
actual operating system. Before starting training, all weights
should be initialized with some different small random num-
bers. “Small random numbers” can be used to ensure that
the network does not saturate due to too large weights,
resulting in training failure. “Different” can be used to
ensure that the network can learn properly. In fact, if the
weight matrix is initialized with the same number, the net-
work cannot learn.

2.4.3. Improved LeNet-5 Model. The traditional activation
functions are saturated nonlinear, sigmoid, and tanh. A sat-
urated nonlinear function will take longer to converge than a
nonsaturated nonlinear function ReLU model. For large
datasets, a faster learning process means more time savings.
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In addition, ReLU also introduces a certain sparsity. In the
category of feature representation, the data has a certain
sparsity. Some of the data is redundant. This sparsity can
be simulated to preserve the characteristics of the data in
a maximum approximation manner by introducing ReLU.
In addition, the data collected by the LeNet-5 network also
has the shortcomings of too light fitting degree and single
response mode. Standard LeNet-5 networks are flawed.
When convolutional layers are used for data feature
extraction, and pooling layers are used for dimensionality
reduction, data features become sparse. The data process-
ing by the two-layer convolutional layer of the LeNet-5
network model will cause incomplete data extraction.
The characteristic information of the data will be lost
when the subsequent pooling layer of the convolutional
layer processes the data.

The feature information of anti-intrusion detection data
is unevenly distributed. The feature attributes of some data
have a more significant impact on the recognition of detec-
tion results during network model processing. Part of the
attribute feature information contains a small amount of
data, which will cause the phenomenon that the data feature
has nothing to do with intrusion behavior. When processing
these data in the convolutional and pooling layers, it will
cause a waste of redundant resources, which will interfere
with the detection of intrusion behavior. In LeNet-5’s anti-
intrusion detection, the input data is different from the orig-
inal image data because the convolutional layer and the
pooling layer are alternately used. One-dimensional data
mapping will become blurred after two-dimensional space,
making the entire model unable to describe the characteris-

tic behavior accurately, and the model’s anti-intrusion per-
formance is not ideal. Therefore, the traditional LeNet-5
[36] model will be optimized. The two convolutional layers
are subjected to a pooling operation, and suitable parameters
are used to extract the abnormal features of the data fully.
The optimized model is the LeNet-7 model, and the struc-
ture is shown in Figure 15. There are four convolutional
layers in the improved LeNet-7 network, two pooling layers,
and one fully connected layer.

In Figure 15, as the depth of the network increases, the
accuracy of the network should increase synchronously,
and the overfitting problem needs to be paid attention to.
But one problem with increasing network depth is that these
added layers signal parameter updates. The gradient is prop-
agated from the back to the front. After increasing the depth
of the network, the gradient of the earlier layers will be very
small, which means that the learning of these layers is basi-
cally stagnant. This is the vanishing gradient problem. The
second problem with deep networks is training. When the
network is deeper means the parameter space is larger and
the optimization problem becomes harder. Therefore, sim-
ply increasing the network depth leads to higher training
errors. Although the deep network converges, the network
begins to degenerate; that is, increasing the number of net-
work layers leads to greater errors.

2.5. IIoT-IDS by Inception-CNN. The improved LeNet-7 is
improved compared to LeNet-5, but it is not enough to pro-
cess the complex data in IIoT. The Inception network in the
field of deep learning combined with CNN is used; the IIoT-
IDS is established.
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Figure 14: The training process of CNN.

Table 2: Training process steps.

Step number Step content

Step 1 Initialize network weights

Step 2 Input data through convolutional layer, sampling layer, and fully connected layer to get the output value

Step 3 Use the crossentropy function to compare the error between the output value and the target value

Step 4 If the error is greater than the actual value, input the error into the network and calculate the total error

Step 5 Update according to the error; repeat the second item
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2.5.1. Inception Network. To specifically solve the severe
high-energy problem caused by the parameter hierarchy in
the neural network, people have proposed deep learning
combined with the CNN Inception network [37].

There are currently 4 Inception networks, of which
Inception V4 can be combined with residual connections
to build a deeper Inception-ResNet network. The Inception
network can sparse the network structure and produce dense
data. Multiple channels and multiple levels can be set in the
network, and various convolution kernels and pooling can
be used to operate. The basic structure of Inception is shown
in Figure 16.

In order to increase the nonlinear model and reduce the
parameter settings, the Inception model is expanded. The
calculation amount of the model is increased, its structure
is modified, the amount of convolution parameters is
reduced, and the network nonlinearity is appropriately deep-
ened. Combining different channels can extract more data
features.

2.5.2. The Detection Method of Inception-CNN. The modified
pooling method can scale and move data features undis-
torted. And it can reduce the load on the network. There-
fore, an adaptive pooling algorithm is proposed. It can
assign pooling weights to the dynamic elements of different
pooling cores and more comprehensively express data char-
acteristics, as shown in Equations (19) and (20):

Sij = μij maxci=1,j=1 Fij

� �
+ b, ð19Þ

μij =
2

c2 1 + e− Fij/Fsumð Þσ2� � : ð20Þ

μij is the pooling factor, Fsum is the total element of the
pooling core, and σ is the standard deviation. This algorithm
can overcome the limitation of maximum pooling and
obtain more accurate feature information.

2.5.3. IIoT-IDS Solution by Inception-CNN. Integrating the
detection method of Inception and the improved LeNet-7
network, the model flow chart of the built Inception-CNN
IIoT-IDS and the training structure of the model are shown
in Figure 17.

Data preprocessing: the data used here comes from the
MNIST dataset, and the mobile network data in the dataset
is screened. Then, the information is normalized. Because
the dimensionality of the original data is high, it must be
reduced. Data with greater influence on the result is selected,
and no influence data is removed. After that, the abnormal
data part is adaptively manipulated. The detection algorithm
flow of this model is shown in Table 3.

Model training: the data obtained by preprocessing is
converted into a two-dimensional format to adapt it to the
CNN format. Extract rich and diverse characteristics of
intrusion behavior; adjust parameters until convergence.

Data output: after completing the training, use the test
set to evaluate the model’s performance. If it meets the
requirements, stop training. Otherwise, repeat the above
steps to check the accuracy of the model.

2.5.4. The Limitations of the Anti-Intrusion Detection
Algorithm of the Inception-CNN Network. At present, IDS
technology is still regarded as a state that has not been fully
completed. From a technological point of view, the technol-
ogy does have some shortcomings and distances. People
expect the functionality that IDS brings, but there are still
bottlenecks that cannot be fully overcome in current com-
mercial IDS suites. The amount of information generated
by IDS is excessive, but the skills and ability to effectively fil-
ter, sift, and correlate data are lacking. Although IDS can
bring various advantages, it should be emphasized here that
the establishment of IDS is not foolproof for enterprises to
strengthen information security. Before enterprises have
mature basic concepts and processing procedures for infor-
mation security, they will face more difficulties when build-
ing an IDS. IDS detects attack events based on the
characteristic data of intrusion attacks rather than the way
of using behavior. Therefore, intrusion detection is limited
to predefined system events. In addition, the management
console cannot effectively manage an unlimited number of
monitoring devices, nor does it support intercorrelation of
data from multiple different information sources. Currently,
most of the data-related returns provided by IDS are based
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on predesigned templates. Such reward schemes are helpful,
but limited.

3. Results

3.1. Inception-CNN IIoT Anti-Intrusion Detection Model
Performance Test. The three performances of a single
CNN, a traditional Inception network, and an improved
Inception-CNN network are tested, and the performance
of the three models is compared. This proves the applicabil-
ity of the established Inception-CNN model, and the result is
shown in Figure 18.

In Figure 11, the data accuracy rate of the improved
Inception-CNN model is 99%, the detection rate is 97%,
the data accuracy rate is 99%, and the data false alarm rate
is only 1%. This shows that its performance is entirely
beyond the other two traditional models. This model has a
high autonomous learning ability and can adapt to network
data monitoring in a complex environment. Network secu-
rity requires the management of a multilayered system.
The goal of cybersecurity is to protect the integrity of core
assets, minimize possible losses, maximize return on invest-
ment, and ensure business continuity. The occurrence of

network intrusion has increased people’s management of
network security. This can help users establish a dynamic
defense-in-depth system and grasp network security as a
whole and is also the development direction of network
security.

3.2. Inception-CNN IIoT Anti-Intrusion Detection Model
Performance Change Trend. After the improvement, the
Inception-CNN model is better than the traditional two
monitoring models. It is necessary to analyze the accuracy
of the data and the trend of the loss value to determine
whether the model’s high performance is accidental. The test
and training set are analyzed uniformly, and the result is
shown in Figure 19.

In Figure 19, the data accuracy of the improved
Inception-CNN model and the training set test set can main-
tain a gradual upward trend and finally stabilize. At the
beginning of the test, the loss value of the data is more signif-
icant than one in the training set of the test set. As the exper-
iment progresses, the loss value gradually decreases,
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Figure 17: Inception-CNN IIoT-IDS structure diagram. (a) Shows the detection flow chart of the entire system. (b) Shows the model
training structure diagram.

Table 3: The process of the anti-intrusion detection algorithm of
Inception-CNN.

Number Content

1 Lookup packet netDevice = pcap_lookupdev(errbuf)

2
Create capture criteria p = pcap_open_live(netDevice,

3000, 1, 440, errbuf)

3
Set filter conditions pcap_compile(p, &fcode, filter_

string, 0, netmask)

4
Enter loop condition while((ptr = (char ∗)(pcap_next(p,

&hdr))) = NULL)

5
Format the captured data eth = (struct libnet_ethernet_

hdr ∗)ptr

6
Close the capture standard and initialize the signal
processing function pcap_close if(eth->ether_type =

ntohs(ETHERTYPE_ARP))

7 End
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approaches 0, and remains stable. These two result curves
show that the improved Inception-CNN model has good
stability, and the high accuracy and high precision are not
due to accidental factors. Therefore, the model can be
applied to the actual IIoT-IDS. The network environment
is also becoming more and more complex. Various complex
devices need to be constantly upgraded and patched, which
makes the work of network administrators continue to
increase. The negligence of network administrators may
cause major security risks. Therefore, the intrusion detection
system has become a new hot spot in the security market,
not only attracting more and more attention but also begin-
ning to play its key role in various environments.

4. Discussion

Starting with the security of the IIoT, the requirements for
security performance are learned from the literature. The
structure system of IIoT is introduced, and the correspond-
ing security protection technology is analyzed. The IDS of
IIoT is built based on the Inception network and the convo-
lutional neural LeNet-5 network in deep learning. The
LeNet-5 network is modified according to actual require-
ments. A new LeNet-7 network structure is constructed.
IDS has the advantages of high accuracy, high data accuracy,
high detection, and low false-positive rate. This kind of sys-

tem has high detection accuracy for single intrusion behav-
ior of simple data. However, the established LeNet-7
detection network system has insufficient detection ability
for larger databases. Secondly, the detection performance
in a specific complex network environment will be affected
by various objective factors, which will lead to the degrada-
tion of the detection performance. Xu et al. developed a
privacy-aware task offloading method. Firstly, the strength
Pareto evolutionary algorithm is well studied and improved
to obtain offloading strategies that synergistically improve
training performance and privacy protection [38]. A com-
parison of the method with the method used is shown in
Table 4.

Then, the most balanced offloading policy is trained.
Finally, systematic experiments show that the method
achieves the best performance among other representative
benchmark methods. The new network technology proposes
a privacy protection model, which can demonstrate the secu-
rity of using the technology, the importance of privacy pro-
tection, and the necessity of using new technologies for
privacy protection research.

5. Conclusion

With the development of information technology and indus-
trial technology, IIoT takes up an increasing proportion of
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Figure 19: Inception-CNN model accuracy and loss value change trend. (a) Shows the accuracy change curve of the training set test set. (b)
Shows the loss value change curve of the training set test set.

Table 4: Comparison of research methods.

Method comparison Lenet-7 A privacy-aware task offloading method

Main technology used Neural networks Cloud computing

Preprocessing technology Neural network pooling layer Gan training

Type of data Network intrusion data Network intrusion data

Evaluation measures Detection accuracy and loss values Benchmark performance experiments

Advantage High detection accuracy and small loss value Low network load

Shortcoming Unable to detect in a complex network environment Vulnerable to leaks when targeting multiple targets
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manufacturing, which provides excellent convenience for
industrial control and inspection. However, the hidden dan-
gers of IIoT that threaten private data and security have also
increased. In recent years, network data breaches have
emerged one after another. The design of security and
anti-intrusion systems for IIoT has also become the end-
point of research. Starting from the safety of IIoT, the secu-
rity performance requirements are learned from the
literature. The structural system of IIoT is introduced. The
corresponding security protection technology is analyzed.
By the Inception network and the convolutional neural
LeNet-5 network in the field of deep learning, an IDS for
IIoT has been established. According to actual requirements,
the LeNet-5 network is improved, and the new LeNet-7 net-
work structure is built. Integrating Inception, LeNet-5, and
LeNet-7 technologies, the Inception-CNN IIoT IDS is estab-
lished, and its performance is tested. Experimental results
show that this model has the advantages of high accuracy,
high data accuracy, high detection, and low false alarm rate.
Therefore, this model can be used in IIoT data privacy pro-
tection work. However, the research here is only tested in a
single network environment, not used in large-scale indus-
trial processes, nor has the model been validated multiple
times in a more complex, multi-interaction network envi-
ronment. In addition, Nascita et al. [39] conducted research
on AI techniques for mobile traffic classification by under-
standing and improving multimodal deep learning architec-
tures. AI-based techniques investigate trustworthiness and
interpretability, and the behavior of state-of-the-art multi-
modal deep learning traffic classifiers is explained and
improved. The research has important reference value for
the reform of network traffic patterns. However, this study
is not very representative. Afterwards, the performance of
the built model in the actual IIoT will be verified.
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The key of classification diagnosis of diabetic retinopathy lies in the recognition of the features of small lesions, and it is difficult to
extract the features of too small lesions by general extraction methods. In order to solve the problem that it is difficult to extract
small focus, a hybrid attention mechanism combined with residual convolutional neural network model algorithm is proposed to
improve the classification accuracy of diabetic retinopathy. Firstly, a multiscale deep learning network model with hybrid
attention is designed, and then, the high-level features of images are extracted by using the network model; finally, after
balancing different types of samples by sampling algorithm, the spatial attention and channel attention of the extracted features
are enhanced; small-step learning strategy, loss function, and initial parameters are used to optimize the performance of the
network model. The classifier based on multiscale hybrid attention network is used to judge the five classifications.
Experimental results show that the proposed algorithm can learn more features of small targets and can effectively improve the
classification performance of diabetic retina. An experimental test was performed on Kaggle’s publicly available dataset of
diabetic retinas, and the classification accuracy was 93.8%, compared to some existing classification models; the method
proposed in this paper can achieve better classification results for diabetic retinopathy.

1. Introduction

With the improvement of economic level and the change
of lifestyle, the incidence of diabetes is increasing year by
year. Retinopathy is one of the complications of diabetes,
mainly due to the long-term deterioration of small blood
vessels in the retinal area. According to the degree of vas-
cular lesions, it can be divided into two categories: nonhy-
perplasia and hyperplasia. Nonhyperplasia is the early
stage of diabetic retinopathy (DR), which can be divided
into symptomless, mild, moderate, and severe levels [1],
as shown in Figure 1.

The clinical symptoms of nonproliferative DR lesions
mainly include microaneurysms, hemorrhage, and soft and
hard exudates. The development of the disease may enter
the stage of pathological proliferation, mainly due to vascu-
lar obstruction resulting in retinal vascular hyperplasia.

In the early stage of the disease, patients cannot detect
symptoms, such as symptoms, which has entered the serious
stage and missed the best detection and treatment period.
Therefore, early detection and intervention play a significant
role in preventing vision loss or blindness caused by diabetes
[2]. Regular screening can lead to early detection and treat-
ment and slow the progression of the disease and prevent
it from happening. Traditional screening mainly relies on
ophthalmologists to manually grade and screen retinal
images, and its screening intensity is far from meeting the
needs of the present stage. The main reasons are as follows:
first, there are fewer experienced ophthalmologists; second,
manual screening time is long and the result feedback is
slow; third, the number of diabetes in China is large. In view
of the above situation, there is an urgent need for a high-
precision DR automatic recognition and hierarchical diag-
nosis system to solve the current problems.
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Early diabetic retinopathy is characterized by microa-
neurysms and exudation, but these symptoms are difficult
to extract. This paper mainly solves the problem that small
features are difficult to extract, which can be used for early
screening and provide some help for doctors. The purpose
of this paper is to extract enough small features from ret-
inal fundus color images of diabetes mellitus by deep
learning and try to apply them to the early diagnosis of
diabetes mellitus, so as to assist doctors to make a reason-
able diagnosis and treatment plan, improve the accuracy
of classification of diabetic retinopathy, and reduce the
burden on doctors.

2. Related Research

In the past few years, many researchers have made great
progress in automatic diagnosis of DR using various algo-
rithms, mainly using traditional machine learning algo-
rithms. Basic operations include image preprocessing,
feature extraction, and classification [3]. Feature information
such as texture, color, and size of image is extracted manu-

ally, and the extracted features are input to support vector
machine or random forest and other classifiers for classifica-
tion and detection. Selecting the right and effective features
requires expertise and adjustment of various parameters.
These manually extracted features are limited and inaccu-
rate, which will lead to wrong classification, thus affecting
the classification performance of lesions and prone to misdi-
agnosis and missed diagnosis.

Sinthanayothin et al. [4] used Principal Component
Analysis (PCA) and edge detection (EDT) to segment the
blood vessels and remove background information such as
optic disc. Hard exudates were detected by region growth.
Sensitivity and specificity were 80.21% and 70.66%, respec-
tively. After binarization of the image, Haloi et al. [5] used
morphology to remove the blood vessel, extracted 22
features, and classified them by the support vector machine
system. The hard exudates with different sizes could be
recognized with a sensitivity of 96.54% and a specificity of
98.35%.

Zhang et al. [6] removed the complex background struc-
ture information such as vessels and optic disc, 27 features

(a) Normal (b) Mild

(c) Moderate (d) Severe

(e) Proliferative

Figure 1: Examples of retinal images.
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were used, and the hard exudate was detected by random
forest algorithm (RFA). The AUC is 0.935.

Quellec et al. [7] adopted the wavelet transform algo-
rithm to detect the microhemangioma without removing
the optic disc and blood vessel and used the template match-
ing method for the fundus image; by detecting microheman-
gioma in color fundus image, green component fundus
image, and vascular imager image, it is easy to mistake a
small lesion for a microhemangioma. The sensitivity and
specificity of the algorithm are 89.2% and 89.50%,
respectively.

These algorithms are to detect a single disease; using the
removal of background and other factors, using different
algorithms to extract feature information, the extracted fea-
tures are entered into a classifier such as a support vector
machine or a random forest for classification and detection.
How to select suitable and effective features depends on pro-
fessional knowledge and the adjustment of various parame-
ters. These manually extracted features are limited and
inaccurate, which will lead to wrong classification, thus
affecting the classification performance of lesions, prone to
misdiagnosis and missed diagnosis.

In recent years, with the development of medical image
processing and deep learning, deep learning technology has
been applied to the detection and diagnosis of DR lesions.
Deep convolutional neural network (CNN) can solve the
problem of machine learning manual extraction of features
which is not accurate and deep features cannot be extracted,
while CNN realizes automatic extraction of deeper and more
valuable features. Compared with traditional learning
methods, its deep learning ability can approximate very
complex functions, and its end-to-end characteristics, high
accuracy, and robustness are favored by current researchers
[8]. Automatic recognition and hierarchical diagnosis sys-
tem based on deep learning can analyze image information
more safely, accurately, efficiently, and noninvasively and
can detect, locate, and classify diseases. Therefore, it is
necessary to accelerate the application of deep learning
in ophthalmic diagnosis, which can contribute to large-
scale screening of DR patients, greatly improve clinical
efficiency, and alleviate the relative shortage of medical
resources [3].

In view of the above problems, under the influence of
transfer learning [9], multiscale, attention, and weak super-
vision mechanisms [10–15], this study improved on the
basis of CNN model and proposed a classification model
based on residual double-attention mechanism [16], which
can be a good solution to the small target difficult to extract
the problem. Its main contributions are as follows. ① This
paper uses a fusion of attention mechanism and inception
module for the DR classification network model algorithm
[17], which can strengthen the weight of small lesions and
improve the accuracy of classification by modifying the loss
function of model training. ② The residual mechanism is
added [18]. The core of the residual mechanism uses cross-
connection mode to avoid the loss of information transmit-
ted in the layer and the disappearance of gradient, which can
greatly accelerate the training of the deep neural network
and improve the accuracy of the model.

3. DR Classification Method

The classification of DR lesions based on deep learning is
mainly divided into three stages, as shown in Figure 2: image
pretreatment stage, classification model training stage, and
detection classification stage.

3.1. Image Preprocessing and Data Enhancement. RGB
images collected from hospitals have many problems, so
data preprocessing is needed before network training. Good
and bad image quality has a great influence on the results of
retinopathy classification. Prior to feature extraction, pre-
processing is crucial to help identify lesions and distinguish
the extent of actual lesions, thus improving the accuracy of
DR lesion detection. Compared with the blue and red chan-
nels, the green channel has the most image information, the
largest gap between the green channel and the background,
the best contrast and the lowest noise. Green channel images
are more conducive to image segmentation and classifica-
tion, and the Contrast Limited Adaptive Histogram Equali-
zation (CLAHE) method is adopted to enhance contrast.
There is better detection of exudates and blood vessels. Illu-
mination correction is for illumination irregularity to
improve lumen and brightness of the image. Gaussian filter-
ing and other denoising methods are used to smooth the
image, and threshold method is used to delete meaningless
black borders. However, network training requires a lot of
data, and data enhancement is achieved by image mirroring,
rotation, resizing, and clipping.

3.2. Loss Functions Deal with the Problem of Unbalanced
Dataset Classes. The dataset used in this study has the prob-
lem of category imbalance, which will affect the accuracy of
the model. When the sample number of a certain category is
small, the proportion of the loss value generated is also
small, which does not conform to the characteristics of good
performance of all classification categories in the multiclassi-
fication model. To solve this problem, the common strategy
is resampling the dataset. The problem caused by resampling
is oversampling or undersampling, which makes some data
lack or reuse problems. Therefore, in this study, the
improved loss function is mainly used to punish the classifi-
cation learning model and modify the learning cost of sam-
ples to optimize the network model. On the basis of the
original multiclassification focal loss function, regular terms
are added to form a loss function suitable for this problem.
Formula (1) is the multiclassification focal loss function.

LMCFL = −〠
n

i=1
αy′ 1−yð Þγ log y′

� �
: ð1Þ

Formula (2) is the improved multiclassification DR-focal
loss function

LDR‐MCFL = −〠
n

i=1
αy′ 1−yð Þγ log y′

� �
+ λ y′ − y

�� ���� ��2
2: ð2Þ

The regular term is added on the basis of the original loss
function, which can solve the problem of the influence of
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class imbalance on classification network learning. n is the
total number of categories, i indicates a certain category, y′
is the predicted result, y is the label value of the sample, α
is the equilibrium factor, and λ is the coefficient of the
weight of the regular term. The loss function can also accel-
erate the convergence of the network by adding a second
norm as a regular term.

3.3. Related Principles and Mechanisms. DR lesions in the
nonhyperplasia stage mainly show symptoms such as hem-
angioma, fundus hemorrhage, vitreous hemorrhage, and
exudate, and the characteristic information of these symp-
toms is sparse. The traditional network model is not ideal
for the detection of small lesions, and the accuracy and per-
formance need to be further improved. In view of sparse
lesion areas, attention mechanism can be used to better
highlight the information of small lesion feature images, so
as to extract richer features. In the network model, residual
blocks were added and the information of the front output
layer was used as the input of the back layer to prevent the
loss of the features of the lesion region and further improve
the detection ability of the features of small retinal lesions.
Finally, multiclassification is carried out by the Softmax
function to accurately achieve the classification of diabetic
fundus images at five levels (healthy, mild, moderate, severe,
and proliferation).

Based on the above reasons, this study added inception
and attention modules on the basis of the basic deep learning
network model and combined with the residual thought of
ResNet [18]. The core of ResNet uses a cross-connection
approach that avoids the loss of information and gradient
disappearance problems transmitted in layers, which can
greatly speed up training for deeper networks and improve
the accuracy of the model. This model can extract more
important features under the same amount of computation,
so as to improve the training results and make more efficient
use of computing resources.

3.3.1. Attention Mechanism. Human perception of the world
does not process everything it sees, but rather makes sense of
the world around it by capturing the parts that stand out. It
is based on human’s understanding of the world that this
principle is applied to deep learning. Attention mechanism

is widely used in natural image and natural language pro-
cessing. There are two attention mechanisms, namely, spa-
tial domain and channel. The channel mechanism focuses
on the importance of the channel, while the spatial attention
mechanism focuses on the importance of different positions
on the same channel. If the two mechanisms are combined,
the channel can be paid attention to, and the weight of dif-
ferent features on the channel can be given, and the problem
of difficult extraction of small features can be solved by
increasing the feature weight of small features, so as to
improve the classification accuracy of the model [15].

3.3.2. Channel Attention Mechanism. For the natural image
in the input convolutional neural network, there are two
attributes, in which length and width are the scale space of
the image, and the other attribute is the channel. The princi-
ple of channel attention mechanism is to firstly reduce chan-
nel dimension. After obtaining feature information through
maximum pooling and average pooling, respectively, the two
parts are splicing together to form a feature map by sharing
multilayer perceptron, and then, the weight value is normal-
ized to 0-1 by the sigmoid function. After the calculated
weight matrix value is weighted by multiplying the original
channel image, the importance of different channels can be
finally learned [19], as shown in Figure 3.

(1) The algorithm flow of the channel attention mecha-
nism principle is as follows

(2) Feature input: assuming that the feature graph of the
input is represented by FðH,W, CÞ, H is height, W
is width, and C is channel

(3) Cycle processing: for w = 1, 2,⋯⋯ ,W, for h = 1, 2
,⋯⋯ ,H, and for c = 1, 2⋯⋯, C. Repeat the fol-
lowing operations to perform global average pooling
and maximum pooling. Global pooling reduces
dimension and maximum pooling extracts more
influential channels, as shown in

FC
chanel avg =

∑H
h=1∑

W
w=1 FC,H,W� �
H ×W

, ð3Þ

Image preprocess Classification training Graded detection

Network model

Image feature extraction

Weighted small feature

Loss optimization

Category balance

Softmax

Grade

Detection images
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Classfication trainer

Detection result

Remove black
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Normalization

 

Figure 2: DR classification framework.
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FC
chanel max =

∑H
h=1∑

W
w=1 FC,H,W� �
H ×W

: ð4Þ

(4) Generate channel attention weight value: after add-
ing the maximum pooling layer and average pooling
layer through multilayer perceptron operation con-
taining two fully connected layers, the sigmoid func-
tion is used to calculate channel attention weight
value, as shown in

Mc Fð Þ = sigmoid MLP FC
chanel avg

� �
+MLP FC

chanel max
� �� �

:

ð5Þ

(5) Formula (6) is used to calculate the final channel
attention graph F ′:

F ′ = F ×Mc Fð Þ: ð6Þ

3.3.3. Attention Mechanics in Space. In the aspect of space
domain, it mainly deals with feature dimension. After the
channel attention mechanism, the contribution degree of
image features on each channel is also different; that is, the
importance degree of each channel is different, and the
importance of features on each channel is also differentiated.
Through the spatial attention mechanism, features with high
contribution on this channel can be found. The specific prin-
ciple is that global average pooling and global maximum
pooling are also used to obtain two feature graphs, and then,
a convolution kernel is used to form a new feature graph
after convolution. More critical and important feature infor-
mation can be obtained by multiplying the weight value of
the feature graph by the weight of the original image through
the normalization of the sigmoid function. The attention
mechanism can focus more attention on more important
features, which is helpful to extract smaller and more diffi-
cult feature information [20], as shown in Figure 4.

3.4. Residual Principle of the Module. With the increase of
the layers of the deep learning network model, the gradient
explosion or gradient disappearance will occur. The main
reason is that in the process of network backpropagation,
the gradient value may be infinite or zero due to the nonlin-
ear change, which makes the network model either in the
state of training stagnation or you are in a state where the

parameter value keeps increasing indefinitely. The overall
training stability of the network will become very poor. In
order to solve this problem, residual module is adopted in
this research. The basic principle is to superimpose the out-
put of shallow layer network on the output of deep layer net-
work to protect the primitiveness and integrality of the
characteristic information; learning the difference between
its input and output simplifies the difficulty of network
training. The strategy is illustrated in Figure 5.

Let X be the output of shallow layer, HðxÞ is the deep
output, FðxÞ is the transformation represented by the middle
two layers of the two, and then, the formula is HðxÞ = x +
FðxÞ.

According to the above formula, when the output of the
shallow network is superimposed on the output of deep net-
work, when the network converges to the global optimal
solution, the mapping of output layer reestablishes a new
channel relational mapping of input to output, and the map-
ping of original layer is set to 0. After the characteristic
information contained in shallow layer X was fully learned
through the network, if the parameter adjustment of the
back layer made the loss function tend to increase after the
change of X, the loss function tended to be 0 through the
residual connection channel, and x continued to be trans-
ported to the next hidden layer from the identity mapping.
In the forward propagation of the network, the training
speed of the shallow network layer is faster and easier than
that of the layer network layer. Therefore, the training speed
of the deep network layer can be accelerated by mapping the
features learned at the shallow network layer to the corre-
sponding positions of the deep network layer. In network
backpropagation, gradient propagation is faster in the deep
network layer due to residual connection branches, and gra-
dient upward can be transmitted by an activation function
with the help of residual connection paths. The introduction
of residual connection will reduce the parameter values in
the module layer and make the parameters in the network
more sensitive to the loss function under reverse propaga-
tion. Therefore, the convergence of loss function in the net-
work can be accelerated so that the training time of the
network is shorter and the training efficiency is higher.
Residual connection also regularizes the network.

3.5. Residual Double Attention Module Principles. The resid-
ual double attention module is mainly composed of residual,
channel attention, and space attention [20]. Deep learning
problems often encountered in the explosion problem are
gradient disappear or gradient; the usual solution is to ini-
tialize the data standardization and batch, at the same time
also can bring when depth deepening and the network

Maxpool

Avgpool

Input Output

MLP

Maxpool

Avgpool

Figure 3: Channel attention mechanism diagram.
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performance problems, and the residual is mainly used to
solve the problem of gradient and also can improve network
performance and reduce the error rate; the specific formula
is

Hi,d xð Þ = 1 +Mi,c xð Þð Þ × Fi,c xð Þ: ð7Þ

H is the feature of the output of residual attention, M is
the feature of the attention mechanism, and F is the atten-
tion function. Different functions will extract different atten-
tion fields. F in Formula (8) stands for attention in the
mixed domain.

Fi,c xð Þ = 1
1 + exp −xi,cð Þ : ð8Þ

F in Formula (9) stands for attention in the channel
domain.

Fi,c xð Þ = xi,c
xik k : ð9Þ

F in Formula (10) stands for attention in the spatial
domain.

Fi,c xð Þ = 1
1 + exp − xi,c −meancð Þ/stdcð Þ : ð10Þ

3.6. Model Structure. Through the combination of attention
mechanism and residuals, the problem of difficult extraction
of small features in focus was solved. In the experiment,
using the dual attention mechanism of channel and space,
not only the features on the important channel can be
extracted but also the small features in different spaces can

be focused. In addition, the residual parameter module is
used in the model, which can not only reuse the low-order
features of the image but also generate new high-order com-
posite features continuously. There are two main modules in
the model: inception module and attention module, as
shown in Figure 6.

IRCSB has inception module and attention module [21],
as shown in Figure 7. The three different scale convolutional
layers used in the inception module can capture more locally
diverse information, which is then fused, and finally, features
are extracted by using a 1 × 1 convolutional layer for percep-
tion of different scales. The inception module main multi-
scale extraction feature, first through a 1 × 1 convolution
extraction feature, the convolution of two 3 × 3s, a 3 × 3 con-
volution, a pool, and a 1 × 1 convolution are concatenated
into the later attention module, thus paying attention to
both the important information in the channel and the char-
acteristic information in the space, to ensure the integrity of
the information. The different scale convolutions used in the
inception module can capture more local and diverse infor-
mation and then fuse this information, combined with the
attention mechanism to increase the weight of small fea-
tures, which can extract smaller features. In the attention
module, there are channel attention (CA) and space atten-
tion (SA); CA is mainly used to extract the importance of
different channels, as shown in Figure 4. SA is mainly used
to focus on areas with high-frequency information and cal-
culate the importance of different areas. The structure of
SA is shown in Figure 6.

4. Network Model Training and Testing

The research of this paper is to implement the training and
testing of the whole model in Python programming language
and PyTorch framework, as shown in Figure 8. The hard-
ware environment of the experiment is as follows: CPU:
Intel core i9-9980XE @ 3.00GHz × 362; graphics card: NVI-
DIA GeForce RTX 2080 Ti × 4; memory: 128GB.

The data used in the experiment came from the public
dataset of Kaggle Competition [18–20]. The dataset is a large
number of high-resolution retinal images taken under vari-
ous imaging conditions, with a total of 35,126 images, with
resolutions of 1440 × 960, 2240 × 1488, and 2304 × 1536,
respectively. There are many problems in the image, such
as artifacts, lack of focus, underexposure, or overexposure.
In addition, there are also problems of data imbalance in dif-
ferent levels of images. The dataset was graded by the clini-
cian on each DR lesion image, which was divided into five
scales, with an integer 0-4 to represent the severity of the
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lesion, namely, asymptomatic, mild, moderate, severe, and
proliferative. There were 35,126 images in the test dataset,
including 25,810 without DR symptoms, 2443 mild NPDR,
5292 moderate NPDR, 873 severe NPDR, and 708 prolifera-
tion maps. There is a serious imbalance between different
categories, and image enhancement is used for categories
with relatively little data. The details are shown in Table 1.

4.1. Image Preprocessing. After histogram equalization,
remove black borders from all images. Because images have

different tones and lighting, color and lighting should be bal-
anced to improve the robustness of the model. Otherwise,
feature extraction of lesions will be affected in the later stage.
Image denoising is to remove the noise in the image without
blurring the edges, as shown Figure 9. Median filter is used
to remove noise and retain some image features such as dis-
continuity, edge, or line.

4.2. Image Cutting Processing. The common lesions in eye
images mainly include microhemangioma, hard exudate,
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hemorrhagic spots, cotton patch, and neovascularization.
These small lesion areas are difficult to extract features. For
the features of small lesion areas in the eyes are not easy to
extract, it is necessary to do some cutting processing on
the image. Firstly, the original high-resolution image was
scaled to a suitable size (480 × 480) to extract the global fea-
tures of the image. Then, the original image is scaled to get a
subimage with a size of 1000 × 1000, which is cut into four
parts. Then, the four images are scaled to 480 × 480. Local
features of the image can be extracted by using these four
small images. Finally, five 480 × 480 images will be obtained
as the input data of the network. The network can extract
both global information and local small features so that the
convolutional network can fully extract more useful image
features. In the experiment, in order to speed up the training
of convolutional network, data were normalized, as follows:

X = X − Xmin
Xmax − Xmin

: ð11Þ

5. Experimental Results and Analysis

5.1. Experimental Parameter Settings. The SGD optimizer is
adopted, the initial learning rate lr = 2e − 3, the learning rate
is adjusted dynamically according to the change of loss, and
the l1 regularization is added. Different activation functions
such as Sigmoid, Tanh, ReLU, and LReLU are used to test
the accuracy of the network. Finally, LReLU activation func-
tion is selected to accelerate the convergence of the network,
epochs = 100, batch size = 32, and the learning strategy is
step. Four activation functions, Sigmoid, Tanh, ReLU, and
LReLU, are used to compare the experimental results, which
are shown in Table 2.

5.2. Evaluation Index. For multiclassification problems, the
evaluation criteria of sensitivity, specificity, and precision,
three indicators, were used to evaluate the experimental
results. True positive rate (TPR) refers to the probability of
being correctly predicted in actual positive samples, and true
negative rate (TNR) refers to the probability of being cor-
rectly predicted in actual negative samples, also known as
recall rate. Precision is the probability of being correctly pre-
dicted in positive samples of predicted results. The AUC is
the area under the curve; it is a kind of performance index
to measure the classification quality.

Accuracy ACCð Þ : ACC = TP + TNð Þ
TP + FP + TN + FNð Þ , ð12Þ

the proportion of the number of samples correctly classi-
fied by the model to the total number of samples.

True positive rate TPRð Þ : TPR =
TP

TP + FNð Þ , ð13Þ

the percentage of positive samples that are correctly clas-
sified among all positive samples.

True negative rate TNRð Þ : TNR =
TN

FP + TNð Þ , ð14Þ

the percentage of negative class samples that are cor-
rectly classified among all negative class samples.

Precision precisionð Þ : P =
TP

TP + FP
, ð15Þ

the proportion of positive samples in positive examples
determined by the classifier.

F1 score : F1 =
2 × P × TNRð Þ
P + TNR

,

AUC area under the curveð Þ : AUC =
1
2
〠
m−1

i=1
xi+1 − xið Þ yi + yi+1ð Þ:

ð16Þ

The vertical axis of the receiver operating characteristic
curve is the true positive rate (TPR), the horizontal axis is
the false positive rate (FPR), and the AUC is the area under
the curve; it is a kind of performance index to measure the
classification quality.

5.3. Experimental Results. When training the network, the
learning rate has a certain impact on the convergence of
the model. The learning rate is set to 0.002, 0.05, 0.1, and
0.5, respectively. After continuous test and comparison, it
is determined that the initial learning rate is 0.002, and the
total number of iterations tends to converge when it is about
1400, which not only ensures the convergence of the loss
function but also makes the classification accuracy reach
the highest, and the accuracy reaches 93.8%.

5.4. Experimental Comparison. This paper compares the
classification performance of multiscale mixed attention
model with several traditional models, other deep learning
models, and approximate structure models and further ver-
ifies the effectiveness of the classification model proposed
in this paper.

5.4.1. Compared with Machine Learning Algorithm.Machine
learning algorithm method is useful for industry [22, 23] and
medical field. Power tools can be diagnosed using the devel-
oped method. In the study of recognition of diabetic retinop-
athy using BP neural network algorithm, the main factors
that affect the classification result of neural network are the
number of hidden layers and the selection of excitation func-
tion. The BP neural network has 8 layers; it consists of an

Table 1: Results of datasets.

Lesion level Quantity (sheet)

Normal 25,810

Slight 2443

Average 5292

Serious 873

Proliferation 708

Total 35,126
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input layer, six hidden layers, and an output layer. The full
connection between layers is used, and three different excita-
tion functions, hyperbolic tangent function, sigmoid func-
tion, and quasilinear function, are used to test the results.
Finally, the sigmoid function was chosen, and its prediction
accuracy was up to 87%.

In SVM, kernel function is the final classification effect.
Kernel function mainly includes polynomial kernel, radial
basis kernel, and sigmoid kernel. These functions were
tested, respectively, repeated 100 times, the final selection
of radial basis function kernel, the error is the smallest,
and the accuracy is 88%.

This experiment is compared with the traditional
machine learning algorithm classifier, and the experimental
results are shown in Table 3. The results show that the accu-
racy rate, true positive rate, and false positive rate of classifi-
cation have been improved by using the network model of
this scheme, and the misclassification rate has been effec-
tively reduced, further confirming the feasibility of this
scheme.

5.4.2. Comparison with Other Deep Learning Algorithms.
This paper makes an experimental comparison with LeNet,
AlexNet, and GoogleNet. LeNet contains two convolution
layers and two full connection layers, with a total of 60,000
learning parameters. The accuracy rate on this dataset is
87.02%. In the AlexNet network model, there are 5 convolu-
tion pooling layers, 3 full connection layers, and 1000 neu-
rons in the output layer. The first convolution uses a larger
core size of 11 × 11 with a step size of 4. The core size of
the subsequent convolution layer is relatively small, 5 × 5
or 3 × 3, with a step size of 1. The accuracy on this dataset
is 81.76%. GoogleNet won the first place in the 2014

(a) Original image (b) Remove black frame

(c) Image enhance

Figure 9: DR image preprocess result.

Table 2: Experimental results of different activation functions.

Activation function Accuracy (%) AUC

Sigmoid 89.5 0.87

Tanh 90.3 0.88

ReLU 92.8 0.91

LReLU 93.0 0.93

Table 3: Results of different network models on datasets.

Evaluation results BP SVM Proposed

SE 0.85 0.86 0.934

SP 0.84 0.85 0.962

ACC 0.87 0.88 0.938

Table 4: Results of different network models on datasets.

Model SP SE AUC ACC

AlexNet 89.07% 79.01% 0.7988 81.76%

LeNet 86.32% 82.45% 0.88.52 87.02%

GoogleNet 90.34% 88.46% 0.9188 92.01%

Proposed 96.2% 93.40% 0.9205 93.80%
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ImageNet challenge. Through the concept multiscale struc-
ture, it not only expands the depth and width but also
improves the utilization of computing resources. This exper-
iment compares with the three network structures of LeNet,
AlexNet, and GoogleNet. The comparative experiment
shows that the accuracy of the multiscale hybrid attention
network proposed in this paper is higher than that of the
other three network structures, and the convergence speed
is much faster than that of the other two network structures.
The overall effect is the best. The results are shown in
Table 4.

6. Conclusions

Due to the increasing number of diabetic population and
cases of retinopathy, there is an increasing demand for auto-
mated DR diagnostic systems. However, there are still some
problems in the direct application of these DR systems in
clinical practice, so it is urgent to develop a more reliable
and practical automatic DR diagnostic grading system to
help clinicians do auxiliary examinations [24]. We propose
an automatic DR classification system based on attention
and residual parameter mechanism. Combined with incep-
tion multiscale module feature extraction, the problem of
small feature extraction is solved. Finally, it achieves the
effect of 5 classification with an accuracy of 93.8%, which
is greatly improved compared with the traditional machine
classification algorithm. The results show that the algorithm
used in the model is superior to the other two algorithms in
the recognition of diabetic retinopathy. The contribution of
this study is that the diabetic retina can be early screened;
it can not only reduce misdiagnosis caused by human factors
but also greatly shorten the time of diabetic retinopathy
diagnosis, which is of great clinical significance in preventing
visual loss and treatment.

The shortage of this study is the use of less external data-
sets to verify, which needs to use multicenter data to verify
the results of this model, so there is a certain gap in clinical
application. What we can do on the basis of this study is to
use more general data to verify the results of this model. In
the future, we can also use multimodal data to realize the
study, use multimodel integration or fusion method to train
the model, and further improve the classification accuracy.
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With the continuous development of Internet technology, new opportunities and challenges have emerged in international trade. If it
does not seize new opportunities and take measures to meet challenges, it will cause the development of international trade to enter a
state of stagnation, especially when the current domestic demand has not shown a strong recovery. The emergence of cloud computing
and the Internet of Things (CCIoT) has provided new technologies and means for the development of international trade. In order to
accurately analyze the development policy of the international trade industry and provide strong technical support for the
development of the international trade industry under the Internet of Things environment, this paper studies the development
policy of the international trade industry in the context of CCIoT. This paper borrows the method of cloud computing and collects
relevant data provided by development policies through the perception Internet layer. It is transmitted through the network layer,
processed through the high-performance computing cloud, and finally transformed into useful information for the international
trade industry. The test results show that the use of cloud computing technology can analyze the existing development policies,
promote the development of the international trade industry, and improve the trade efficiency by 3.84%. This reduces the impact
of various factors on international trade, while providing strong and good services to users in international trade.

1. Introduction

With the in-depth implementation of the “One Belt, One
Road” policy, the current development of international trade
is showing a positive trend. However, due to the influence of
various factors, there are still many practical problems in the
development of the international trade industry. In order to
solve these problems, many experts have conducted research
on the development policy of international trade, but few
have considered the introduction of cloud computing IoT
into the development policy of the international trade indus-
try. This paper introduces CCIoT technology into the
research of the international trade industry development
policy, which plays an important role in solving practical
problems. The international trade industry is an important
support for the development of the national economy. The
development of the international trade industry can provide
a solid foundation for the development of the national econ-
omy. In order to improve the efficiency of international

trade, many teams have conducted research on this. Hu
et al. established an analysis framework based on a knowl-
edge view for international trade enterprises. This is to better
cultivate the innovation ability of the overall thinking pro-
cess of domestic trade enterprises, and timely adjustment
of the process can allow information capital to improve the
performance of enterprises in the international trade indus-
try [1]. In order to solve the problems faced by the interna-
tional trade of traditional Chinese medicine, Cheng et al.
used the Michael Porter diamond model to analyze the
international competitiveness of the traditional Chinese
medicine industry [2]. Chang examined the impact of disas-
ters on international trade through the gravity equation
model [3]. Rijesh examined the impact of international trade
on Indian manufacturing productivity through the effects of
economies of scale, reallocation, competition, and spillover
channels [4]. Smith et al. proposed a multilevel network
approach as an alternative framework for analyzing interna-
tional organizations in the industrial sector of international
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trade [5]. Guliyev et al. discussed the current situation and
related issues regarding the development of the oil refining
industry worldwide [6]. Ishii studied firm dumping and anti-
dumping duties by modeling international industries in
which developed and developing country firms trade differ-
entiated goods with each other under incomplete internali-
zation of global pollution and pollution externalities [7].
Many teams have conducted research on the development
of the international trade industry, but few teams have con-
ducted research on the international trade industry in the
context of cloud computing. For solving this problem, this
paper introduces cloud computing into the international
trade industry for research and analysis.

The advantages of cloud computing make it used in var-
ious fields. To give full play to the advantages of cloud com-
puting, many teams have conducted research on this. To
address the inefficiency of retrieving localized data from
remote clouds, Deng et al. leveraged cloud computing. They
deployed localized computing facilities on the premise of
users, prestored cloud data, and distributed it to mobile
users with fast local connections [8]. Considering the com-
petitive nature of multitenant environments in cloud com-
puting, Wei et al. proposed a cloud resource allocation
model using Hidden Markov Models in cloud computing
environments based on incomplete information games [9].
Yi et al. chose to study how to improve the virtual machine
sharing strategy from different perspectives to make it
harder for intruders to attack the target [10]. Stergiou and
Psannis have based on mobile cloud computing and IoT
combined with big data technology to examine their com-
mon characteristics [11]. To alleviate the problem of long
response times for workers that take a long time to process
subtasks, Hirai et al. modeled the task scheduling server as
a single-server queue [12]. Wang et al. proposed an efficient
file-level attribute-based encryption scheme in cloud com-
puting [13]. To improve scalability, availability, and durabil-
ity, Barsoum and Hasan proposed a map-based provable
multicopy dynamic data ownership (MB-PMDDP) scheme
[14]. Xia et al. proposed a scheme that supports CBIR on
encrypted images without leaking sensitive information to
cloud servers. The feature vector is extracted to represent
the corresponding image, and the prefiltering table is con-
structed by a local sensitive hash to improve the search effi-
ciency. Security analysis and experiments prove the security
and effectiveness of the proposed scheme [15]. Cloud com-
puting studied by many teams does not involve the interna-
tional trade industry. To promote the development of the
international trade industry, this paper combines cloud
computing and Internet of Things technology and intro-
duces it into the study of its development policy.

As the development of the international trade industry is
closely related to people’s lives, people pay more and more
attention to the development of the international trade
industry. However, there are many problems in the develop-
ment process of the international trade industry, which
affect the development of the international trade industry.
In order to solve various problems in the development of
the international trade industry, this paper studies the devel-
opment policies of the international trade industry under the

background of CCIoT. The results showed that the introduc-
tion of CCIoT technology into the international trade indus-
try can effectively reduce the impact of various factors on
international trade, alleviate the blocking effect of various
problems on its development, and improve trade efficiency.
The Internet of Things refers to the realization of the ubiqui-
tous connection between things and people and between
things and people through various possible network
accesses, and the realization of intelligent perception, identi-
fication, and management of objects and processes. The
Internet of Things is an information carrier based on the
Internet, traditional telecommunication networks, etc. It
enables all common physical objects that can be indepen-
dently addressed to form an interconnected network.

2. Cloud Computing IoT System

2.1. IoT Sensor Network System. The sensor network system
[15] includes end nodes, router nodes, coordination nodes,
and monitoring centers. The end nodes are located in the
industrial exit zone. The location and number of end nodes
and cameras can be placed according to actual needs. The
system can handle all kinds of accidents in a timely manner
and ensure the safe and rapid growth of the trade industry.
The system block diagram is shown in Figure 1.

The end nodes send the collected data to other end nodes
and process the data at the coordinating node. The wireless
sensor monitoring system consists of end nodes, wireless
router nodes, coordination nodes, data acquisition centers,
and servers. The end nodes are placed high in the industrial
area and can collect relevant data and transmit the data on
the wireless network through wireless router nodes. First, they
are sent to the coordinator and then to the scanner server via
the serial port. Then the scanner server transmits the data to
the monitoring center through the radio module, and finally,
the monitoring center further completes the processing and
storage of the data. As soon as the parameters deviate from
normal conditions, an alarm is issued immediately. This
allows employees and managers to take immediate action to
prevent incidents of all kinds, thereby reducing the frequency
of incidents. At the same time, the administrator can know
from the network address fromwhich site the data is sent. This
helps employees and managers to take appropriate measures
in a timely manner to improve work efficiency.

2.2. Cloud Computing Platform Management Technology.
The cloud computing system is composed of a large number
of servers and serves a large number of users at the same
time. Therefore, the cloud computing system uses distrib-
uted storage to store data and redundant storage to ensure
the reliability of data.

A large number of cloud servers are distributed in differ-
ent industrial export regions. In order to ensure that the
entire cloud system [16] can provide services continuously,
the international trade industry must make reasonable use
of these export zone servers. Cloud computing platform
management technology ensures that many servers work
together. It also enables users to easily operate and control
applications, and to detect and repair faults in a timely
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manner. The cloud computing platform management archi-
tecture is shown in Figure 2.

As shown in Figure 2, the user layer provides relevant hard-
ware configuration resources for the cloud computing service
of the data layer by building a super-large-scale data center.
At the same time, with the support of virtualization technology,
it provides users with powerful computing power and other
resources. It is especially convenient for users to publish appli-
cations. Users can intelligently select network components and
set application publishing parameters without having to under-
stand and manage the basic software and hardware facilities of
cloud computing. As the middle layer of the three-layer core

service, the data layer plays a role in linking the previous and
the next. It not only undertakes the resource scheduling and
management at the bottom of the system but also supplies
the distributed programming framework to management soft-
ware or applications. Due to the popularity of centralized data
software applications and the increasing size of data, the data
layer must have the ability to handle large data read and write
operations that can adapt to the needs of modern applications.

2.3. GFS System. GFS is a data management system devel-
oped based on data center research and development and
hosting network software applications [17]. The GFS system
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can meet the needs of the international trade industry to
publish and operate network applications developed by
enterprises. In addition, GFS is designed with the idea of
storing files in blocks. Each block has a fixed size and is cop-
ied to multiple block servers simultaneously. It is located at
the bottom of the core technology, which provides massive
storage space for the international trade industry to facilitate
large-scale trade in the international trade industry. The GFS
architecture is shown in Figure 3.

As can be seen from Figure 3, the user logs in to the GFS
client through the application and can input the file name to
be searched into the management node. The file meta man-
agement center converts the transmitted data into instruc-
tion information through the node and transmits it to the
storage server. After that, the storage server will return the
data queried in the file system and its own status informa-
tion to the file meta management center. The file element
management center then returns the file location informa-
tion to the user. After the whole process, users can easily
and quickly obtain the files they want.

GFS is a scalable distributed file system for large, distrib-
uted applications that access large amounts of data. It runs
on inexpensive commodity hardware and provides fault tol-
erance. It can provide services with high overall performance
to a large number of users.

By traditional standards, the files are very large. Files up
to several gigabytes in length are not uncommon. Each file
usually contains many application objects. When frequently
dealing with rapidly growing datasets of terabytes in length
containing tens of thousands of objects, it is difficult to man-
age tens of thousands of kilobytes of file blocks, even if the
underlying file system supports it. Therefore, the operating
parameters and block size in the design must be reconsid-
ered. The management of large files must be efficient, and
it must also support small files, but it does not need to be
optimized.

2.4. Data Flow Diagram of the International Trade Industry.
A data flow graph [18] uses a graphical tool to describe the
flow of data input and output in an application. It uses a
set of graphics or arrows to identify the input and output
of the application, which can briefly and comprehensively
describe the transmission process of information flow in
the system. A data flow diagram treats the system as a com-
plete entity. After the user inputs their own request informa-
tion, the system processes the information and then outputs
it to the user. The data flow diagram of the international
trade industry is shown in Figure 4.

As can be seen from Figure 4, the user can add, delete,
modify, and check the six functional modules. The six func-
tional modules also send commands to the database. After
that, the database will return the data to the function mod-
ule, and the function module will return the query result to
the user. These six functional modules can meet the needs
of users to a large extent.

2.5. Cloud Computing Task Scheduling Module. Cloud ser-
vice management [19] usually consists of two processes:
One is the source-based conference management direction,
and the other is the user service query analysis center. The
cloud computing components are shown in Figure 5.

As can be seen from Figure 5, after the user submits the
service request, the user service analysis company collects
and analyzes the access functions. It sorts the queue according
to the user’s deadline, finds available resources, and calculates
the execution of the corresponding work queue resources.
Cloud source management has two main functions. One is
to regularly check and update any source information to the
cloud proxy server, and the other is to hold meetings of rele-
vant sources to perform tasks. The pheromone is updated
every time when the task is completed. The computing source
corresponding to the component is periodically sent to the
cloud source directory for storage.
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Figure 3: GFS system framework.
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3. Algorithm Research of the International
Trade Industry Based on Cloud Computing
and Internet of Things

3.1. Network Throughput. The data in the network is com-
posed of data packets, and the processing of each data
packet by the firewall consumes resources. Throughput is
the maximum rate a device can accept without frame loss.
The test method is as follows: send a certain number of

frames at a certain rate during the test, and calculate the
frames transmitted by the device under test. If the number
of frames sent is equal to the number of frames received,
then the sending rate and retest are increased; if the frame
is received, if there are fewer than sending frames, reduce
the sending rate and retest until the final result is
obtained. Throughput test results are expressed in bits
per second or bytes per second.

Network throughput [20] is an important metric used in
many grid experiments. It represents the sending process
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Figure 4: Data flow diagram of the international trade industry.
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from the beginning of sending data information to the desti-
nation node in the continuous process of a node or unit in
the running mode. It is shown in the following:

th = pkt byte sum x½ �
end time x½ � − time x − 1½ � × 8/100: ð1Þ

Among them, th is the throughput of the network, pkt b
yte sum½x� is the size of the data packet sent by process x, en
d time½x� is the time when process j receives the data packet,
and end time½j − 1� is the time of the last received packet.

3.2. Membership. In the normal cloud model, the degree of
membership obeys a normal distribution with expected entropy
En and farsightedness He as standard deviations, i.e., N½En, ð
HeÞ2�, which satisfies the degree of participation from x to C.

μ xð Þ = exp −
x − Exð Þ2

2 En′
� �2

2
64

3
75: ð2Þ

x is the actual value, En′ obeys the En′~N½En, ðHeÞ2� distribu-
tion, and the value ofHe is smaller than the value of En. There-
fore, when calculating μðxÞ, En can be used instead of En′.

3.3. Combinatorial Optimization Problem. Combinatorial
optimization [21] is an optimization problem that studies
different variables. The knapsack problem is an important
part of the overall optimization, and it is also the most stud-
ied problem in the current overall optimization problem.
The knapsack problem is how to choose within a limited
total volume to maximize the total value of items. It can be
formulated as a linear program as follows:

KP

max 〠
n

m=1
pmxm

s, t
〠
n

m=1
wmxm ≤ c

xm ∈ 0, 1gx = 1::⋯, nf :

8><
>:

8>>>>>>><
>>>>>>>:

ð3Þ

n is the number of items, and pi, mx, and m ∈N = f1,
⋯, ng are the value and weight of item m, respectively. c is
a positive integer and is the capacity of the knapsack.

3.4. Wavelet Transform Function. Wavelet transform is a
new transform analysis method. It inherits and develops
the idea of localization of short-time Fourier transform, at
the same time, overcomes the shortcomings of window size
that does not change with frequency, can provide a “time-
frequency” window that changes with frequency, and is an
ideal tool for signal time-frequency analysis and processing.

Ea,b tð Þ = 1ffiffiffi
a

p E
t − b
a

� �
: ð4Þ

E is the wavelet function.

3.5. Wavelet Packet Function.

CE = 2π
ð+∞
−∞

Ε φð Þj j2
φj j dt <∞: ð5Þ

3.6. Continuous Wavelet Transform (CWT) Function. The
CWT function is a transformation method proposed on
the basis of the short-time Fourier transform. Its definition
is shown in the following formula.

CWT a, bð Þ =
ð+∞
−∞

f tð ÞΕa,b tð Þdt: ð6Þ

3.7. Continuous Wavelet Inverse Transform. The continuous
inverse particle transform can reconstruct the time domain
signal with the particle transform coefficients. Its calculation
formula is as follows.

f tð Þ = 1
Cφ

ð+∞
−∞

ð+∞
−∞

CWT a, bð ÞEa,b tð Þ dadb
a2

: ð7Þ

3.8. Discrete Wavelet Function. Because the continuous
wavelet transform has continuity, it needs to be discretized
in the practical application of the computer. The calculation
formula of the discretized wavelet function is shown below.

Εj,k tð Þ = a
−j/2
0

Ε
t − kaj0
aj0

 !
: ð8Þ

3.9. Split Index. The SPRINT algorithm uses the Gini index
as the segmentation criterion. For attribute selection criteria,
the Gini index algorithm takes the purity of the dataset as
the attribute selection criteria. The formula for calculating
the Gini index of node t is

G tð Þ = 1 − 〠
G−1

i=0
P i tjð Þ½ �2: ð9Þ

3.10. Cluster Head Algorithm. In the cluster head selection
step, a random number between 0 and 1 is the basis of the
cluster head node n. The threshold T is

T nð Þ =
p

1 − p × m 1/pð Þð Þ n ∈ G

0:

8<
: ð10Þ

3.11. Classification of Intelligence Level. According to the
heterogeneous characteristics of IoT nodes, it classifies the
intelligence level of nodes. It treats a high-intelligence node
as the sum of multiple low-intelligence nodes, increasing
the probability of a high-intelligence node becoming the
head. The intelligence level of the node is defined in the ran-
domly distributed interval ½W, amaxW�. amax is a multiple
of the ratio of the nodes with the highest intelligence level to
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the nodes with the lowest intelligence level. For any node si,
its intelligence is αiW. So the total intelligence is

W = 〠
N

j=1
∂jW: ð11Þ

3.12. Detection Probability Model.

p x, yð Þ = e−ad: ð12Þ

a is the physical property of the sensor. IoT is assumed
to be a wireless sensor network with n sensors. The weight-
ing factors for each sensor are W1, W2…. Here, x = 1, 2, 3
⋯ n, y = 1, 2, 3⋯m, and m is the similarity algorithm for
the number of monitoring targets.

S = ∑a
i=1AiBiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑a
i=1A

2
i

q ffiffiffiffiffiffiffiffiffiffiffiffiffi
∑a

i=1B
2
i

p : ð13Þ

3.13. Hash Algorithm. The hash algorithm has the advantage
of fast lookup time, and the formula is shown in (14).

H i½ � =H i − 1½ � × x + s i½ �: ð14Þ

3.14. Classical Information Theory.

w = p × log2
1
P
+ q × log2

1
P
: ð15Þ

Among them, p is the probability that a given item iden-
tifier obeys the rules, and q is the probability that it does not
conform to the rules.

3.15. Signal Strength Algorithm.

‐
S
= 1
n
〠
n

i=1
Si: ð16Þ

Among them, Si represents the signal strength of each
node, and n represents the number of hops. S represents
the average signal degree on the entire path, and the larger
the S of the path, the more reliable the path is.

3.16. Signal Gap Algorithm.

D2 = 1
n
〠
n

i=1
Si −

−

S

 !2

: ð17Þ

The formula represents the size of the gap between the
signal strengths of each node on a path. The smaller D2 is,
the better the signal strength distribution of the nodes on
the path is.

3.17. Fitness Function.

F yið Þ = 1
n
〠
n

j=1
Oi − T j

� �2
: ð18Þ

In the formula, Oi, Ti is the jth predicted output and
actual output, and n is the total amount of data.

3.18. ACO Algorithm. The ACO algorithm is a swarm intel-
ligence algorithm. When simulating foraging ants, the ants
choose the walking direction according to the pheromone
concentration and plan the optimal path.

yi =
1
m
〠
m

j=1
Oj − T j

� �2
: ð19Þ

4. International Trade Industry Development
Policy Process

Since this paper is a research on the development policy of
the international trade industry based on the background
of cloud computing and the Internet of Things, it is difficult
to conduct questionnaire surveys and interviews in the field
to obtain specific survey data. The main research method of
this paper is to conduct relevant data queries on the Internet.
With the proposal and continuous construction of the “One
Belt, One Road” plan, the international trade industry is
constantly faced with opportunities and challenges. The var-
ious development policies proposed in the Belt and Road
Initiative to seize opportunities and meet challenges also
apply to the development of international trade. It inquired
about the “Belt and Road” construction and development
policies and searched for the fiscal policy, financial policy,
investment and trade cooperation policy, customs policy,
and transportation policy in the past seven years. It inte-
grates data, conducts research on the development policy
of the international trade industry, and conducts a summary
analysis [22, 23].

5. Results of the International Trade Industry
Development Policies

Today is the era of cloud computing, and international busi-
ness still faces some challenges. Only by constantly research-
ing and developing policies can we seize opportunities and
anticipate challenges and make the international market
invincible. In addition, in the context of the Internet of
Things, if the international trade industry wants to develop
better, it must learn to analyze and use the relevant develop-
ment policy data provided by cloud computing [24]. In
order to better study development policies in the context of
cloud computing and the Internet of Things, this paper stud-
ies and analyzes international trade data from 2015 to 2021.

5.1. Fiscal and Tax Payment Policies in the Context of Cloud
Computing and IoT. In the construction of the international
trade industry, the fiscal policy can play a very key positive
role, and the fiscal and tax payment policy is an important
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part of the fiscal policy [25]. In order to examine the effect of
fiscal and tax payment policies on the international trade
industry, this paper selects relevant data from 2015 to
2021. The specific data is shown in Figure 6.

As can be seen from Figure 6, from 2015 to 2021, in
order to support the development of the international trade
industry, the amount of government taxes on it has
decreased year by year, while the amount of expenditure
and national income distribution has continued to increase.
In addition, in order to strengthen the infrastructure con-
struction of the international trade industry, its budgetary
and extrabudgetary expenditures on international trade are
also increasing. The biggest purpose of increasing financial
investment and financial subsidies is to promote the pros-
perity and development of the international trade industry
[26]. Through data analysis, it can be seen that the fiscal
and tax payment policy in the context of cloud computing
and the Internet of Things can greatly promote the eco-
nomic development of the international trade industry.

5.2. Financial Payment Policy in the Context of Cloud
Computing and IoT. The construction of the international
trade industry requires a lot of financing support, and coop-
eration with other countries will also form a large amount of
currency circulation [27]. The financial payment policy in
the context of cloud computing and the Internet of Things
provides strong support for the financing of the interna-
tional trade industry. The specific data is shown in Figure 7.

As can be seen from Figure 7, in the financial payment pol-
icy in the context of cloud computing and the Internet of
Things, in order to better support the financing of the interna-
tional trade industry, the statutory reserve ratio continues to
decrease. The proportion of open market business has
increased year by year, and the exchange rate has fluctuated

and developed with the changes in the international situation.
In addition, the interest rate of demand deposits in recent
years has been significantly lower than the interest rate of time
deposits. It increases household savings and increases financ-
ing for the international trade industry. Through data analysis,
it can be seen that the financial payment policy in the context
of cloud computing and the Internet of Things plays an
important role in industrial financing [28, 29].

5.3. Investment and Trade Cooperation Policies in the
Context of Cloud Computing and IoT. Investment and trade
cooperation is an important means to promote the construc-
tion of the international trade industry and plays a very
important role. Investment and trade cooperation requires
all parties to study and solve investment and trade facilita-
tion issues, eliminate investment and trade barriers, build a
good business environment, jointly negotiate the construc-
tion of free trade zones, stimulate and release cooperation
potential, and promote trade development. The investment
and trade cooperation policy in the context of cloud com-
puting and IoT is shown in Figure 8.

It can be seen from Figure 8 that the investment and trade
cooperation policy in the context of cloud computing IoT can
provide the international trade industry with trade informa-
tion of various neighboring countries. It allows the industry
to choose partners independently. Among them, Singapore
and Russia are countries that can cooperate deeply. India
and Thailand are countries that can accelerate cooperation.
The Philippines and Poland are countries that can gradually
expand cooperation. Countries to be strengthened are like
Mongolia and Egypt. However, a higher cooperation index
does not mean a higher trade potential and level. Factors such
as trade environment and risks should also be considered. The
investment and trade cooperation policy in the context of
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Figure 6: Fiscal and tax payment policies in the context of cloud computing and IoT.
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cloud computing and IoT can reasonably avoid trade risks for
the international trade industry, strengthen international
cooperation, and promote trade development.

5.4. Customs Support Policies in the Context of Cloud
Computing and IoT. The proposal of the customs support
policy also has a very important role and significance for

the development of the international trade industry. The
comparative data before and after the customs payment pol-
icy is shown in Figure 9.

As can be seen from Figure 9, the data comparison
before and after the customs payment policy is very obvious.
Before the customs payment policy was proposed, the pro-
cessing efficiency of the annual trial plan of the international
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trade industry was only about 50%. After the policy was pro-
posed, the handling efficiency of the annual trial plan can
reach more than 80%, which greatly facilitates the handling
of the annual trial plan of the international trade industry.
In addition, smooth channels, cooperation opportunities,
and the construction of training centers have all been greatly
improved after the customs payment policy was proposed,
which has promoted the facilitation of international trade.

5.5. Transportation Support Policies in the Context of Cloud
Computing and IoT. Supporting transportation is key to
the rapid development of the international trade industry.
Only by continuously developing and paying for transporta-
tion and proposing special transportation support policies
can international trade really play a role in promoting eco-
nomic development along the coast. The specific data is
shown in Figure 10.

It can be seen from the data in Figure 10 that from 2015
to 2021, the construction rate of railways and highways has
been increasing. This shows that today’s transportation
infrastructure is constantly being improved, greatly improv-
ing the transportation efficiency of the international trade
industry. In addition, in the transportation support policy
in the context of cloud computing and the Internet of
Things, the prediction accuracy of direction is as high as
60%. It can facilitate the international trade industry to
choose the mode of transportation according to their needs.

6. Results of the International Trade Industry
Development Policy

With the continuous development of the economy, cloud
computing and the Internet of Things are getting more
and more attention. Due to the multiple advantages of cloud

computing and the Internet of Things, they have also been
widely used in China and are suitable for use in various
industries. Especially in the process of international trade
development, the application of cloud computing and Inter-
net of Things technology can make development policies
meet the needs of the international trade industry to the
greatest extent. Accordingly, this paper examines the devel-
opment policies of the international trade industry in the
context of cloud computing and the Internet of Things.
The investigation has certain practical significance.

(1) Fiscal and taxation support policies in the context of
cloud computing and the Internet of Things. Through
the transportation support policy, a tax-related infor-
mation sharing platform covering various regions,
customs, economic, and trade departments can be
established. It strengthens the monitoring of tax
sources, timely reminds the trade industry of abnor-
mal water wading, and helps the industry to reason-
ably avoid tax risks. At the same time, it increases
investment and subsidies for the construction of the
international trade industry through expansionary fis-
cal policies, expands the scale of international trade,
and promotes economic development

(2) Financial support policies in the context of cloud
computing and IoT. Financial support policies can
not only play a fundamental and decisive role in
the allocation of market resources but also respond
to the financial needs of the international trade
industry during the development process. Making
good use of the financial support policy in the con-
text of cloud computing and the Internet of Things
can provide strong financial support for the interna-
tional trade industry
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(3) Supporting policies for investment and trade coopera-
tion in the context of cloud computing and Internet of
Things. Investment and trade cooperation support
policies play an important role in improving the level
of trade liberalization and facilitation. It strengthens
cooperation on supply chain security and facilitation,
reduces nontariff barriers, and lays a solid foundation
for deepening bilateral and multilateral cooperation

(4) Customs support policy in the context of cloud com-
puting IoT. The customs support policy can further
strengthen the cooperation between international cus-
toms, realize the interconnection between interna-
tional customs, effectively promote trade facilitation,
and promote the process of regional economic devel-
opment. In addition, the customs support policy also
gives priority to the annual trial plan of the regions
along the international trade route. This facilitates
the international trade industry to innovate and enrich
cooperation mechanisms and strengthen security
cooperation with customs of countries along the route

(5) Transportation support policies in the context of
cloud computing and the Internet of Things. Trans-
portation plays a key role in supporting economic
development. The proposal of the transportation sup-
port policy has laid a strong foundation for promoting
the construction of interconnected transportation
infrastructure and the construction of the Maritime
Silk Road Corridor. In addition, transportation policy
supports the internationalization and integration of
transportation services in addition to supporting large
transportation projects and node construction. It
actively develops transport service trade and promotes
the development of international trade economy

7. Conclusion

The development policy of the international trade industry
is directly related to the overall development of international

trade. It plays an important role in promoting the develop-
ment of the national economy and enhancing the regional
economic capacity of the region. This paper studies the
industrial development policy of international trade in the
context of cloud computing and the Internet of Things and
actively explores effective measures to promote the develop-
ment of global trade. By promoting the development policy
of high-tech enterprises, it will transform the development
of the international trade industry from small-scale develop-
ment to large-scale development and comprehensively
transform the economic system in the field of international
trade. Actively building the development policy of the inter-
national trade legal system is the most basic condition to
ensure the smooth flow of international trade. Only by
actively building an international trade legal system can we
create opportunities for global business development and
create a better environment for the global market. In addi-
tion, development policies that formulate trade strategies
can promote healthy and rapid growth in international
trade. If it is to trade globally, it must comply with interna-
tional standards. It is necessary to study global trade rules,
improve the quality of certain services according to customs,
and actively explore new markets for international trade. At
the same time, it is necessary to deepen economic exchanges
between countries through regional cooperation, strengthen
relations between countries, and lay a solid foundation for
long-term cooperation. Through its many regional partners,
it can continue to open its markets to international trade,
which to a certain extent diversifies international trade. In
the future international trade, in addition to actively partic-
ipating in global trade, it is necessary to formulate environ-
mental trade standards, expand interregional cooperation,
and maintain cooperation with developing countries in the
region.

Data Availability

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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With increasing development of Internet of Things (IoT) technology, wireless communications, big data, and smart applications,
vehicular communications have become ubiquitous in smart cities, smart transportation systems, and Internet of Vehicles (IoV)
environments. In this paper, a new Energy-aware Intrusion Detection System (EIDS) based on intelligent two-phase contract
management model is presented for vehicle-to-vehicle (V2V) strategy in the IoV environments. In this strategy, the proposed
EIDS predicts safe and energy-efficient end-to-end points for communication between existing vehicles in the IoV. The
contract management process shows how the vehicles are connected together with a safe condition to transfer information. For
prediction phase, a regression algorithm is applied to evaluate the proposed EIDS according to NSLKDD data set in the IoV
environments. Simulation experiments show that the proposed regression-based EIDS strategy can effectively improve the
accuracy and precision factors with 90% and 84%, respectively, and greatly minimize execution time by 4 seconds with respect
to other machine learning algorithms.

1. Introduction

Today, vehicular communications have developed emerging
topics on intelligent transportation systems with respect to
wireless distribution and smart devices in the Internet of
Things (IoT) environments [1, 2]. In the IoT, smart devices
perform communication at different locations by providing
a level of transparency among users and maintained an
interconnected smart network. According to the main con-
cept of the IoT [3], vehicular communications have wide
collaboration between smart devices and big data on new
intelligent concept of Internet of Vehicles (IoV) [4–6]. In
the IoV environments, the communication model is divided
into three statuses including vehicle to vehicle (V2V) [7, 8],
vehicle to infrastructure (V2I) [9], and vehicle to people
(V2P) [8, 10]. In these models, data transmission as an
important problem statement has usually applied smart sen-
sors and intelligent applications with minimum energy con-
sumption to exchange and transfer the information between
safety of vehicles [11], applications, devices, sensors, and
peoples [12]. In this problem statement, Intrusion Detection
Systems (IDS) have critical and emerging issues for support-

ing safety [13, 14], security [15], and privacy of data trans-
mission [16] and information retrieval of intelligent
transportation systems in the IoV [17]. The data transmis-
sion accumulated by V2V, V2I, and V2P case studies [8,
18, 19] can be managed securely to provide various cloud-
edge services such as road safety, smart parking reservations,
traffic management, vehicular routing management, and
emergency issues [20].

According to the above critical problem statements on
the IoV environments, this paper presents a new Energy-
aware Intrusion Detection System (EIDS) to provide safety
conditions for data transmission between vehicles as a V2V
case study to avoid the existing attacks and critical points.
In this paper, a machine learning method is presented to
predict optimal energy consumption between vehicles to
transfer data with safe and secured infrastructure in the
IoV environments. The main contributions of this research
are shown as follows:

(i) Proposing an energy-aware intrusion detection
model for managing a safe data transmission
method for V2V scenarios in IoV
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(ii) Applying regression algorithm as the machine
learning method to predict optimal secured infra-
structure in the IoV environments

(iii) Increasing accuracy and precision factors for pre-
dicting existing attacks and critical points in the
EIDS

The organization of the paper is presented as follows:
Section 2 illustrates a comprehensive literature review for
security-aware and energy consumption models in the IoT
and intelligent transportation systems. Section 3 shows a
conceptual model of the proposed energy-aware intrusion
detection model based on regression algorithm. Section 4
presents simulation parameters and experimental results
based on comparison of existing machine learning algo-
rithms and discussion on evaluation factors, respectively.
Finally, Section 5 provides a brief discussion on the experi-
mental results, conclusion, and future works.

2. Related Work

In this section, some new relevant case studies are discussed
and analyzed as a literature review for intrusion detection
strategies using machine learning and evolutionary algo-
rithms in the IoV, IoT, and vehicular ad hoc network
(VANET). Many research studies have evaluated security-
based cloud-edge service scheduling and allocation for
energy-aware IoV systems [21–24].

Subba et al. [25] provided a theory and algorithm using
the IDS framework for VANET security. VANETs have sen-
sors and On-Board Units (OBUs). OBUs use Road Side
Units (RSUs) and IEEE 802.11p for connecting vehicles.
VANETs are susceptible to diverse kinds of network attacks
so they used Intrusion Detection Systems (IDSs) to solve
them. Some IDS properties are not suitable for VANET such
as IDS traffic volume, bandwidth limitation, dynamic net-
work topology, communication overhead, and scalability
which need to be fixed. They presented a new clustering
algorithm that produced constant vehicular clusters using
vehicular data. The proposed Cluster Head (CH) selection
algorithm is based on the Vickrey-Clarke-Groves method.
They suggested a game theory-based multilayered intrusion
detection framework for VANET to detect different kinds
of attacks in VANET. They used NS3 and Simulation of
Urban Mobility (SUMO) for simulation. Simulation of the
interaction between the IDS and the malicious vehicle
reduces the size of IDS traffic by embracing a probabilistic
IDS showing strategy based on the Nash equilibrium of the
game. The problem is that the proposed algorithm is for
vehicles that stop or move slowly. Their future work is to
present a dynamic clustering algorithm and also improve
components and develop the project.

Kang et al. [26] and his team have proposed an
extremely impressive accidental confirmation protocol that
contains homomorphic encryption to permit any personal
vehicle to self-produce every number of confirmed personal-
ities to get complete obscurity in VANETs. The suggested
protocol barricades vehicles by detecting every prohibited

person and increasing traceability. The purpose of this paper
has been to propose an extremely effective accidental confir-
mation order in VANETs, the name of RAU+. The results of
this paper show that their suggested RAU+ protocol is rather
effective than another protocol and can efficiently decrease
the network overhead. The disadvantage of this paper is that
it requires more testing in the future to improve their proto-
col which can be spread to IoT schedules.

In [27], an authentication scheme has been proposed
that has led to a complete summary of VANET, and it has
been seen that this scheme meets VANET security require-
ments via security analysis. The signal phase is divided into
two stages, and the previous calculation method is used to
reduce the calculation cost in the signal stage. Road Side
Unit (RSU) has been able to collect multiple signatures in
a single unit, and the total length of the signature is a fixed
size, which significantly reduces the transmission between
the RSU and the application server and improves the verifi-
cation efficiency for the application. In the next work, to
reduce the cost of calculations and communications, the
use of a lighter signature plan is considered.

Chen et al. [28] and his colleagues presented a new
model based on barriers, and link performance on the high-
way is presented using the obstacle-based channel model. In
this research, the authors have used Markov chain realistic
channel model and dual-slop path loss model to evaluate
this. Assessment measures can be referred to reliability and
time. Evaluation and model of empirical results indicate that
this system has effectiveness through security analysis and is
also used to evaluate the end-end performance. The advan-
tages of this project are using the real channel simulator,
and its drawbacks can be pointed to the long-term connec-
tion time.

Zhang et al. [29] suggested a new design for the dissem-
ination of safety messages for quality-based urban IoV pro-
vided for accurate estimation of connection probability
among vehicles. In this model, the CFs algorithm is used.
Simulation results represent a good approximation of the
model and the superiority of this protocol. To evaluate the
research, time and probability factors have been used. The
advantages of this paper are the superiority of it is perform-
ing compared to similar studies, and its disadvantages can be
referred to as delay.

In [30], the Media Access Control (MAC) program is
deliberately based on multilateral cooperation to eliminate
delays and data interference in the automotive network.
The protocol transmits security data with the correspond-
ing sensors installed along the road and sends the DA
search packet in the SCHI gap to obtain RSU-covered
car data. When transferring this data, the vehicle node,
which has a security message for sending or receiving
CCH gap subscribers and transferring nonaccident data,
is obtained using the multifaceted reservation mechanism
in the SCHI gap. With RSU coordination, security infor-
mation is tracked by each node in order. To achieve the
VANET terminal, RSU has played the role of wireless
energy absorption, which has led to uninterrupted channel
transmissions, reduced channel delays, and improved
channel efficiency.
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Yaqub et al. [31] provided a method named cooperative
video retrieval scheme (CoRe). Streaming media has become
a significant factor to satisfy VANET users, while download-
ing videos with proper qualities causes bandwidth consump-
tion and may leave insufficient bandwidth for quality of
service. To avoid such issues, the authors suggested a com-
municative system in which vehicles can request more band-
width in case of sharing. They can ask another vehicle for
bandwidth sharing, downloading a part of media, or for-
warding the demanded video via a link. The system actually
chooses a nearby neighbor vehicle to request, in order to
preserve the V2V connection, and it must have sufficient
bandwidth to share. Based on the results, CoRe helped users
to obtain a better quality of the video. They decided to
involve 5G and ICN technologies with a CoRe system in
the future.

3. Proposed Method

In this section, a new energy-based vehicle-to-vehicle collab-
oration is presented. Then, a new IDS approach is applied
for the proposed V2V strategy to check and analyze perfor-
mance of the IoV environments using machine learning
methods. In the IoV environments, vehicles collaborate
together in a secured end-to-end capacity using IoT applica-
tion smart devices, sensors, and interconnection methods.
On existing interconnection and intraconnection methods,
the security is a significant challenge for a safe condition
on data transmission between vehicles in the IoV environ-
ments. On the other hand, energy consumption of IoT nodes
is a critical issue that represents the performance evaluation
of vehicular communications in IoV applications. Certainly,
in this section, we present a new energy-aware intrusion
detection method with respect to minimizing energy con-
sumption of vehicles as a fundamental parameter in the
IoV environments.

In the IoV environment, some important factors such as
traffic road scheduling, the moving speed of vehicles [32],
the density of vehicles movements, and the infrastructure
of the network change dynamically. Based on the abovemen-
tioned factors, each data transmission strategy between two
or more than three vehicles should be examined with energy
consumption, delay, and response time metrics. According
to the V2V strategy, each vehicle has a communication
range for collaboration with other vehicles in the IoV envi-
ronment. For creating a data transmission connection,
energy consumption between two vehicles should be exam-
ined before the intraconnection protocol [33]. According
to Equation (1), the earned energy factor for transmitting
information between two vehicles is evaluated as follows
[34, 35]:

EVij = ETi ×NOð Þ + ETj ×N I
� �

, ð1Þ

where ET is the energy consumption for transmitting data in
vehicles i and j, NO is the number of transmission packets
that is sent for each communication round, and N I is the
number of transmission packets that is received in each
communication round [36, 37].

Also, the energy consumed in the data transmission
between a vehicle and wireless server is calculated as follows
according to the following equation [38]:

EW = ETi ×Mð Þ + ESj × K
� �

, ð2Þ

where M is the number of sent or received packets for each
communication round to the wireless server, ESj is the
energy consumption for transmitting data to the vehicle j,
and K is the number of sent packets for each communica-
tion round.

The total energy consumption metric for one communi-
cation round between existing vehicles and servers is com-
puted according to the following equation [39]:

ET = 〠EVij × NV
� �

+ 〠EW ×NS
� �

, ð3Þ

where NV is the number of existing vehicles and NS is the
number of existing wireless servers in a communication
round.

To create a data transmission round, each vehicle as an
active node in the IoV sends a request to the neighbors with
a broadcast mode. Each other vehicle receives existing
request and checks with information for all available candi-
dates to transfer data between activated nodes. According to
Figure 1, if a communication distance is higher than the
communication range or there is no an activated vehicle in
circle of requested vehicle, then targeted node sends request
to the wireless server. After finding an appropriate and alive
transmission link between existing vehicles and servers
according to the V2V strategy [40], link establishment is
considered to finalize data transmission link. Then, energy
consumption of the established link is examined to check
minimum energy consumption between all nodes including
activated vehicles and wireless servers. According to Equa-
tion (1), the produced energy factor for transmitting infor-
mation between two vehicles is evaluated. Also, based on
Equation (2) [41], the energy consumed in the data trans-
mission between the vehicle and wireless server is calculated.
Finally, Equation (3) calculates the total energy consumption
metric for one communication round between existing vehi-
cles and the IoV servers. If there is an optimized energy-
efficient established link for data transmission, then the
intrusion detection method is applied. Otherwise, system
reassigns finding transmission link between available vehi-
cles and servers. When an optimized energy-efficient link
is selected, the proposed intrusion detection method (EIDS)
is activated [42, 43]. In this step, the regression algorithm as
the proposed machine learning method selects applied data
set for training process for detecting the malicious behaviors
and attacks. The existing data set is divided into two sides;
the first content is applied for train process as %70, and
the other content %30 is evaluated for test process. In the
train process, if intrusion detection has safe result for a
transmitted link, then real data transmission and packets
are transferred in this link. Otherwise, the selected link is
unsafe for communication.
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According to the above mentioned framework, the pro-
posed regression-based EIDS method checks minimum
energy consumption for each selected transmission link and
then proceeds intrusion detection process for existing data set.

4. Experimental and Simulation Results

This section proposes performance evaluation and compari-
son for the proposed EIDS with regression algorithm and
other algorithms including the Support Vector Machine
(SVM) [44], Random Forest (RF) algorithm [45], Multilayer
Perceptron (MLP) algorithm [46], and Decision Tree (DT)
algorithm [47]. We have applied the existing algorithms on
the NSLKDD data set [48] as our case study (https://www
.unb.ca/cic/datasets/nsl.html) with existing information.
Also, WEKA toolkit [49] as simulation environment was
used to evaluate the proposed EIDS case study using a

Creating transmission
line between vehicles

Start

Estimating minimum
energy consumption

between links

No Yes
Predict IDSEnergy efficiency is

optimaized ?

Prediction process Apply Regression
classifier

Attack Safe
Intrusion detection Recommend safe

transmission link

End

Figure 1: The EIDS flowchart based on regression prediction algorithm in IoV.

Table 1: Data set parameters.

Description Train set Test set

Attacks 3,925,650 250,436

Normal 972,781 60,591

4 Wireless Communications and Mobile Computing

https://www.unb.ca/cic/datasets/nsl.html
https://www.unb.ca/cic/datasets/nsl.html


system with Windows 10, Intel i5 3.10GHz, 8GB RAM.
Also, a brief illustration about the applied NSLKDD data
set is shown in Table 1 [50]. Then, the performance metrics
used in the evaluation are introduced in Table 2.

According to the proposed Energy-aware IDS approach,
we have presented a new regression-based prediction
approach to detect minimum energy consumption for a data
transmission procedure. For evaluating this procedure, some
important prediction factors such as accuracy, precision, and
execution time have been analyzed based on existing
machine learning algorithms [51]. The experimental results
evaluate important prediction factors including accuracy,
precision, and execution time on the results of existing
machine learning algorithms [52]. Table 3 shows prediction
factors with respect to the following training parameters:
True Positive (TP), True Negative (TN), False Positive (FP)
[53], and False Negative (FN) metrics [54].

4.1. Simulation Results. We have simulated the proposed
regression-based EIDS case study with respect to other algo-
rithms in MATLAB environment that simulates the pro-
posed prediction method for V2V strategy in the IoV
environment. To evaluate the performance of the proposed
algorithm, we considered five communication ranges
between each vehicle for V2V strategy as 100, 200, 300,
400, and 500 in the IoV environment.

Figure 2 represents evaluation of accuracy factor with
respect to each communication range step. According to
the observed diagram, it can be achieved that the proposed
regression-based EIDS has optimal score for the accuracy
of prediction. The results obtained from the proposed
regression-based EIDS method in the IoV were compared
with other machine learning algorithms. This comparison
on accuracy evaluation shows that the proposed
regression-based EIDS has achieved a maximum accuracy
factor of 90% for 10 vehicles. Moreover, another optimized
machine leering algorithm is the RF algorithm that has
approximately 78% accuracy higher than SVM, MLP, and
DT prediction algorithms.

According to Figure 3, the proposed regression-based
EIDS method has achieved higher precision metric for exist-
ing communication ranges between 80% and 85%. But the
RF method has achieved only 74% just for communication
range 200 with high precision, the SVM algorithm has
shown 74% just for communication range 300, and the
MLP algorithm has performed 71% of precision just for
communication range 300 as best results for each prediction
method. This evaluation illustrates that the DT algorithm
has only a small amount of precision lower than 55% for
detecting attacks in the IoV scenarios. With respect to this
comparison, we conclude that the precision factor has differ-
ent evaluation results with different communication ranges
in other algorithms. However, the proposed regression-
based EIDS method has attained maximum precision for
the overall communication ranges.

Finally, to assess execution time of this prediction, we
can observe that the proposed regression-based EIDS has
gained 4.5 s for communication range 100, 6.2 s for commu-
nication range 200, 14.8 s for communication range 300,
18.9 s for communication range 400, and 20.2 s of execution
time for communication range 500 according to Figure 4. So,
the proposed method significantly has minimum execution
time for the overall communication ranges. On the other

Table 2: Simulation parameters.

Description Values (default)

Number of vehicles 10

Communication range between each
vehicle

100, 200, 300, 400,
500

Environment dimension 50 ∗ 50 ∗ 50
Transmission rate (Mbps) 100

Table 3: Prediction factors.

Prediction factor Description

Accuracy
TP + TN

TP + TN + FP + FN

Precision
TP

TP + FP

50
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90

100 200 300 400 500
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Figure 2: Evaluation of accuracy factor for energy-aware intrusion
detection strategy in IoV.
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Figure 3: Evaluation of precision metric for energy-aware
intrusion detection strategy in IoV.
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hand, the execution time of DT algorithm is 69.8 s for com-
munication ranges 300 and 500.

5. Conclusion

In this paper, a new Energy-aware Intrusion Detection Sys-
tem (EIDS) was presented for managing safe transitions
and information in the IoV environments. Since the EIDS
is based on prediction approach, machine learning tech-
niques were applied to enhance quality of prediction for
malicious and existing attacks according to train and test
data sets with respect to low energy consumption for each
vehicle. The experimental results have shown the efficiency
performance of the proposed machine learning algorithms
with minimum energy consumption, high accuracy, and
maximum precision in the IoV environments. Also, the pre-
diction time of the EIDS with the regression algorithm is
lower than that of the other machine learning algorithms.
Finally, the proposed algorithm guaranteed safe data trans-
actions between the maximum numbers of vehicles in the
IoV environments. In the future work, a new feature selec-
tion method for the effective predictable model in machine
learning approach can be presented to optimize efficient
accuracy and energy consumption with a high-quality prior-
ity in the vehicular communications.

Data Availability

The data that support the findings of this study are available
from the NSLKDD data set as follows: https://www.unb.ca/
cic/datasets/nsl.html [48].
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In recent years, the Internet of Things (IoT) technology has developed rapidly and is widely used in various fields. It is of great
research significance to uncover underlying patterns and insights from the high-dimensional data of IoT, to excavate valuable
information to guide people’s production and life. Clustering can explore the natural cluster structure of the data, which is
conducive to further understanding of the data, and is an essential preprocessing step for data analysis. However, clustering is
highly dependent on the data. In order to reduce the complexity of the model, reduce the computational cost, and obtain a
more robust clustering solution, we combine subspace clustering and ensemble learning to propose a novel subspace weighted
clustering ensemble framework for high-dimensional data. The proposed framework first combines random feature selection
and unsupervised feature selection to generate a set of base subspaces. Clustering is performed on each base subspace to
achieve a set of subspace clustering solutions that generate a set of adaptive core clusters. The size of the core cluster is
between the sample and the cluster. In the ensemble process, the core clusters are viewed as the basic unit, and the stability of
the cluster is evaluated by measuring the distance between the core cluster pairs, and the similarity between the core clusters
and the clusters in the base subspace, and then weighting the subspace clustering solution. Under this framework, we propose
four subspace ensemble approaches based on core cluster to improve the accuracy of consensus clustering solutions. Extensive
experiments are conducted on multiple real-world high-dimensional datasets, demonstrating that the proposed framework can
process high-dimensional data for the IoT, and the proposed subspace clustering ensemble approaches are superior to the
state-of-the-art clustering approaches.

1. Introduction

The Internet of Things is a network platform that combines
various information collection devices and the Internet,
which facilitates the sharing of information between various
devices. Data acquisition devices are widely used in various
application fields, and their collected data has the character-
istics of high dimension. The impact of high-dimensional
data on data mining is twofold. On the one hand, as the data
dimension grows, there are more features that describe the
sample from different perspectives, which brings richer and
more comprehensive information to data analysis; on the
other hand, high-dimensional data increases the complexity
of the model and make data analysis difficult.

Clustering is an unsupervised learning technique that
partitions unlabeled samples into clusters according to the
specific criteria. Clustering can reveal the intrinsic properties
of the study object and discover its underlying patterns. In
the field of data mining and pattern recognition, clustering
is often used as data preprocessing, which is the basis for
subsequent data analysis. Clustering has always been an
active research direction, and in different fields, there are
existing multiple clustering algorithms and they achieve
satisfactory results. But with the popularity of high-
dimensional data, they pose a huge challenge to clustering.

Existing clustering approaches for high-dimensional
data can initially be roughly divided into two categories:
dimensionality reduction, and then clustering and subspace
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clustering. The former typically uses feature selection or
feature extraction techniques to extract features from a
high-dimensional space that are relevant to subsequent
clustering criteria, thereby reducing the dimensionality of
the sample. Then, we performed the clustering in the
lower-dimensional space. Subspace clustering assumes that
the clusters of high-dimensional data are located in low-
dimensional subspaces [1], and the goal is to find the clusters
hidden in large dimensions.

Clustering is highly dependent on the data. As the
dimensions increase, there are a large number of redundant
and irrelevant features in the data. This makes the model
more complex and the computational complexity grows
exponentially. Different clustering algorithms are designed
for different types of data, and they can discover the under-
lying structure of a particular data set, not valid for all types
of data. Even with the same clustering algorithm, setting dif-
ferent parameters can group samples into different clusters.
As a result, more researchers are focusing on clustering
ensemble, trying to achieve better and more robust cluster-
ing results by merging multiple base clustering solutions.
Recently, spectral clustering [2] has become one of the pop-
ular clustering approaches. It first calculates the similarity of
the samples to construct an affinity matrix and then decom-
poses the Laplace vector of the affinity matrix to obtain the
eigenvector associated with the feature values. The samples
are then mapped to the lower-dimensional space for a final
clustering solution.

Spectral clustering [3] can find clusters for complex sam-
ples, which is simple to implement and can achieve better
results compared to traditional clustering approaches.
Recently, some researchers have proposed clustering high-
dimensional data through subspace clustering ensemble
approaches [4–7]. Some of these employ spectral clustering
approach [4, 5]. Cai et al. proposed the spectral clustering
approach based on random subspace and graph fusion,
termed SC-SRGF [5]. It combines the affinity graph of each
subspace with the iterative similarity network fusion scheme
and performs spectral clustering on the fusion matrix to
obtain the final clustering solution. Huang et al. proposed
multidiversified ensemble clustering (MDEC) [4], and under
the proposed framework, consistent clustering solutions are
obtained by performing spectral clustering, bipartite graph,
and hierarchical clustering-based consensus function. These
approaches [4–7] use random feature selection to generate a
set of subspaces, that is, a certain proportion of features are
randomly extracted from the original feature set to generate
feature subset. The clusters of each subspace are ensemble to
achieve the final clustering solution. However, these
approaches [4–6] do not take into account the contributions
of different feature subspaces during integration. Literature
[7] considers the contribution of each subspace clustering
solution in the ensemble process, but it selects members with
larger contributions to participate in ensemble. This ensem-
ble selection strategy ignores the feature subspace of small
contributions, which is easy to bias the clustering results.

To the abovementioned problem, this paper proposes a
novel adaptive core cluster-based subspace weighted cluster-
ing ensemble approach, termed C2SWCE, which considers

the similarity of clusters in subspaces in the ensemble pro-
cess, and the weighted subspace clustering solution helps to
improve the accuracy of consensus clustering result. The
overall process of C2SWCE is shown in Figure 1. The pro-
posed framework first uses a combination of random feature
selection and unsupervised feature selection to generate a set
of base subspaces. Then, spectral clustering is performed in
the base subspace to achieve the clustering solution for each
base subspace, further generating a set of adaptive core clus-
ters. The core cluster is viewed as the basic unit of clustering
ensemble, and the clustering solution of the subspace is
weighted by calculating the distance between the core clus-
ters in the subspace, the similarity of the core cluster and
the cluster. Finally, we propose four consensus functions
under this framework, which combine the locally weighted
subspace clustering solutions to achieve the consensus clus-
tering solutions.

The main contributions of our approaches are summa-
rized as follows:

(1) We combine random feature selection and unsuper-
vised feature selection to generate a set of base
subspaces. Random feature selection generates a set
of random subspaces, and then, unsupervised feature
selection is performed on random subspaces, and the
features that retain the local structure of random
subspaces are selected, which further reduces the
dimensionality of random subspaces. This joint
feature selection strategy ensures the diversity of
feature subspaces and improves the computational
efficiency.

(2) We introduce the concept of the core cluster, which
is a collection of samples that are grouped into the
same cluster in all subspaces. In this paper, the core
cluster is viewed as the basic unit of the clustering
ensemble, which improves the computational effi-
ciency of the integration process

(3) We propose locally weighted subspace clustering
ensemble framework, which evaluates the stability
of clusters by calculating the distance of core clusters
in each subspace, and the similarity of core clusters
and clusters. We further propose four weighted
ensemble approaches based on core clusters, which
fuse clusters in base subspace and obtain the consen-
sus clustering solution

(4) The experimental results on several real high-
dimensional datasets show that the comprehensive
performance of our approaches in clustering accu-
racy and time complexity is significantly better than
that of the state of the art clustering approaches

The rest of this paper is organized as follows: We
review the related work in Section 2, the locally weighted
subspace clustering ensemble approaches are proposed in
Section 3, experimental settings and related results and
analysis in Section 4, and finally, in Section 5, we conclude
this paper.
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2. Related Work

Clustering ensemble, also known as cluster integration, com-
bines multiple base clustering solutions to obtain better and
more robust consensus clustering result. The cluster integra-
tion process consists of two stages: the base clustering gener-
ation and the ensemble of clusters. In the first stage, different
clustering algorithms are performed on the dataset, or differ-
ent parameters are set by the same clustering algorithm to
partition samples, and the goal of this stage is to generate
diverse clustering solutions. In the second stage, the input
base clustering solutions are fused by the consensus function
to obtain the final clustering result.

The subspace clustering technique can explore the
nature cluster structure of high-dimensional data in different
low-dimensional spaces. Subspace clustering ensemble is a
method that combines subspace clustering and ensemble
learning, which fuses clusters in different feature subspaces
to achieve consensus clustering solutions. Among the
recently proposed subspace clustering ensemble approaches,
Huang et al. proposed a multivariate subspace clustering
ensemble framework, termed MDEC [4], in which random

sampling was used to generate a set of feature subspaces.
The novelty of this approach is that the randomizing a scaled
exponential similarity kernel is used to get a large number of
multivariate measures for each random subspace, forming a
metric-subspace pairs. Perform spectral clustering on the
similar matrix in each metric-subspace pair to obtain a
clustering solution for each subspace, use the entropy crite-
rion to weight the clusters of the subspace, and then use
spectral clustering, bipartite graph and hierarchical cluster-
ing approaches to get a consensus clustering solution.

Cai et al. proposed a novel spectral clustering approach
based on subspace, termed SC-SRGF [5], which first gener-
ates a set of random feature subspaces, uses the local struc-
tures information of each subspace to form the KNN
affinity graph, and then use an iterative similarity network
fusion scheme to fuse the affinity graphs of each subspace
to obtain a unified affinity graph, and obtain the final clus-
tering solution by performing spectral clustering on a unified
affinity graph.

Shankar proposed subspace clustering integration frame-
work AP2CE [6], which uses the affinity propagation to
produce a representative subset of features and employs
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Figure 1: Flow diagram of the C2SWCE.
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multiple distance function metric objects to produce diverse
subspace clustering solutions and use the Ncut to partition
the consensus matrix to get the final result.

Verma et al. proposed double weighting semisupervised
ensemble clustering based on selected constraint projection,
termed DCECP [7], which treats prior knowledge of experts
as pairwise constraints and assigned different subsets of pair-
wise constraints to different integration members. In addi-
tion, an adaptive integration member weighting process is
designed to associate different weight values with different
integration members. Finally, the final clustering result is
obtained using the weighted normalized cut algorithm.

Although many successful subspace ensemble clustering
approaches have been developed, most existing approaches
[4–6] treat each subspace clustering solution equally during
the ensemble process. How to weigh the clustering solution
according to the contribution of different feature spaces is
worth considering in subspace ensemble.

3. Proposed Framework

In this section, we describe the overall process of the locally
weighted subspace clustering ensemble approach. First, we
give a brief overview of the proposed methods and then
detail the proposed algorithm from three aspects: subspace
generation, subspace clustering, and fusion of clusters
in subspace.

3.1. Overview. In this paper, we introduce a locally subspace
weighted clustering ensemble framework. First, we ran-
domly select k feature subset from the original feature set
to generate k random subspaces, and then selecting features
representing the local structure from each random subspace
to generate base subspace. Then, spectral clustering is per-
formed on each base subspace to achieve subspace clustering
solutions. The adaptive core clusters are generated from the
base subspace clustering solution, which is a set of samples
that are grouped into the same cluster in all subspaces. Then,
by calculating the distance of the core cluster in different
subspaces, the stability of the clusters is evaluated and
weighted the base subspace clustering solution. Finally, in
order to integrate the clustering solutions of the base sub-
spaces and get the consensus results, in the C2SWCE frame-
work, we propose four adaptive core cluster-based consensus
functions, to achieve the final clustering solutions.

Let X ∈ Rn×m be the input dataset that contains n sam-
ples, each with m features. Let xi (i = 1,⋯n) denotes the i
th sample, which corresponds to the ith row of X, so that
the input data can be represented as X = ðx1, x2,⋯,xnÞ. Let
f i (j = 1,⋯m) denotes the ith feature of the sample, which
corresponds to the jth column of the X; therefore, matrix
X can also be represented as X = ð f1, f2,⋯, f mÞ.

3.2. Generate Subspaces. The natural cluster structure of
high-dimensional data is hidden in low-dimensional sub-
spaces [8]. Subspace clustering explores the possibility of
grouping samples in different feature sets. Subspace cluster-
ing ensemble fuses clusters in different subspaces to obtain
the final clustering solution, which is an effective method

for clustering high-dimensional data. The recently proposed
subspace clustering ensemble approaches [5, 9], which uses
random feature selection to generate a set of random sub-
spaces. Random subspace has diversity; it explored the
potential cluster of high-dimensional dataset from the per-
spective of different features to achieve diverse subspace
clustering solutions. Literature [10] uses stratified sampling
method to generate feature groups and verifies that this
method is superior to random sampling. This paper uses
the random feature selection to obtain a variety of subspaces,
and unsupervised feature selection is performed again on the
random subspace to select the features that retain the local
structure of random subspace.

The specific procedure of feature subspace segmentation
is as follows. The original feature set f1, f2 ⋯ , f m is
randomly sampled according to the sampling ratio r, the
original features are classified into k feature groups G1, G2,
⋯, Gk, where G1ði = 1,⋯kÞ represents the features con-
tained in the ith random subspace. Let fXi ∈ Rn×jG ij denotes
the matrix corresponding to the ith random subspace, n is
the number of samples, and jG ijði = 1,⋯,kÞ is the number
of features in the ith random subspace. Obviously, it holds
that ∀G i ≠ ϕði = 1,⋯,kÞ and jG ij =m ⋅ r.

A set of base subspaces is generated by calculating the
Laplace score [11] of features in each random subspace
and selecting the important features in random subspace.
Then, we construct the KNN graph for each random
subspace, which represents the local structure of the random
subspace. The KNN graph of the ith subspace is defined
as follows:

Gi
KNN = Vi, Ei� �

, ð1Þ

where Vi = fv1, v2,⋯, vng is the set of nodes correspond-
ing to the samples x1, x2,⋯, xn in the ith subspace and Ei

is the edge set of the ith subspace. We use the Gaussian
kernel function to calculate the weights of the edges
between the nodes in the subspace and their correspond-
ing KNN nodes. Ei is defined as

Ei = eiαβ
n o

n×n
, ð2Þ

where

eiαβ =
exp −

xiα − xiβ
��� ���2

2σ2

0B@
1CA, if xiα ∈ KNN xiβ

� �
or xiβ ∈ KNN xiα

� �
,

0, otherwise:

8>>>><>>>>:
ð3Þ

In Equation (3), xiα and xiβ are the two samples in the

ith subspace, respectively. kxiα − xiβk2 is the Euclidean dis-

tance between xiα and x
i
β, and KNNð⋅Þ is the K-nearest neigh-

bor (KNN) operator, and σ is the mean of Euclidean distance
between the sample and its KNN.
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Let Di = diag ðEi1Þ be the degree matrix of the ith sub-
space, where 1 = ½1,⋯,1�T. The Laplacian of the graph is cal-
culated as follows:

Li =Di − Ei: ð4Þ

In the ith subspace, the Laplace score of f il (l = 1,⋯jG ij) is

Lif l =
~f
i⊤
l L

i~f
i
l

~f
i⊤
l D

i~f
i
l

, ð5Þ

where

~f
i
l = f il −

f il
⊤
Di1

1⊤Di1
1: ð6Þ

We calculate the Laplace score for each feature in the sub-
space and arrange them in descending order to select the top d
features.We determine the number of second selected features
based on the number of features in random subspace. Let ~r
represents unsupervised feature selection ratio in the random
subspace, that is, from each random feature group G i
(i = 1,⋯k), select important features that represent the local
structure of the random subspace to generate G i (i = 1,⋯k),
it holds that ~G i ⊂ G i,jG ij = jG ij ⋅~rði = 1,⋯kÞ(i = 1,⋯k), and

∑k
i=1j~G ij≪m. For convenience, let Si ∈ Rn×j~G ij (i = 1,⋯k) rep-

resent the matrix of the ith base subspace, where n is the num-
ber of samples and G i is the number of features.

3.3. Generate Subspace Clustering Solution. Let S1, S2,⋯, Sk
represent the base subspaces generated by the joint feature
selection strategy, whereSi ∈ Rn×di (i = 1,⋯k) is the ith base
subspace, and di = j~G ij. Let PðSiÞ (½i = 1,⋯, k�) be the cluster-
ing solution for Si, formally, the clustering solution for the
base subspace is PðSiÞ = fPðSiÞðx1Þ, PðSiÞðx2Þ,⋯, PðSiÞðxnÞg,
where PðSiÞðxjÞ (j = 1,⋯, n) is a cluster that contains xj in

Si. Let C
ðSiÞ
l (l = 1,⋯, KSi

) denote the lth cluster in the Si, then

for ∀xj ∈ C
ðSiÞ
l , it holds that PðSiÞðxjÞ = CðSiÞ

l . Thus, the clus-
tering solution of Si also be denoted as

P Sið Þ = C Sið Þ
1 , C Sið Þ

2 ,⋯,C Sið Þ
KSi

n o
, ð7Þ

where KSi
is the number of clusters in Si. Then, we can get

the clustering solution set of k base subspace, which is repre-
sented as P = fPðS1Þ, PðS2Þ,⋯, PðSkÞg. Subspace clustering
ensemble is the fusion of clustering solutions from multiple
subspaces to achieve consistent results P ∗.

In the clustering process, most approaches view input
samples as base units and group them into different clusters.
However, when there are more samples, the computational
complexity also increases significantly. Huang et al. intro-
duce the concept of superobject [12], which is defined as in
the base clustering ensemble where two samples are parti-
tioned into the same cluster, the two samples are in the same
original superobject. The size of superobject is between clus-

ters and samples, and it has been proven that viewing superob-
ject as base units when integrated can significantly improve the
scalability of data size and simplify the calculation.

Inspired by the concept of the superobject [12], this
paper groups samples in base subspaces to achieve a set of
base subspace clustering solutions P and then generates
the adaptive core clusters. The core clusters in high-
dimensional space are defined as follows.

(1) ∀xα, xβ ∈ X, ∀Si(1 ≤ i ≤ k), PðSiÞðxαÞ = PðSiÞðxβÞ,
thenxα, xβ ∈ o

(2) ∀xα ∈ o, xβ ∉ o,∃Si(1 ≤ i ≤ k), PðSiÞðxαÞ ≠ PðSiÞðxβÞ

Definition 1. Let X be the input dataset and P be set of base
subspace clustering solutions. Samples that simultaneously
satisfying the following two conditions are core clusters,
which are denoted as o.

Let O = fo1, o2,⋯, oγg be the set of core clusters in a
high-dimensional space, where γ is the number of core clus-
ters. It holds that ∀oi ≠∅, oi ∩ oj =∅ð∀i ≠ j, i, j = 1, 2,⋯, γÞ,
and ∪

γ

i=1
oi = n.

We provide examples of samples clustering in different
subspaces. Given a dataset X = fx1,⋯, x7g, where xi is the
ith sample. These samples are grouped into clusters in sub-
spaces, and the relationships between the samples, core clus-
ters, and clusters are described in Table 1. In subspace S1,
samples are grouped into two clusters, and in S2 and S3, they
are grouped into three clusters, respectively.

According to Definition 1, there are four core clusters are
generated in the above example. The relationship between
the core cluster and the samples is shown in Table 1, namely,
x1, x2 ∈ o1, x3 ∈ o2, x4, x5 ∈ o3, and x6, x7 ∈ o4. The core clus-
ter is viewed as the basic units of cluster in subspace, for

example in base subspace S1, o1, o2 ⊂ CðS1Þ
1 , o3, o4 ⊂ CðS1Þ

2 .
In the conventional subspace clustering approaches,

samples are basic units. However, samples correspond to dif-
ferent features in different feature subspaces, so the implicit
relationship between samples in different subspaces is also
different. A core cluster is a set of samples that are grouped
into the same clusters in all subspaces. In the process of sub-
space ensemble, we view the core cluster as the basic unit, that
is, each cluster in subspace is composed of core clusters. We
evaluate the stability of clusters in subspace by measuring
the distance of core clusters pairs contained in the cluster.

Definition 2. ∀Si (1 ≤ i ≤ k), ∀oα, oβ (α, β = 1,⋯γ), the dis-
tance between the core clusters pairs is defined as

CCS Sið Þ oα, oβ
� �

=
1

oαj j oβ
		 		 〠

xa∈oα

〠
xb∈oβ

d Sið Þ xa, xbð Þ, ð8Þ

where joαj and joβj are the number of samples contained in

oα and oβ, respectively. dðSiÞð⋅ , ⋅Þ is a distance metric
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function between samples in Si, which can be selected as the
Euclidean distance, the Manhattan distance, the Cosine dis-
tance, and so on. If the distance between the core clusters
pairs is smaller, the more stable the clusters in the corre-
sponding subspace, and vice versa. Clusters are evaluated
by the average distance between core clusters.

For ∀Si (1 ≤ i ≤ k), there are a total of KSi
clusters, and

each cluster CðSiÞ
j (1 ≤ j ≤ KSi

) contains ~nðSiÞj core clusters.

Obviously, it holds that ~nðSiÞj ≥ 1 and ∑
KSi
j=1~n

ðSiÞ
j = γ.

Definition 3. For ∀CðSiÞ
j (1 ≤ i ≤ k,1 ≤ j ≤ KSi

), the average dis-
tance of the core clusters is defined as

ACS Sið Þ
j =

2

~n Sið Þ
j ~n Sið Þ

j − 1
� � 〠

~n
Sið Þ
j

a=1
〠
~n

Sið Þ
j

b=a+1
CCS Sið Þ oa, obð Þ, ~n Sið Þ

j > 1,

0, ~n Sið Þ
j = 1:

8>>>><>>>>:
ð9Þ

In Equation (9), CCSðsiÞð⋅Þ is a distance metric function

of core clusters pairs in Si and ~nðSiÞj is the number of core

clusters in CðSiÞ
j .

The smaller the average distance between the core clus-
ters in a cluster, the denser the cluster, that is, the greater
the probability that the core clusters will be grouped into
clusters in the base subspace, the higher the stability of the
clusters. We introduced the cluster stability index (CSI) to
describe this relationship.

Definition 4. For ∀CðSiÞ
j (1 ≤ i ≤ k,1 ≤ j ≤ KSi

), its cluster
stability index is defined as

CSI Sið Þ
j = e−MCS Sið Þ

j , ð10Þ

where MCSðSiÞj is the average distance between the core clus-

ters in CðSiÞ
j . For MCSðSiÞj ∈ ½0,+∞Þ, the range of the cluster

stability index is CSIðSiÞj ∈ ð0, 1�.

The CSI is an indicator that describes clusters in a sub-
space. If the cluster has only one core cluster, the distance

between the core cluster is 0, and the stability index of the
corresponding cluster is 1; the cluster can no longer be
divided and is stable. If there are multiple core clusters in a
cluster, the greater the average distance between the core
clusters, the worse the stability of the clusters, and vice versa.

Thus, for ∀Si(1 ≤ i ≤ k), the average of the stability index
for all clusters is

CSI Sið Þ =
1
KSi

〠
KSi

j=1
CSI Sið Þ

j   1 ≤ j ≤ KSi

� �
: ð11Þ

When fusing the clustering solutions of base subspace,
we weight the subspace by the stability of the clusters in
the corresponding base subspace. The weight of each base
subspace is calculated by

ω Sið Þ =
CSI Sið Þ

∑k
i=1CSI Sið Þ , ð12Þ

where

〠
k

i=1
ω Sið Þ = 1: ð13Þ

3.4. Subspace Clustering Ensemble. Clustering ensemble is an
effective way to improve robustness and stability of cluster-
ing solution [13]. We propose four core cluster-based con-
sensus functions that ensemble clustering solutions for
each base subspace to achieve the final clustering results.

Define the core cluster similarity matrix in base subspace
based on whether any two core clusters in the subspace are
grouped into the same cluster.

Definition 5. For ∀Si, the core cluster similarity matrix is
defined as

A Sið Þ = a Sið Þ
αβ

n o
γ×γ

  α, β ∈ 1, γ½ �, i ∈ 1, k½ �ð Þ, ð14Þ

where

a Sið Þ
αβ =

CCS Sið Þ oα, oβ
� �

, if P Sið Þ oαð Þ = P Sið Þ oβ
� �

,

0, otherwise:

(
ð15Þ

In Equation (15), PðSiÞðoαÞ and PðSiÞðoβÞ represent clus-
ters containing oα and oβ in Si, respectively. Unlike normal
similarity matrices, we define the core cluster similarity
matrices rather than similar matrices between samples. At
the same time, we achieve the weighted core cluster similar-
ity matrix based on the weights of base subspace, which is
represented as

A −
1
k
〠
k

i=1
ω Sið Þ · A Sið Þ: ð16Þ

Table 1: Correspondence between samples, core clusters, and
clusters in subspace.

X x1 x2 x3 x4 x5 x6 x7

S1 C S1ð Þ
1 C S1ð Þ

1 C S1ð Þ
1 C S1ð Þ

2 C S1ð Þ
2 C S1ð Þ

2 C S1ð Þ
2

S2 C S2ð Þ
1 C S2ð Þ

1 C S2ð Þ
2 C S2ð Þ

2 C S2ð Þ
2 C S2ð Þ

3 C S2ð Þ
3

S3 C S3ð Þ
1 C S3ð Þ

1 C S3ð Þ
1 C S3ð Þ

2 C S3ð Þ
2 C S3ð Þ

3 C S3ð Þ
3

O o1 o1 o2 o3 o3 o4 o4
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3.4.1. Hierarchical Clustering Based on the Core Cluster. In
this section, we propose the consensus function for
hierarchical clustering based on the core clusters, termed
C2SWCE_HC. The proposed method views the core cluster
as the basic unit and constructs a dendrogram by the core
cluster, where the root of the tree corresponds to the dataset
and its leaves correspond to all the core clusters in P . Each
level of the dendrogram represents the clustering results of
different numbers of core clusters, and the final clustering
solution can be achieved by specifying a specific level of
the dendrogram.

The specific steps of integration are as follows: First, the
γ core clusters in P as the initial region, which is repre-
sented as

Θ 0ð Þ = Θ
0ð Þ
1 ,⋯,Θ 0ð Þ

γ

n o
: ð17Þ

In Equation (17), Θð0Þ
i = foig denotes the ith initial

region, which corresponds to the ith core cluster. Let Mð0Þ

be the initial similar matrix. Merge the two most similar core
clusters inMð0Þ into one larger cluster and update the similar
matrix according to the average link for the next merge of
core clusters. Repeat merge the two most similar regions of
the similar matrix that were updated in the previous itera-
tion. After each merge, the number of regions is reduced
by 1, and after the ith iteration, the merged regions are rep-

resented as ΘðlÞ = fΘðlÞ
1 ,⋯,ΘðlÞ

γ−lg, and the corresponding

similar matrix is updated as follows:

M lð Þ =
1

Θ
lð Þ
i

			 			 Θ lð Þ
j

			 			 〠
oα∈Θ

lð Þ
i ,oβ∈Θ

lð Þ
j

a lð Þ
αβ

8><>:
9>=>;

γ−lð Þ× γ−lð Þ

, ð18Þ

where jΘðlÞ
i j is the number of core clusters contained in the i

th region after the ith iteration, and the maximum number
of iterations of the dendrogram is γ − 1.

For clarity, C2SWCE_HC is summarized in Algorithm 1.

3.4.2. Spectral Clustering Based on the Core Cluster. In this
section, we introduce the core cluster-based spectral cluster-
ing consensus function to ensemble subspace clustering
solutions. First, we build the affinity graph that treats the
core clusters as graph nodes and the weighted core cluster
similarity matrix as the adjacency matrix. The graph is
defined as

G = V , Eð Þ, ð19Þ

where V =O is the nodes set and E is the edge set. The
weights of the edge between the nodes vi and vj is deter-
mined by matrix A, that is, Eij = Aij. Let D ∈ Rγ×γ be the
degree matrix of E, the normalized graph Laplacian is com-
puted as

L =D − E = I −D−1/2ED−1/2 = I −D−1/2AD−1/2: ð20Þ

We perform eigendecomposition on L to achieve the first
K eigenvalues, and matrix Ξ ∈ Rγ×K is constructed by corre-
sponding K eigenvectors and perform K-means on the row
vectors of the matrix.

For clarity, the C2SWCE_SC algorithm is summarized in
Algorithm 2.

3.4.3. Bipartite Graph Partition Based on the Core Clusters.
Under the C2SWCE framework, we propose the bipartite
graph clustering ensemble based on the core clusters, termed
C2SWCE_BG. In ensemble process, we use the core clusters
and clusters as graph nodes to construct the bipartite graph.
The specific steps are described below.

In different base subspaces, the core clusters are grouped
into a set of clusters. In all base subspaces, the set of clusters is

C = C1, C2,⋯, Cnc

� �
, ð21Þ

where nc =∑k
i=1KSi

is the number of clusters in P . We view
both the core cluster and cluster as graph nodes, and construct
the bipartite graph. That is:

GBG = UBG,VBG, EBGð Þ, ð22Þ

where UBG = OUC is the node set corresponding to the core
cluster and the cluster; VBG =C is the node set corresponding
to the cluster in P ; it holds that jUBGj = γ + nc, jVBGj = nc.
EBG is the edge set.

In C , clusters in the same subspace contain different core
clusters, while clusters in different subspaces may contain
the same core cluster. Therefore, we use the Jaccard coeffi-
cient to measure the similarity of clusters. The core clusters
are viewed as base units; the similarity matrix between clus-
ters is defined as

Z = zij
� �

nc×nc
, ð23Þ

where

zij = J Ci, Cj

� �
=

Ci ∩ Cj

		 		
Ci ∪ Cj

		 		  i, j ∈ 1, nc½ �ð Þ: ð24Þ

Clusters in the same base subspace do not intersect, so
the Jaccard coefficient between clusters in the same subspace
is 0. The similarity between clusters pairs is calculated by
Equation (24) and the clusters are weighted based on
similarity.

The similarity matrix between clusters and the core clus-
ters is constructed as

~Z = ~zij
� �

γ×nc
, ð25Þ

where

~zij =
ω Sið Þ ⋅ CSI j, if oi ⊆ Cj,

0, otherwise:

(
ð26Þ
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In Equation (26), CSIj is the cluster stability index of Cj in

Sl, ω
ðSlÞ is the weight of Cj in Sl (l½l ∈ ½1, k��,i ∈ ½i, γ�,j ∈ ½1, nc�).
Connect the matrix ~Z and matrix Z to generate matrix

EBG ∈ Rðγ+ncÞ×nc , that is,

EBG = eij
� �

γ+ncð Þ×nc
ð27Þ

The entry of EBG corresponds to the weight of the edge
between the two nodes in GBG, denoted as

eij =

ω Slð Þ ⋅ CSI j, if ui ∈C , vj ∈O, vj ⊆ ui,

J ui, vj
� �

, if ~ui ∈C , ~vj ∈C ,

0, otherwise:

8>><>>: ð28Þ

In Equation (28), CSIj is the cluster stability index of the
jth cluster. Jð⋅ , ⋅Þ is the Jaccard coefficient operator, which is
calculated according to Equation (24). In GBG, there are no
edges between cluster nodes or between the core cluster

nodes, only edges between cluster nodes and core clus-
ter nodes.

According to the corresponding features in different base
subspaces, we use the weight of the subspace corresponding
to the cluster to which the core cluster belongs as the weight
of the edges of the core cluster and the cluster. The higher
the stability of the cluster, the greater its impact during inte-
gration and the greater the weights assigned.

Finally, we use Tcut [14] to segment GBG. All nodes are
partitioned into K disjoint groups. The samples contained
in the core clusters and cluster of the same group are parti-
tioned in the same cluster.

The specific steps of C2SWCE_BG are summarized in
Algorithm 3.

3.4.4. Metacluster-Based Ensemble Clustering. Under the pro-
posed C2SWCE framework, we propose the metacluster-based
consensus clustering algorithm, termed C2SWCE_MC. In the
proposed approach, clusters are regarded as the basic units
that use the similarities between them to divide clusters into

Input: S1, S2,⋯, Sk, K
Output: P ∗

1. Performed clustering on each base subspace to generate a set of subspace clustering ensemble P
2. Generate the adaptive core clusters according to Definition 1
3. Calculates the average distance between core clusters according to Equations (8) and (9)
4. Calculates the CSI of the cluster according to Equation (10), and ωðSiÞ is achieved according to Equation (11)–(13)
5. Construct the core cluster similarity matrix AðSiÞ (i = 1,⋯, k) according to Equations (14) and (15), and the weighted core cluster
similarity matrix A according to Equation (16).

6. Initialize Θð0Þ = fΘð0Þ
1 ,⋯,Θð0Þ

γ g,Mð0Þ = A
7. Construct the dendrogram

for l = 1 to γ − 1 do
According to Mðl−1Þ, merge the two most similar regions to achieve Θðl−1Þ

Update ΘðlÞ, and achieve MðlÞ

end for
8. Select the level of the dendrogram according to K , and achieve K clusters
9. Map the labels of core cluster to the samples.

Algorithm 1

Input: S1, S2,⋯, Sk, K
Output: P ∗

1. Performed clustering on each base subspace to generate a set of subspace clustering ensemble P
2. Generate the adaptive core clusters according to Definition 1
3. Calculates the average distance between core clusters according to Equations (8) and (9)
4. Calculates the CSI of the cluster according to Equation (10), and ωðSiÞ is achieved according to Equations (11)–(13)
5. Construct the core cluster similarity matrix AðSiÞ (i = 1,⋯, k) according to Equations (14) and (15), and the weighted core cluster
similarity matrix A according to Equation (16).
6. Build the graph G = ðV , EÞ with V =O,E = A
7. Constructed the normalized graph Laplacian L according to Equation (20).
8. Perform eigendecomposition on L to achieve the first K eigenvalues and corresponding eigenvectors to build Ξ
9. After normalizing Ξ, perform K-means to categorized the core clusters
10. Map the labels of core cluster to the samples

Algorithm 2

8 Wireless Communications and Mobile Computing



different groups, and the samples of the same group are
divided into the same cluster.

C2SWCE_MC first treats all clusters as nodes and con-
structs the similar graph, which is defined as:

GM = VM , EMð Þ, ð29Þ

where VM =C is the node set for all clusters in P and EM is
the edge set. The weights of the edges between nodes are
defined by the similarity matrix Z of the clusters by
Equations (23) and (24).

EM = eij
� �

nc×nc
, ð30Þ

where eij = zij.
Finally, we adopt Ncut [15] to partition nodes into K

disjoint sets of nodes, which denotes as

MC= MC1,⋯, MCKf g, ð31Þ

whereMCi (i ∈ ½1, k�) represents the ith metacluster, which is
the set of clusters. The core clusters are treated as base units
in the ensemble. In each subspace, oi(i ∈ ½1, γ�) is partitioned
into a cluster. oi may appear multiple times in MC. Define
the discriminant function δ to represent the relationship:

δ =
1, if oi ⊆ Cβ,

0, otherwise:

(
ð32Þ

The probability that oi (i ∈ ½1, γ�) is grouped into
metacluster is

ϕ oi, MCj

� �
=

1
MCj

		 		 〠
Cβ⊆MC j

δ  j ∈ 1, nc½ �ð Þ, ð33Þ

where jMCjj is the number of clusters in the jth metacluster.
Finally, oi is assigned to the metacluster with the highest

probability, namely,

arg max
MCj∈MC

ϕ oi, MCj

� �
: ð34Þ

We summarize C2SWCE_MC in Algorithm 4.

4. Experiments

In this section, we conduct experiments on eight high-
dimensional datasets to compare the proposed four subspace
clustering ensemble algorithms against several clustering
approaches. All the experiments in this paper are conducted
in MATLAB R2016a on a PC with 8 Intel 3.40GHz proces-
sors and 8GB of RAM.

4.1. Datasets. In our experiments, we use eight high-
dimensional datasets, which including four cancer gene
expression datasets and four image datasets. The 4 gene
expression datasets, namely, Yeoh02v11, Yeoh02v21, Bhatta-
charjee20011, and Golub1999v11. The Yeoh02v1 dataset and
Yeoh02v2 dataset are the pediatric acute lymphoblastic leu-
kemia dataset, in which Yeoh02v1 dataset contains 2 catego-
ries of genes expressed in leukemic blasts, and Yeoh02v2
dataset contains 6 categories of genes expressed in leukemic
blasts. Bhattacharjee2001 is the lung tumor samples dataset,
which contains 186 lung tumor samples and 17 normal lung
tissues. Golub1999v1 is the leukemia dataset, which contains
acute myeloid leukemia samples and acute lymphoblastic
leukemia samples. The other 4 image datasets, including
COIL_203, USPS2, Semeion4 and Multi Featureples4. The
COIL_20 dataset is an image dataset containing 20 item
objects, and the other 3 image datasets are all handwritten
digit datasets. The USPS dataset contains a total of 10 cate-
gories and 11,000 samples. For facilitating comparison, we
randomly selected 10% of the samples from each category
of the USPS dataset to form a dataset containing 1,100 sam-
ples, which is represented as USPS_10P.

To simplify the description, the 8 datasets will be abbre-
viated as D1 to D8, respectively. The details of the datasets
are given in Table 2.

(1) https://schlieplab.org/Supplements/CompCancer/

(2) http://www.cad.zju.edu.cn/home/dengcai/Data/
MLData.html

(3) https://www.cs.columbia.edu/CAVE/software/
softlib/coil-20.php

(4) http://archive.ics.uci.edu/ml/index.php

4.2. Evaluation Criterion. We use the normalized mutual
information (NMI) and the clustering accuracy (ACC) to

Input:S1, S2,⋯, Sk,K
Output: P ∗

1. Performed clustering on each base subspace to generate a set of subspace clustering ensemble P
2. Generate the adaptive core clusters according to Definition 1
3. Calculated the similarity of the cluster according to Equations (23) and (24)
4. Calculate the similarity of clusters and core clusters according to Equations (25) and (26)
5. Construct the bipartite graph according to Equation (22) with U = OUC, V =C

6. Combine matrix ~Z and matrix Z to generate EBG
7. Segment the GBG by Tcut
8. Map the labels of core cluster to the samples

Algorithm 3
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evaluate the quality of clustering results. The NMI metrics
measure the accuracy of the clustering results according to
the shared information of the ground-truth clustering solu-
tion and the test clustering solution. Let P denote the cluster-
ing solution of the proposed method, and PG denote the
groundtruth clustering solution. The NMI score of P with
respect to PG is calculated as

NMI P, PG� �
=

∑nP

i=1∑
nG

j=1nij log nijn/nPi nGj
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑nP

i=1n
P
i log nPi /n

� �
∑nG

j=1n
G
j log nGj /n

� �r ,

ð35Þ

where nP and nG are the number of clusters in P and PG,
respectively. nPi is the number of samples for the ith cluster
in P, and nGj is the number of samples for the jth cluster in

PG; n is the number of input samples, and nij is the number

of samples that the ith cluster in P and the jth cluster in PG

jointly contain.
The ACC measures the ratio of the number of samples

that are correctly classified to the number of all samples.
The ACC is an indicator that evaluates the accuracy of the
clustering result, which is defined as

ACC P, PG� �
=
∑n

i=1δ PG xið Þ, map Pð xið Þ� �
n

, ð36Þ

where PGðxiÞ is the groundtruth label corresponding to xi,

and PðxiÞ is the test clustering labels corresponding to xi in
proposed approach. mapð⋅Þ is the relabel mapping function
that aligns the test clustering label with the groundtruth
label. δð⋅Þ is an indicator function, which is defined as

δ x, yð Þ =
1, if x = y,

0, otherwise:

(
ð37Þ

The value interval for ACC and NMI score is ½0, 1�,
and a higher ACC score or NMI score indicates a better
clustering effect.

4.3. Discussion of the Parameter Selection. There are several
parameters in proposed C2SWCE, where k is the number
of subspaces, r is the random feature selection ratio, ~r is
the unsupervised feature selection ratio, and K is the number
of clusters. To increase the diversity of ensemble members,
each subspace randomly generates a different number of
clusters within range ½2, ffiffiffi

n
p �. We set the random feature

selection ratio to r = 0:5, and the number of generated ran-
dom subspaces is in the range of ½5, 25�, with the increment
of 5. For each parameter setting, we run the spectral cluster-
ing methods 10 times in each random subspace, generating
core clusters according to Definition 1 at each time. The
average number of generated core clusters is shown in
Figure 2.

(1) The relationship between k and γ

In the proposed C2SWCE framework, the core cluster is
the basic unit of integration.

Input: S1, S2,⋯, Sk,K
Output: P ∗

1. Performed clustering on each base subspace to generate a set of subspace clustering ensemble P
2. Generate the adaptive core clusters according to Definition 1
3. Calculate the similarity matrix of clusters in C according to Equation (23) and (24)
4. Build the graph GM according to Equations (29)–(31)
5. Partition the graph nodes into K disjoint groups by Tcut, generating MC
6. The core clusters are treated as the base unit, the metaclusters corresponding to the core clusters are determined according to Equa-
tions (32), (34), and (35)
7. Map the labels of core cluster to the samples

Algorithm 4

Table 2: Description of the datasets.

Dataset Abbreviation Sample Dimension Class

Yeoh02v1 D1 248 2526 2

Yeoh02v2 D2 248 2526 6

Bhattacharje2001 D3 203 1543 5

Golub99v1 D4 72 1868 2

USPS_10P D5 1100 256 10

COIL_20 D6 1440 1024 20

Semeion D7 1593 256 10

Multiple features D8 2000 649 10

10 Wireless Communications and Mobile Computing



In Figure 2, k is the number of generated random sub-
spaces, k = 0 corresponds to the number of input samples,
and sij is the number of core clusters. It is observed from
Figure 2 that in the corresponding dataset, as the number
of subspaces increases, so does the number of generated core
clusters. For the image datasets (Figure 2(b)), even if the
number of subspaces is set to k = 25, the number of core
clusters is still much smaller than the number of input sam-
ples, and this trend is most pronounced on the D6 and D8
datasets. For the gene express datasets (Figure 2(a)), due to
the small number of input samples, when the number of
subspaces is set to k = 25, the number of generated core clus-
ters is close to the number of input samples.

(2) The influence of parameters k and ~r on clustering
accuracy

In this section, we will compare the effect of the number
of a random subspace k and the unsupervised feature selec-
tion ratio ~r on the accuracy of clustering ensemble. We set
the value interval of parameter k to ½5, 25� and the increment
to 5. For each random subspace, the unsupervised feature
selection ratio ~r is set in range of ½0:3, 0:8�, with increments
set to 0.1. For each parameter setting of k and ~r, we run the
proposed methods 10 times, and the average of the NMI
scores is shown in Figure 3.

As shown in Figure 3, for the image datasets (D5-D7),
parameters k and ~r are insensitive to clustering results.
When ~r is fixed, the number of subspaces has little effect
on the consensus clustering solutions. When k is fixed, the
NMI score is relatively high in the range of ½0:6, 0:8�. For
the D1-D3 datasets, as shown in Figures 3(a)–3(c), the
higher NMI scores are distributed in parameter k in an inter-
val of ½10, 20� and parameter ~r in an interval of ½0:5, 0:8�
region. For the D4 dataset, it can be clearly observed that
when ~r = 0:8, the corresponding NMI score is higher.

For each dataset, the more base subspaces is divided, the
more adaptive core clusters are generated, which adds com-
putational complexity and algorithm runtime. As observed

from Figure 2 that the number of core clusters generated
by parameter k in range ½10, 20� is moderate. At the same
time, when r = 0:5 and ~r is set in the range of 0:5, 0:8, the
ensemble result has a higher NMI score. Therefore, in subse-
quent experiments, we set k = 10, r = 0:8, and ~r = 0:8 in
experiments on all datasets.

4.4. Compare the Effects of Feature Selection and Weighted
Strategies on Ensemble Results. In this section, we first com-
pare the impact of the hybrid feature selection strategies on
consensus clustering solutions. For each dataset, the pro-
posed four ensemble methods are run on random subspaces
and base subspaces generated by mixed feature selection
strategies and compare their clustering results. For fair
comparison, each ensemble approach runs 10 times in the
unweighted manner, recording the average of its NMI
scores. The comparison results are recorded in Table 3, with
the notation “N” corresponding to the clustering result on
random subspace, and the notation “Y” corresponding to
the result of clustering result on the base space.

As shown in Table 3, the clustering effect of the pro-
posed clustering ensemble approaches on the base subspace
is differently better than that in the random subspace. There-
fore, in subsequent experiments, we use the hybrid feature
selection strategy, perform unsupervised feature selection
on random subspace, generate a set of base subspaces, and
then generate ensemble members by performing the cluster-
ing on the base subspace.

The proposed four ensemble approaches treat the core
cluster as the base unit. The base subspace clustering solutions
are weighted by calculating the distance between the core clus-
ters pairs contained in the cluster, or the similarity of core
clusters to each cluster. To verify the effect of the weighted
clustering integration method, we compared the results of
the weighted integration method and the unweighted integra-
tionmethod on the base subspace, respectively. Each ensemble
method is run 10 times, and the average NMI of the proposed
methods is recorded in Table 4. In Table 4, the notation “N”
corresponds to the unweighted clustering results of the
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proposed methods, and the notation “Y” corresponds to the
weighted clustering results of the proposed methods.

As observed from Table 4, on the other datasets except
D4, the fusion results of the proposed four ensemble
methods under the weighted ensemble manner are better
than the ensemble results of the unweighted ensemble man-
ner. For the D4 dataset, the NMI score of the weighted

ensemble manner of the proposed C2SWCE_HC is 0.9101,
which is higher than the NMI score of 0.8257 corresponding
to the unweighted ensemble manner. However, on the D4
dataset, there are no significant advantages in the clustering
results obtained by the other three ensemble methods using
a weighted ensemble manner. For other datasets, the con-
sensus clustering results achieved by the weighted ensemble
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Figure 3: The parameters k and ~r correspond to clustering results (NMI).

Table 3: Comparison of clustering results for random subspaces with clustering results for base subspaces (NMI).

Datasets
C2SWCE_HC C2SWCE_SC C2SWCE_BG C2SWCE_MC

N Y N Y N Y N Y

D1 0.6625 0.8270 0.6381 0.8449 0.7823 0.8436 0.8041 0.8808

D2 0.3322 0.4081 0.3524 0.3845 0.4312 0.4899 0.5202 0.5302

D3 0.4179 0.5209 0.2324 0.3533 0.3502 0.4598 0.4190 0.4948

D4 0.7593 0.8257 0.8203 0.8955 0.8203 0.8955 0.9477 0.8203

D5 0.4377 0.6152 0.5133 0.5815 0.4358 0.6118 0.4374 0.6123

D6 0.8177 0.9113 0.7621 0.7818 0.8082 0.9006 0.8083 0.9104

D7 0.4742 0.6596 0.5331 0.6412 0.5318 0.6704 0.4913 0.6402

D8 0.7417 0.8881 0.7515 0.9324 0.7663 0.8967 0.7865 0.9015

Table 4: Comparison of weighted ensemble manner and unweighted ensemble manner (NMI).

Datasets
C2SWCE_HC C2SWCE_SC C2SWCE_BG C2SWCE_MC

Y N Y N Y N Y N

D1 0.9449 0.8270 0.8943 0.8449 0.8821 0.8436 0.8809 0.8808

D2 0.5386 0.4081 0.5666 0.3845 0.5638 0.4899 0.5211 0.5302

D3 0.5855 0.5209 0.4919 0.3533 0.5514 0.4598 0.5078 0.4948

D4 0.9101 0.8257 0.8955 0.8955 0.8955 0.8955 0.8203 0.8203

D5 0.6675 0.6152 0.5859 0.5815 0.5669 0.6118 0.5460 0.6123

D6 0.9224 0.9113 0.8780 0.7818 0.9277 0.9006 0.8956 0.9104

D7 0.7588 0.6596 0.6597 0.6412 0.6800 0.6704 0.6458 0.6402

D8 0.9099 0.8881 0.9446 0.9324 0.9363 0.8967 0.9021 0.9015
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manner are better than those obtained by the unweighted
ensemble manner. This illustrates the effectiveness of the
proposed weighted ensemble strategies.

4.5. Comparison with Base Clustering. Subspace clustering
ensemble can fuse multiple subspace clustering solutions to
obtain a better accuracy, more robust consensus solution. In
this section, we compare the clustering effects of the proposed
locally weighted subspace clustering ensemble approaches,
namely, C2SWCE_HC, C2SWCE_SC, C2SWCE_BG, and
C2SWCE_MC against spectral clustering approach. Each
method runs 20 times, and their average NMI scores are
described in Figure 4.

In Figure 4, “base” corresponds to base clustering results,
and “HC,” “SC,” “BG,” and “MC” correspond to the cluster-
ing results of C2SWCE_HC, C2SWCE_SC, C2SWCE_BG,
and C2SWCE_MC, respectively. As can be seen from
Figure 4, on each experimental dataset, the proposed
approaches can achieve better and more robust consensus
clustering results than the spectral clustering approach. In
particular, on the D1, D2, D3, D6, D7, and D8 datasets,
the performance of the proposed 4 clustering integration
approaches are significantly better than that of the spectral
clustering approach.

4.6. Comparison with Other Clustering Methods. In this sec-
tion, we compare the proposed consensus clustering
approaches with the state-of-the-art clustering approaches
to evaluate their effectiveness. Among comparative cluster-
ing approaches, K-means and GNMF [16] are classic clus-
tering methods and SSC [17] and LSC [2] are the

clustering methods based on spectral clustering. In the con-
trasting ensemble methods, MDEC_SC [4], MDEC_HC [4],
and MDEC_BG [4] all use spectral clustering to generate the
clustering ensemble members, and then, they use spectral
clustering, hierarchical clustering, and bipartite graph parti-
tion to fuse base clustering solutions, respectively. SC_SRGF
[5] adopts spectral clustering to obtain clustering solutions
for each subspace; however, ECPCS-HC [18], ECPCS-MC
[18], WEAC-AL [19], GP-MGLA [19], LWGP [20], and
LWEA [20] all use K-means to generate base clustering solu-
tions. All parameters of the comparison approaches are set
as suggested by the corresponding papers.

For a fair comparison, we run each clustering approach
20 times on each dataset and the average performance in
terms of NMI and ACC are summarized in Tables 5 and 6,
respectively. In Tables 5 and 6, the highest score is high-
lighted in bold; the symbol “_” indicating that the algorithm
cannot be performed.

The landmark-based spectral clustering (LSC) [2]
approach is not suitable for datasets with number of features
greater than the number of samples, so there are no corre-
sponding clustering results on D1-D4 datasets. As shown in
Table 5, the SSC achieves the best average performance in
terms of NMI on D3 dataset. For the remaining datasets, the
clustering ensemble approaches yield better average perfor-
mance than the traditional clustering approaches. This also
confirms the previous conclusion that the clustering ensemble
approaches are more suitable than the traditional clustering
approaches for high-dimensional data clustering scenarios.

As can be seen from Tables 5 and 6, the proposed
C2SWCE_HC achieves the highest average NMI scores on
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all datasets among the comparative hierarchical clustering
ensemble approaches. Especially on the D1-D4 datasets,
the performance of the C2SWCE_HC is significantly better
than that of WEAC_AL and ECPCS-HC, and it also achieves
the highest average ACC score on the D2, D4, D6, and D8
datasets. Comparing the ensemble approaches based on
spectral clustering, the average performance in terms of
NMI of C2SWCE_SC is significantly higher than that of

other methods on the D1-D4 dataset. For example, on the
D1 and D2 datasets, the average NMI scores of SC_SRGF
are 0.2371 and 0.1931, respectively, while the average NMI
scores of C2SWCE_SC are 0.8943 and 0.5666, respectively,
which increased by about 4 times. In addition, compared
with the other bipartite graph partitioning ensemble
methods, the proposed C2SWCE_BG achieves the highest
average NMI score on 6 datasets and the highest average

Table 6: Average performance in terms of ACC over 20 runs by different clustering methods.

D1 D2 D3 D4 D5 D6 D7 D8

K-means 0.8182 0.4286 0.5655 0.8597 0.4225 0.5944 0.0411 0.7334

GNMF 0.9395 0.5524 0.7783 0.9444 0.5931 0.8118 0.6390 0.9625

SSC 0.8508 0.5565 0.8177 0.6528 0.4418 0.7821 0.6109 0.8200

LSC _ _ _ _ 0.6505 0.7972 0.6309 0.9675

MDEC_SC 0.9899 0.5395 0.7320 0.9583 0.5031 0.7698 0.0210 0.9713

SC_SRGF 0.7766 0.4097 0.5448 0.9458 0.4911 0.7990 0.0657 0.8465

C2SWCE_SC 0.9899 0.6109 0.7433 0.9861 0.5423 0.8583 0.0135 0.9793

ECPCS-HC 0.8161 0.4762 0.7695 0.8944 0.4692 0.6307 0.0485 0.8244

MDEC_HC 0.9899 0.5548 0.7744 0.9611 0.6229 0.8543 0.0157 0.8539

WEAC_AL 0.6774 0.5000 0.3693 0.2639 0.4509 0.7063 0.0232 0.6295

LWEA 0.9960 0.4194 0.5419 0.9167 0.5218 0.6076 0.0308 0.7820

C2SWCE_HC 0.9859 0.6109 0.6133 0.9861 0.5423 0.8583 0.0135 0.9693

MDEC_BG 0.9899 0.6129 0.7488 0.9417 0.4951 0.8460 0.0239 0.9682

GP_MGLA 0.7097 0.4960 0.3596 0.2639 0.4364 0.7354 0.0113 0.5565

LWGP 0.9879 0.4879 0.4975 0.9167 0.5255 0.6764 0.0797 0.9360

C2SWCE_BC 0.9899 0.6532 0.6552 0.9861 0.5341 0.8358 0.0135 0.9788

ECPCS-MC 0.8363 0.5258 0.6384 0.9069 0.5117 0.6729 0.0207 0.9260

C2SWCE_MC 0.9899 0.6210 0.7414 0.9722 0.4696 0.8333 0.0546 0.9115

Table 5: Average performance in terms of NMI over 20 runs by different clustering methods.

D1 D2 D3 D4 D5 D6 D7 D8

K-means 0.2481 0.2238 0.3487 0.5222 0.4575 0.7470 0.5219 0.7152

GNMF 0.5962 0.3369 0.3485 0.7223 0.5572 0.8803 0.5885 0.9216

SSC 0.2938 0.3461 0.5916 0.1276 0.4283 0.8640 0.6042 0.8640

LSC _ _ _ _ 0.6646 0.8852 0.6189 0.9266

MDEC_SC 0.8831 0.4938 0.4843 0.7352 0.5922 0.8896 0.6562 0.9385

SC_SRGF 0.2371 0.1931 0.3621 0.5853 0.5524 0.8870 0.5947 0.8460

C2SWCE_SC 0.8943 0.5666 0.4919 0.8955 0.5859 0.8780 0.6597 0.9446

ECPCS-HC 0.0044 0.2483 0.5141 0.5264 0.5192 0.7751 0.6329 0.7976

MDEC_HC 0.8855 0.4661 0.5284 0.7853 0.6501 0.9177 0.7072 0.8822

WEAC_AL 0.2994 0.3764 0.2886 0.2240 0.4962 0.7921 0.5959 0.7009

LWEA 0.9447 0.2511 0.3533 0.5974 0.5081 0.7636 0.5999 0.7953

C2SWCE_HC 0.9449 0.5386 0.5855 0.9101 0.6675 0.9224 0.7588 0.9099

MDEC_BG 0.8863 0.5584 0.5079 0.6923 0.5882 0.9162 0.6775 0.9331

GP_MGLA 0.2794 0.3542 0.2847 0.2194 0.4808 0.7974 0.5315 0.6814

LWGP 0.8620 0.3152 0.3630 0.5974 0.5246 0.7924 0.6193 0.8736

C2SWCE_BG 0.8821 0.5638 0.5514 0.8955 0.5669 0.9277 0.6800 0.9363

ECPCS-MC 0.0816 0.3178 0.4256 0.5660 0.5451 0.8048 0.6600 0.8580

C2SWCE_MC 0.8809 0.5211 0.5078 0.8203 0.5460 0.8956 0.6458 0.9021
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ACC score on 5 datasets. Its performance is significantly bet-
ter than MDEC_BG, GP_MGLA, and LWGP. In particular,
on the D1, D3, and D4 datasets, the average NMI scores of
the C2SWCE_BG are 0.8821, 0.5514, and 0.8955, respec-
tively, significantly exceeding the corresponding NMI scores
of 0.2794, 0.2847, and 0.2194 for the GP_MGLA. Finally, the
metacluster-based ensemble clustering proposed in this
paper is significantly better than that of the ECPCS-MC
method on all datasets except D7.

4.7. Execution Time. In this section, we compare the execu-
tion times of different clustering ensemble approaches at
the integration phase on the USPS dataset. The USPS dataset
contains 10 categories with a total of 11,000 samples. To
compare the clustering effects of different ensemble
approaches on datasets of different sizes, first, according to
the method described in Section 4.1, samples of different
proportions are randomly selected for each category of the
input dataset, to generate the USPS dataset of different sizes.
In the experiment, the sample sampling ratio ς is set in inter-
val of ½0, 1�, and the increment set to 0.1. That is, the gener-
ated dataset contains nς samples, where n is the number of
samples in the USPS dataset. Running various ensemble
approaches on the USPS datasets of different sizes,
Figure 5 compares their execution time during the integra-
tion phase.

As can be seen from Figure 5, the execution time of all
ensemble approaches increases significantly as the size of
the USPS dataset increases, with SC_SRGF and MDEC_SC

approaches increasing the fastest. When clustering all sam-
ples of the USPS dataset, the proposed C2SWCE_HC,
C2SWCE_SC, C2SWCE_BG, and C2SWCE_MC approaches
are 195.23 s, 209.15 s, 220.72 s, and 231.65 s, respectively.
Compared with other ensemble methods, the proposed
methods have obvious advantages, especially the computa-
tional efficiency of C2SWCE_SC is higher than that of the
contrasting spectral clustering ensemble methods MDEC_
SC and SC_SRGF. The results show that the spectral cluster-
ing method based on the core clusters can reduce the
complexity of the spectral clustering method to a certain
extent. Further, compared with other hierarchical clustering
ensemble methods, the execution time of C2SWCE_HC is
comparable to that of the WEAC_AL, but much faster than
that of ECPCS-HC and MDEC_HC. At the same time, we
also observed that the execution time of the C2SWCE_BG
is slightly higher than that of the GP_MGLA, but it has a sig-
nificant advantage over MDEC_BG.

In summary, the proposed approaches have a modest
computational cost for ensemble tasks on USPS datasets of
different sizes. Compared with the same type of ensemble
approaches, the execution time of the proposed 4
approaches have advantages.

5. Conclusion

In this paper, we propose a novel locally weighted subspace
clustering ensemble framework, termed C2SWCE. It first
uses the hybrid feature selection strategy that combines ran-
dom feature selection and unsupervised feature selection to
generate a set of base subspaces. The strategy combines the
diversity of random feature selection to select representative
features from each random subspace in an unsupervised
manner, continuously reducing the dimensionality of the
random subspace. To increase the diversity of subspace
ensemble members, in addition to using random feature
selection to generate feature subspaces, we also randomly
group the samples into different numbers of clusters. Fur-
thermore, we introduce concept of the core cluster. In the
ensemble process, the core cluster is viewed as the base unit,
which improves the ensemble efficiency to a certain extent.
The subspace clustering solution is weighted by evaluating
the stability of the cluster. Last but not least, under the pro-
posed framework, four weighted ensemble approaches are
proposed to integrate the clustering solutions of the base
subspace to achieve the final clustering result. Extensive
experiments are conducted on 8 real-world datasets to verify
the effectiveness of the proposed ensemble approaches.
Experimental results show that compared with the state-of-
the-art ensemble methods, our methods have stronger
robustness, and the comprehensive performance of cluster-
ing accuracy and efficiency has advantages.

Data Availability

Data sharing is not applicable to this article as no new data
were created or analyzed in this study.
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Piano performance has been around for hundreds of years, and piano performance is currently on the rise. As a pianist, better
presentation and performance skills are necessary as a player. And in the process of playing, people must also have a calm
psychological quality in order to play the piano perfectly and bring beautiful enjoyment to the audience. This is also the basis
for the smooth progress of the performance. The better the psychological quality of the performer, the better the performance
will be. This paper analyzes the influence of the psychological quality of piano performance based on the big data algorithm
and finds that under the influence of the big data algorithm, the psychological quality of the performers is enhanced by 18%.
As for the richness of on-site experience and the stable performance of technology, it is about 20% higher than normal in all
aspects, which can provide reference for related research.

1. Introduction

Two hundred years ago, the piano has been popular in
Europe. At this time, the piano can only make monotonous
pronunciation, but it is still in the stage of development.
Among them, there is a piano enthusiast who made a rea-
sonable modification of the piano mechanism, so that the
strings can be struck multiple times to produce different
sounds. At this point, music began to develop from simple
to complex. On this basis, it was slowly used in other musical
instruments, and since then, it has entered the era of musical
instruments. After 40 years, enthusiasts changed the strings
and combined the three elements to achieve the basic model
of the modern piano, which is also the origin of the shape of
the modern piano. For the next hundred years, the string
structure has not changed.

The current piano literature occupies a place in the genre
of quyi. It has an extremely important position in the con-
temporary cultural world. It contains all kinds of rich knowl-

edge, playing techniques, psychological adjustment, and so
on. It also has a thought-provoking philosophy and serves
as a guiding light for modern players. It is explained from
many aspects, combined with some contemporary musical
concepts, showing its special vitality. When playing with a
piece, it will pay more attention to the inner meaning. In this
paper, we pay attention to the analysis of real-time data,
which is of reference significance to a certain extent, and
can reduce tension as much as possible for piano players
when playing, making the performance more stable, and
the audience can also be pleasing to the eyes, providing
piano players with certain benefits. The uniqueness of this
article is that the data often processed by big data algorithms
are more realistic have the right to speak.

The paper is mainly divided into 4 parts. The first sec-
tion of the third chapter mainly describes the psychological
influence factors of the piano players. The second section
mainly describes the methods of cultivating and adjusting a
good performance mentality. The third section mainly
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describes the psychological obstacles of the piano players.,
the fourth section is the big data algorithm used, the fifth
section is about the skills of piano players, and the sixth sec-
tion is the current thinking about music education.

2. Related Work

On big data algorithms, evolutionary algorithms (EA) have
recently been suggested as candidate methods for solving
big data optimization problems that involve a large number
of variables and require analysis in a short time. However,
EA faces scalability issues when dealing with big data prob-
lems. To address these challenges, Sabar et al. proposed a
heterogeneous framework that combines cooperative coevo-
lutionary methods with various types of meme algorithms to
improve the efficiency of the solution process [1]. With the
rapid development of information technologies such as the
Internet and the Internet of Things, big data usually exists
in cyberspace in the form of data streams. It brings enor-
mous benefits to the information society. At the same time,
it also brings severe challenges to big data mining in data
flow. Recently, various university circles have developed a
strong interest in massive data mining, and Pradeep and
Naveen launched an analysis and discussion on this [2].
Big data (BD) approaches have had a major impact on the
development and expansion of supply chain network man-
agement and design. In the BD environment, it is very chal-
lenging to face these problems and greatly affects the
efficiency of SCN. Optimizing the right network with the
right batch can minimize the overall carbon footprint in
the SCN. It plays a key role in this. In response, Goodarzian
et al. developed a production-transport-order-inventory,
which is a mixed integer nonlinear programming (MINLP)
model [3]. In modern medicine, medical imaging has come
a long way, with the ability to capture several biomedical
images from a patient. It can use and train these images in
intelligent systems. By analyzing these images, different dis-
eases can be identified. Tchapga et al. described how to use
the Spark framework to apply these algorithms to big data
architectures. And he further proposed a classification-
based workflow [4].

Among the pianists, Viktor Syriatsky is a contemporary
leader. During his 35 years of work at the I. P. Kotlyarevsky
State University of Arts in Kharkiv, he trained several gener-
ations of famous musicians. Syriatska revealed the funda-
mental principles of Viktor Syriatska’s performance style
and the nature of his artistic aspirations. In order to reveal
the chosen theme, he used sophisticated music analysis
methods [5]. Vsevolod Vladimirovich Topilin (1908–1970)
was a pianist and teacher. He played an important role in
the development of Ukrainian piano culture. Tragic events
of the twentieth century disrupted his life and career and
kept him out of public life. Pinchuk introduced the particu-
lars of the pianist’s life and work and his works, as well as his
place in the musical, and the society’s complete evaluation of
it [6]. Meitner was a brilliant composer, a brilliant pianist of
the twentieth century, and a thoughtful philosopher. Dani-
lova analyzed the relationship between creative reflection
in his literary heritage and the author’s performance inter-

pretation, revealing that there is an inevitable connection
between the master composer’s thinking and playing style
in the creative process [7]. There are also some pianists
who have suffered from osteoarthritis of the thumb, wrist,
and metacarpal joints because of playing for a long time. Pia-
nists also hurt their fingers when playing is shown in
Table 1.

3. Calculation of the Psychological Quality of
Piano Players Based on Big Data Algorithms

3.1. Psychological Influencing Factors of Piano Players. Piano
playing has a history of hundreds of years. The piano is also
dubbed the master of musical instruments by contemporary
people. Because of its special playing style and tone, it is
worshipped by many piano lovers. The piano is also the
most popular at the moment, and it is also the most studied.
In the use of the piano, it is mainly divided into two catego-
ries, as shown in Figure 1. No matter what kind of player,
most of them will show different degrees of performance in
the performance. This is mainly related to the psychological
quality of the player. Among them, the way of thinking,
behavior, and self-feeling are all related to the performer,
and only those who have a certain talent can learn. More-
over, it is necessary to focus on the cultivation of psychology
in order to ensure a complete performance [8].

3.1.1. Quality Factors. Psychological quality also has a huge
impact on the performer. It is affected by many external
factors, and it is also related to the training time in the
later stage, and it is also the embodiment of the player’s
emotions in the performance process. If the player makes
a little mistake in the performance, it may lead to a failed
performance in the end [9]. When mistakes are made,
they are prone to a blank brain, uncontrolled body, rapid
heartbeat, weakness of limbs, and various discomforts.
However, if the players have a strong ability to withstand
pressure, they will generally return to normal through
self-regulation. This is a qualified pianist. And it will also
determine the response time according to the different
reaction speed of the person. If there are gaps in the per-
formance, it will be fatal, and these problems will not eas-
ily occur with high quality. Because each person’s own
ability to bear is different, it also leads to different degrees
of panic after playing and attracting attention from every-
one, which is not qualified for a piano player.

3.1.2. Technical Factors. If the psychological factor is the soul
of the performer, then the technical factor is the body of the
performer, and the two are indispensable. If there is no
problem with the psychological state, there are two kinds
of problems with technology. If the psychology is tough,
but the technology is not at home, it will be useless. For
the audience, it may be a spit game. For the psychological
quality, there are many factors that affect it. For example,
the individual’s innate ability to accept psychology, pressure,
and technical factors are completely related to the individ-
ual. It requires unremitting perseverance, training, and also
needs to reflect their own perceptions in it. If they truly feel
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that the music is in their hearts and they are within their
grasp, they will be able to play with ease, so that they can
truly become a qualified pianist and bring joy to the audi-
ence [10]. Although diligent practice is also the main work,
the technique also requires one’s own familiarity with the
piano. Only by training each tone and rhythm many times,
and really integrating the movements of the fingertips into
the heart, there will be few panic and blank situations, and
they can have a perfect piano performance. The psychologi-
cal quality of the piano player will be improved in the tech-
nical and psychological quality under the big data algorithm,
and the player’s heart will be affirmed.

3.1.3. On-the-Spot Experience. Many performers will experi-
ence stage fright in different environments, not to say that
they are afraid to play, and they are afraid of making mis-
takes in performance [11]. Because of the difference in their
own psychological abilities, the surrounding environment,
the touch between their fingers, and the presence of thou-
sands of people watching, they will also involuntarily put
pressure on themselves. This results in the player being
unable to resonate with the surrounding environment and
mood. This makes them unable to play good tunes. They
play the piano in the piano room and in the public venue,
and their mood is different. In the piano room, most people
have no psychological pressure and can play well. But in the
open room, there will be pressure, and it is easy to generate
tension. Although this reflects the player’s ability to be pres-
ent to a certain extent, it is really unqualified. Although their
technical or psychological abilities are qualified, errors occur
when they are on the spot. This requires players to try on-
the-spot performances many times, so that they can break
through themselves and improve their ability to play the
piano [12].

3.2. Methods of Cultivating and Regulating a Good
Playing Mentality

3.2.1. Relax, Self-Encouragement. The best way to cultivate
and adjust a good playing attitude is 1 to 2 hours before
the scene, which is conducive to the player’s better perfor-
mance. The main reason why pianists are prone to problems
is psychological. They are prone to panic, blanks, etc. As a
pianist, they need to adjust themselves before the competi-
tion. If there is a bad mentality, they will easily lead to nor-
mal thinking disorder and affect the normal performance.
As for clear purpose, building confidence is also a must as
a pianist. The mentality is not calm, just like water in a glass,
shaking left and right, and the brain’s speculative operation
is suspended. This affects the performance of the pianist.
They need to devote themselves wholeheartedly to the per-
formance and to create in their own music without being
influenced by the outside world [13].

3.2.2. Accumulation and Cohesion of Aesthetic Feelings.
Before participating in the performance, the performers will
be well prepared, familiar with the skills, perceive the envi-
ronment, and achieve the desired effect from the part to
the whole through continuous training, so that they can play
with ease [14]. There are two difficult points. At the techni-
cal level, it takes a long time for the pianist to become famil-
iar with the new repertoire. At the level of accumulating the
feeling of the beauty of music, this needs to be cultivated and
not achieved overnight. Among them, on the one hand, it is
necessary to break through a difficult problem in technique,
and on the other hand, it is necessary to further accumulate
and condense aesthetic feelings and feelings. It is these accu-
mulations and condensations that will arouse the per-
formers’ creative passion and form a huge desire to express
before the performance. The on-the-spot tension and
cramped emotions before the performance should be trans-
formed into passion rather than tension. This kind of excite-
ment makes people have a strong desire to perform. Only
when the performer himself concentrates his thoughts into
the music can he express the contagious music with
enthusiasm.

3.2.3. Accumulation of Stage Practical Experience. Before the
performance, they can usually train outside. They can also

Table 1: The relationship between creative reflection and author’s performance interpretation.

Name Sabar N R
Pradeep
K R

Goodarzian F Tchapga C T Syriatska T Pinchuk O Danilova O S

Question
Scalability
issues

Big data
mining

Supply chain
network

management and
design have an

impact

Use the Spark
framework

Reveal
selected topic

Learn about
pianist works
and status

The relationship between
creative reflection and
author’s performance

interpretation

Method
Heterogeneous
framework

Expand
analysis
and

discussion

Developed a model
for nonlinear
programming

Classification-
based

workflow

Using
sophisticated

music
analysis
methods

Introduction to
the role of
musicians in
development

Reveals the inevitable
connection between

thinking and playing style

Figure 1: Pianist.
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perform performances under the watchful eyes of their
friends, familiarize themselves with the operating environ-
ment in advance, and understand the connection between
them. This can also make subsequent performances smoother
and smoother. Performers can play directly to people they
know, such as colleagues or relatives and friends, to build a
platform for psychological communication between per-
formers and the audience [15]. At the same time, they pay spe-
cial attention to the internal environment such as the sound
reflection and the brightness of the light and then adapt to
the new piano and try the piano carefully to master the tone
and volume of the new piano accompaniment and check
whether the keyboard tone is consistent. If there is a problem,
they should immediately call a technician to adjust.

3.3. Psychological Disorders of Piano Players

3.3.1. Tension. For some beginner performers, or profes-
sional performers, they are more or less in a state of panic
before stepping onto the high-profile stage. Their mental
state before the performance was full of confidence, and as
soon as they got to the stage, their palms were sweaty and
nervous. Although there will be relatives and friends around
to cheer and encourage, there will be tension caused by some
psychological factors, which will lead to mistakes.

3.3.2. Arrogance. For some performers who feel good about
themselves, their appearances may be partly nervous and
arrogant, feeling that their performances are unmatched
and blindly confident. And the usual training is not as good
as that of other performers, and they do not communicate
with other people very much and live in their own world.
Although it is not good to be too nervous, it should not be
too arrogant, and there is no pressure at all. This is destined
to be eliminated and even more serious consequences.

3.3.3. Negative. There are also some people because of bad
performances during the performance give up and deny
themselves, resulting in negative emotions and loss of moti-
vation. Some of them are caused by being forced to learn to
play the piano, or they do not like it, and they are caused
involuntarily. If there is no encouragement in this situation,

it will only develop in a bad direction, or even become
reversed, causing more bad results. Because it can be sum-
marized through the neural algorithm of big data, so as to
analyze the influence of the players’ psychological quality
on their performance.

3.4. Big Data Algorithms

3.4.1. Neural Network Algorithm. Neural network algorithm
is a relatively traditional computing method, and its network
formation is similar to neurons. Each neural unit constitutes
a set, and finally a population is formed by synaptic connec-
tions. Each neuron is connected to each other, and they have
a separate activation or inhibition state [16]. They can com-
bine the information they have or perform one-to-one trans-
mission. Each unit will have a limit function on it. If there
are too many transmitted signals, they will play a limiting role.
These are built-in neurons and do not need to be trained and
learned. They will be trained and learned through each trans-
mission of information by neurons, which means they are
mastered, and they are not programming.

However, it is not easy to express this form in a com-
puter program, and it works best in the field of special effects
networks. The processing method of neurons is similar to
that of our human brain. They are connected through thou-
sands of neurons, and then they always have computing
power of an order of magnitude more complex than that
of the brain. In order to train them, thousands of cycles need
to occur, and these problems that are difficult to solve by
programming are input into this training activity. The fea-
ture is also because the knowledge of the dynamic system
and parameters is included, and the neural network mainly
has three layers, which process and transmit information,
respectively [17]. According to the layering of the neural
network algorithm, a schematic diagram of the algorithm
structure is drawn, as shown in Figure 2.

In the neural network algorithm, the input layer mainly
stores the original data and the symbol M-input layer data-
set. The expressions are as follows:

M = m1,m2,⋯mnf g: ð1Þ

Hidden layer

Input layer

Output layer

Figure 2: Neural network algorithm structure.
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After going through the following formula, the two are
related.

u = 〠
n

i=1
wimi − θ =mTw − θ: ð2Þ

u is the weight relationship between the input data. w is
the weight and, θ is the threshold. The startup method
between them is as follows:

y = 1
1 + e−λu

: ð3Þ

Steps in between are as follows: it first sets up the original

function and organizes it into a collection. It calculates the
intermediate parameters according to the calculation for-
mula of the correlation relationship and then outputs the
results obtained by each layer and performs the function
error operation. If it is within reasonable parameters, it out-
puts the result; otherwise, it reruns the operation until it out-
puts the result [18]. It is shown in Figure 3.

3.4.2. Genetic Algorithm. Genetic algorithm is an optimiza-
tion method that performs a global search in parallel and
dynamically in the solution space through the transforma-
tion, iteration, and mutation of a large number of candidate
solutions. Because the genetic algorithm has a relatively
complete mathematical model and theory, it has good per-
formance in solving many NP-hard problems.

Genetic algorithms are designed according to Darwin’s
theory of evolution. Genetic algorithm individuals refer to
a certain number of binary strings in a simulated chromo-
some. The numbering is done in binary, and the encoding
method is as follows:

g xtl , k
� �

= uk +
uk − vk
2l − 1 〠

t

j=1
xt

i kl+jð Þ × 2j−1
 !

: ð4Þ

uk means k is the number limit, and vk means the mini-
mum number of k. The drift point number means that there

NO

YES

Start

Set the original
function

Collection
arrangement

Run
intermediate
parameters

Meet the
threshold
condition

Output result

Figure 3: Neural network algorithm flow.

Start

Initialize the
population

Mutations Calculate fitness

Cross Select action

Finish

To meet the
conditions

NO

YES

Figure 4: Genetic algorithm flow.
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are n data in the hypothesis, and xtl is used to represent the t
th chromosome of the first generation, where t can be
expressed as

t = 1, 2,⋯nf g: ð5Þ

The quantitative information of each chromosomal gene
is represented by L =m, and the drift number can be repre-
sented as follows:

X0 ∈ x10, x20,⋯xn0
� �T

: ð6Þ

The genetic algorithm process is shown in Figure 4.

3.4.3. Word Vector Technology. Natural language under-
standing can be transformed into a problem of instrument
learning. By constructing word vectors, the similarity score
and distance are finally obtained, and the minimum number
of edits is required to convert one character into another
character. The conversion here can be said to be replacement
or deletion. The following formula is obtained by finding the
minimum number of edits, and this idea is called dynamic
programming. The two strings are:

a = a1, a2 ⋯ an: ð7Þ

The formula for recursive calculation of edit distance is
as follows:

di0 = 〠
i

k=1
wdel bkð Þ, i ∈ 1 ~mð Þ, ð8Þ

d0j = 〠
j

k=1
wins akð Þ, j ∈ 1 ~ nð Þ, ð9Þ

dij =

di−1,j−1, aj = bj,

min di−1,j +wdel bið Þ, di,j−1
� �

,

wins aj
� �

, di−1,j−1 +wsub aj, bj
� �

:

8>><
>>: aj ≠ bj, ð10Þ

where w represents the weight of the operation, such as
adding, deleting, and changing:

w =
1, have operation,
0, no action:

(
ð11Þ

Its logical relationship is more complex, and the algo-
rithm time complexity is high [19]. The operation flow is
shown in Figure 5:

3.4.4. Weight Division. As an objective assignment method,
weight planning is to reduce the subjectivity of weights,
and it also conforms to the logical thinking in mathematics.

w d

Input

Sum Output

a1

a2

a3

an

Figure 5: Word vector operation process.

Assign

Dimensionless
processing

Get new matrix

Perform entropy
calculation

Determine the
entropy value

Final calculated
score

Figure 6: Weight division flowchart.

Table 2: Key points of pianist skills.

Musical skills Scale Chromatic scale Arpeggio Octave

Relaxation training 0 1 1 1

Skill training 1 1 1 0

Listening training 0 1 1 0
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Considering that in the assignment method, the difference
between the original data and the output data will be rela-
tively large, and the tempering treatment is generally per-
formed first [20]. There are the following methods.

The dimensionless processing formula of the positive
index is

aij =
xij −minj xij

� �
maxj xij

� �
−minj xij

� � : ð12Þ

The formula for dimensionless processing of negative
indicators is

aij =
maxj xij

� �
− xij

maxj xij
� �

−minj xij
� � : ð13Þ

A new matrix can be obtained by operation. When cal-
culating the index entropy value, the calculation method is

hj = −T〠
n

i=1
pijin pij

� �
: ð14Þ

Here T = 1/ln n, pij = ðaij + 1Þ/∑n
i=1ðaij + 1Þ.

The value of each indicator is determined as

wj =
1 − hj

∑m
j=1 1 − hj
� � , j = 1, 2,⋯m: ð15Þ

It calculates the final score:

S = 〠
n,m

i=1,j=1
WjAij: ð16Þ

Its operation flow is shown in Figure 6.

3.5. Pianist Skills. There are four types of piano playing tech-
niques, scale, chromatic scale, arpeggio, and octave [21, 22].
This is also a relatively conventional four techniques. In the
performance of musical instruments, musical elements are
also the basic knowledge of music theory. In the process of
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musical instrument performance, it is necessary to have
strong emotions and perceptions of art. Playing the piano
is also the most basic content. Music is inseparable from
the piano, and the piano is also inseparable from the music.
Generally, piano performance is mainly reflected in the emo-
tional or emotional expression of music, and it is also its
main expression method. The two are interdependent. For
a perfect piano performance, the two must be inseparable.
Music sense can give the piano a better timbre, and the tim-
bre of the piano is not found in other instruments. One of
the people’s favorite artistic expressions is piano perfor-
mance, which has extremely high artistic value and reference
significance [23, 24].

If they can play a more beautiful melody, then they must
have mastered some basic skills. Taking advantage of the dif-
ferent points and advantages of playing these techniques, the
application in piano performance can improve the timbre
performance and the intuitive influence of timbre in piano
research and can also improve the basic skills of playing. It
plays an important and decisive role in understanding the
basic piano knowledge and improving the subsequent per-
formance [25, 26].

As the basic method of piano performance, what he
needs to do is to integrate the elements, melody, and rhythm
in the music and finally interpret the music better. However,
this process requires a lot of time and effort. These elements
are fused to achieve a situation where they can be retracted
freely. Moreover, in the process of learning, they will have

a better understanding of the elements of music, which is
quite a training exercise to exercise the skills of the piano
player, and it will also allow the player to slowly integrate
the skills between the fingers. In training, these three main-
stream trainings need to be strengthened [27]. The songs
played by some performers will make the audience feel the
inner world of the performers in the music, so that the music
can be integrated with the spiritual world, directly hit the
soul, and give people the enjoyment of the beauty of the spir-
itual world [28].

From another point of view, the style, charm, melody,
and emotion represented by music also determine its partic-
ularity and appreciation. Its tone determines the player’s
technical ability, as well as the emotional expression of the
piano performance, and they restrict and coexist with each
other. Without the skill of the pianist, the sound of the piano
is meaningless, and vice versa. The tune of the piano player
can also prove that the player’s heart is gentle and spreading,
and the player’s heart is like the Yangtze River, flowing
calmly. The tune is high-pitched and loud, indicating that
the performer’s heart is full of passion at this moment, and
the blood is bursting [29].

The performance of the tune is related to many aspects,
and the tone is also used as a conveyor belt or listening tree
for people’s emotional sustenance, conveying the inner emo-
tions of the listener. Different timbres are affected by the
player’s skills, finger coordination, flexibility, strength, etc.
There are many factors, such as these three aspects,
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keystroke ability, finger coordination, and finger strength
control. The key table of piano skills is shown in Table 2
(0 means nonessential key points, and 1 means essential
key points).

3.6. Current Situation and Countermeasures of Music
Teaching. The education of contemporary music for stu-
dents should not be left unchecked. It should be people-ori-
ented, cultivate students’ interests, focus on students, mutual
respect between students and teachers, and advocate inde-
pendent exploration. It should not be limited to books and
can discover more about life. Finding the shadow of music
in life is mainly in the cultivation of students’ ability, not just
letting it go, which is unqualified for teachers. Any kind of
skill or ability is acquired under the precipitation of time.

The cultivation of students’ musical quality also requires
time conversion. Constantly improving and optimizing can
only have a solid foundation, so that it will be easier to learn
profound knowledge in the follow-up. At the beginning, it is
necessary to sort out the structure of music knowledge. As
for letting students have a basic understanding of music,
only on the basis of understanding music knowledge can
they slowly develop their musical literacy and appreciation

ability. This is the focus of music education, the knowledge
of teacher education, and the knowledge learned in life,
and sorting is the student’s own ability and skills.

Modern music education has produced the problem of
de-intellectualization, and there are roughly two types. Some
teachers have made music class a more professional class,
and students do not understand it at all. Without a basic
knowledge of music, they are laymen. Another is that music
class teachers regard music class as a course for students’
daily leisure and relaxation, so that the reformers interpret
it as not teaching knowledge. The music class also needs
practice, and it is impossible to really understand it only at
the knowledge level. At the teaching level, it is actually best
to set up some music clubs and let students participate in
this kind of activities more, so that students can understand
and form their own understanding of music, which is also a
basic path for students to understand themselves and the
world. With the progress of the times, a lot of one-sided
knowledge will be improved, and it will also allow students
to develop more comprehensively. Music literacy is related
to personal literacy and knowledge. It needs to train inter-
ested students into professional music talents and teach stu-
dents in accordance with their aptitude. As for interested
students, they can be trained completely. If they are not
interested in music but are interested in other courses, then
they can develop other courses. It is unrealistic to train every
student in accordance with professional talents.

To cultivate students’ interest in music, first of all, stu-
dents need to be able to understand music. After a period
of training, if students find their interest, they will gradually
enter their favorite emotions and gradually become more
interested in music. The accumulation of knowledge forms
a special understanding of music and improves one’s own
music literacy and appreciation level.

4. Comparison of Psychological Influencing
Factors of Performers

Through the big data algorithm, the player’s psychology can
be obtained from an intuitive data, because the inner activity
is indescribable, and the improvement of the player’s psy-
chological quality is to convert the natural language into
machine learning and then read the obtained data. The word
vector is calculated by a recursive algorithm to obtain the
weight ratio data. In the comparison between the neural net-
work algorithm and the genetic algorithm in the analysis, the
prediction is the neural network algorithm, but the compar-
ison of the genetic algorithm has shortcomings, and it is not
easy to compare in terms of cognitive quality.

With the development of science and technology, the
psychological quality of piano players is gradually analyzed
using big data algorithms. The piano is a keyboard instru-
ment derived from ancient Western music. Among many
musical instruments, the piano also has its own unique char-
acteristics. After hundreds of years of circulation and intro-
duction to China, the sound and timbre of the music have
gradually formed a unique form, which is loved by the Chi-
nese people.
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This paper mainly compares the four aspects of the pia-
nist’s emotional quality, cognitive quality, performance per-
sonality, and role adaptability, because in the performance,
the emotional quality of the piano player is related to the
emotional expression of the performance and the emotional
expression of the audience. Through the comparison and
analysis of the experiment, the evaluation method under
the big data algorithm is compared with the artificial emo-
tional evaluation, as shown in Figure 7.

Through the comparison of the two sets of data, it can be
seen that the score of the emotional quality of the piano
players under the big data operation will be about 16%
higher than the conventional score. It also shows that under
the operation of big data, the emotional expression of the
piano player will be more familiar to the audience, and it is
easy to resonate with the emotion. The music brought to
the audience by the pianist under the operation of big data
will also become clearer, and the audience can also under-
stand the emotion that the pianist wants to express.

Contemporary music listeners also gradually gain self-
awareness, understanding of music, and self-feelings. The
listeners will have a self-perception based on the emotions
or moods conveyed by the performer and finally come to
their own inner feelings. Figure 8 is a comparison of the cog-
nitive qualities of piano players.

Through this set of data comparison charts, it is not dif-
ficult to see that in the case of big data operations, the cog-

nitive quality of piano players has improved by about 20%.
It also makes players more aware of their own performance.
And the concerts expressed in this way bring more intuitive
emotional enjoyment to the audience, which is also a big
improvement for the performers themselves, because self-
awareness is the beginning of progress. Cognitive quality is
also a challenge for performers.

Every famous pianist has experienced ups and downs.
There is a lot of on-the-spot experience, and on-the-spot
experience is indispensable for players. The lack of live expe-
rience may affect the performance and even lead to the loss
of reputation and no one cares. Experienced players will be
at ease. The following figure is a comparison of on-the-
spot experience under big data, as shown in Figure 9.

Through comparison, it is found that under the opera-
tion and analysis of big data, the experience improvement
of live experience to the performers in the same session is
not the same. In the case of using big data, the experience
improvement is about 10%. It also shows that under the
operation of big data, compared with traditional perfor-
mance, the player will improve faster, and it will be more
helpful to the player, which is conducive to adjusting their
mentality and overcoming their psychological state. In the
case of the state, it will also bring a musical feast.

Modern performances also have a unique performance
style and personality, which is also to make the performance
more full, and some even exaggerated performances to
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achieve the effect expected by the audience. In the case of big
data operations, the performers have also become richer in
their own unique personalities, as shown in Figure 10.

Through the comparison of the two sets of data, it can be
seen that on the basis of big data operations, the number of
people who play the piano with individuality has increased
by about 20%. Personalized performance also shows that
new styles of piano performance will gradually emerge. It
is not a single black silent style. More and more excellent
piano players express their true self in their personalized
performances, expressing different personalities and playing
emotions. The performance will be more distinct, with new
features and vitality.

5. Discussion

Although the spiritual enjoyment brought by the piano is
short-lived, in the long river of time, people will spread this
sound. It is sealed in the form of a network, so that it will
remain in our hearts forever, and we can play it if we want
to listen, pursue the best sound quality, and restore the
sound of live performances as much as possible. For music
lovers, it is food for the soul; but for those who do not love
piano, it means nothing; on the contrary, it may cause major
problems, especially for newbies, who are only interested.
Only then can they lead them to get started, and they must
not act arbitrarily. It is necessary to teach students according
to their aptitude and cultivate more musical talents. In the
future, it may come into contact with more people, and it
will gradually push the performance to a new height. This
is what piano performance enthusiasts are looking forward
to.

6. Conclusion

The full text mainly describes the analysis of the psycholog-
ical factors of piano players under the big data and analyzes
the influence of emotional quality, cognitive quality, perfor-
mance personality, and role adaptability on the players. It
uses methods such as big data calculation to explain in
essence and how to make players play more smoothly. It
supplements some skills that piano players need to use. It
is found that the piano players under the big data algorithm
are more energetic and vital than the original group of piano
players, and the performance will be smoother and more sta-
ble. Using algorithms in big data for analysis, it tells what
factors will be affected by players and how to adjust them,
as well as simple playing knowledge and some thoughts on
future musical instrument performance. It also shows that
piano players under the big data will have more advantages,
which will promote the subsequent development. Subse-
quent piano performances will also bring more excellent
and high-quality works to the audience.
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This article does not cover data research. No data were used
to support this study.
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The emergence of the online media environment has made the social environment faced by contemporary students more
complicated. How to adapt to the rapid development of the network media environment, correctly grasping yourself in the
complicated network world, not indulging in the network, is one of the focuses of many families and schools. As a media
environment, the network has the advantages of rapid dissemination, large amount of information, strong interactivity, and
rapid release. Especially through the integration with traditional media and new mobile media, it has become an important
source of people’s access to massive information. It has had a profound impact. For college sports health science, how to guide
students to use online sports health resources for independent learning is an important topic in the reform of college sports
health education in the new era. How the university sports health science under the Internet environment can help the
development goals of the healthy China in the new era becomes the theoretical problem of the in-depth study of sports health
care in colleges and universities in China. This paper studies the optimization and implementation of the teaching principles of
sports health in the Internet era. It integrates all the teaching principles of sports health since the reform and opening up and
then produces questionnaires. The professors of the teaching of health education are the subjects of the survey. They
conducted three rounds of questionnaire survey on the integrated teaching principles of 51 sports health education and
analyzed the statistics of each round by mathematical statistics and logic analysis. After the logic unit consumption
optimization, the microprocessor performance has been greatly improved and the critical path delay performance optimization
maximum value has been increased from 4.69 to 8.24.

1. Introduction

Sports health is a conscious, purposeful, and organized social
activity that uses physical activity as the most basic means to
follow the scientific methods and techniques to improve the
physical fitness and skill level of the practitioner. At the
same time, sports health as a cultural phenomenon needs
to be widely disseminated in order to be popularized and
improved [1–3]. This has created a close connection between
sports health and the media. With the advent of online
media, the advantages of large information content and fast
spread speed have broken the monopoly of traditional Inter-
net on the dissemination of information. The information
about sports health care spreads through the network and
makes the relationship between the Internet and sports
health science. Closerness also provides a broader platform

for the rapid development of sports health-related indus-
tries. At this stage, the number of professional sports health
education websites in China is increasing [4, 5], such as
Tigers Sports Health, Sina Sports Health, Live, Octopus
TV, 310 Live, 7M Live, A Live, Snow Mart, LeTV Sports
health care, wow sports health, 24 live broadcast, and daily
live broadcast. The content covers all aspects of sports
health. It enables people to watch sports health education
games anytime and anywhere through the mobile Internet
and can also learn more about domestic and international
sports health education information more quickly and
accurately. You can also use the online event playback fea-
ture to watch sports health games that you do not see when
people miss an exciting event. By browsing the Sports Health
Science website [6–9], you can quickly and easily get the
news information about sports health care. The rich sports
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health network information resources can provide users
with a variety of sports health science knowledge, sports
health care, sports health lectures, sports health education
reviews, sports health star introductions, and so on
[10–13]. Principles of physical education refer to the criteria
that physical education must follow, which reflects the
objective laws of physical education. The basic principles
are as follows: the principles of consciousness and enthusi-
asm, the principle of intuition, the principle of starting from
the actual departure, the principle of step-by-step progress,
the principle of comprehensive development of the body,
and the principle of rational use of exercise load, consolida-
tion, and improvement principles.

The processor under the single-core architecture exe-
cutes multiple instructions concurrently, not in parallel, so
only one process or thread runs at the same time, which can-
not fundamentally improve computer performance. One of
the most important advantages of multicore processors over
single-core processors is that they are easy to optimize and
expand. Embedded microprocessors have a wide range of
applications in industrial control, personal consumer elec-
tronics, communications, and military industries. Many
early computers adopted the von Neumann structure, which
is not commonly used now. Modern processors widely use
the Harvard structure to meet the increasing demand for
performance. Among them, the ARM series microprocessor
occupies the largest market share in the mobile market and
is in a leader position [14–16].

The Internet has entered the education industry. The
concept of “Internet +” has pointed out the direction for
the development of our traditional education industry. Yang
Zhiyong pointed out in his book that the Internet has pro-
vided new development opportunities for the development
of traditional education because of the traditional secondary
vocational position. The teaching method of sports health
education in schools has been unable to meet the personality
development of students, and students’ ability to learn
independently is also limited. We need to provide new
development channels for traditional education develop-
ment and indicate new directions for development. Simi-
larly, Li Yanqin also coincides with Yang Zhiyong’s views
in his work. He also supports the “big data era” opened up
by the Internet to bring new vitality to our traditional educa-
tion [17]. Therefore, digital education gradually changes
traditional education. At the same time, Sun Quan also
analyzed the various shortcomings of traditional secondary
vocational schools in his works and Zhu [18]. Their “experi-
ential” teaching methods can also improve classroom
efficiency and cultivate students’ individuality and self-
learning ability. The study found that the traditional
methods of education and teaching have limited students’
ability to learn independently. The overall teaching quality
of traditional teaching methods has retreated or stopped,
students’ ability to innovate has been limited, and students’
personality development has been restricted [19]. Li Yanqin,
Wang Yingna, Shen Chenglin, and other scholars in
response to these existing problems [20, 21], according to
the development and reform of traditional secondary
vocational schools in the context of “Internet +”, also

proposed “creation teaching method,” “reverse thinking
teaching method,” “situation Set teaching methods,”
“inspired teaching methods,” and other reform methods for
traditional secondary vocational schools [22–27]. The emer-
gence of the “Internet +” era has completely changed the tra-
ditional sports health education teaching model, making up
for the technical defects and deficiencies of the traditional
sports health education teaching, bringing more free sports
health education teaching space and more convenient sports
health learning methods. Make a technical change in the
original boring sports health education teaching. As an
important Internet and carrier for optimizing the teaching
of traditional sports health education [28–31], Internet tech-
nology not only improves the effectiveness of teachers’ sports
health education but also improves the efficiency of students’
sports health learning. More importantly, digital sports
health education breaks the shackles of traditional teaching
[32, 33], gets rid of time and space restrictions and regional
imprisonment, truly pays attention to students’ individual-
ized differences, cultivates students’ awareness of lifelong
sports health training, and stimulates students’ inner exis-
tence. The interests and appeals of sports health care meet
the diverse needs of students in sports health education and
improve the quality of sports health education. At the same
time, it also provides technical support for the reform and
innovation of sports health education in China and better
promotes the development of school education. With the
advancement of science and technology and the increasing
level of living standards, the per capita life expectancy has
become increasingly extended. Information and medical
technology are supported by computer technology, and the
family can enjoy the professional-level monitoring of the
hospital at home with the family as the core.

The lifestyle of students in the Internet age is itself a
special group lifestyle, which is different from the lifestyles
of other social groups in contemporary society and the
lifestyles of students in history. The widespread use of the
Internet has made the digital network culture a new cultural
trait in the Internet age. The Internet environment in the
Internet era has attracted students with diversity, com-
plexity, entertainment, interaction, and virtuality; quickly
became their main channel for understanding the outside
world; and profoundly affected their behavioral habits
[34, 35]. While the Internet brings convenience to students’
life and communication and the improvement of their
understanding, their negative influence cannot be ignored.
For example, the reality and virtual coexistence of the Inter-
net can easily lead to the imbalance of interpersonal relation-
ships and the alienation of network personality; indulging in
the network has a negative impact on the physical and mental
health of students; some violent, pornographic, and supersti-
tious information in the Internet causes information pollu-
tion to the campus environment [36–38]. These problems
affect the normal socialization process of students and need
to be highly valued by us. The general microprocessor con-
tains three main registers, one test control register (TCR) is
used to provide microprocessor instruction operating code
when test mode, a linear feedback shift register (LF-SR) and
a multilosing feedback feedback the displacement registers
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(MISR) are used to generate random data and compressed
test responses, respectively.

Enhance the storage protection ability of the embedded
microprocessor for important data through the expansion
design, and at the same time have the acceleration engine
function of the specific algorithm. Due to the influence of
everyone’s understanding and experience, the different per-
spectives lead to the existing teaching principles of sports
health education. However, there are fewer studies on the
teaching principles of sports health under the new curricu-
lum standards, and fewer papers. Individuals have personal
opinions, but they all have limitations. Which one we use
when choosing is more appropriate, which requires us to
explore, so it is very important to seek better teaching prin-
ciples of physical education to guide teaching practice. This
paper mainly integrates all the teaching principles of sports
health education from the reform and opening up to the
present through the literature and data method and then
produces a questionnaire. Through the expert survey
method, the professors in the field of sports health education
are studied in the university, and the integration of 51 teach-
ing principles of sports health education was conducted in 3
rounds of questionnaires, and the data obtained from each
round were analyzed and counted by mathematical statistics
and logic analysis, and expert opinions were collected.
Finally, 8 sports health education with the highest concen-
tration of expert opinions were obtained. The main research
content of the paper includes the following: the hardware
composition of the hardware constitutes the connection
method of the hardware of the development board to intro-
duce the connection methods of each functional module and
the microprocessor. The system software focuses on analyz-
ing the embedded system guidance program and was finally
tested on the hardware platform. Application software is
based on designing embedded medical care terminal appli-
cation software.

2. Proposed Method

2.1. “Internet Plus.” “Internet Plus” is a new form under the
development of the Internet driven by Innovation 2.0. It
combines the Internet with traditional economic industries,
makes full use of modern information technology and
Internet information platform, promotes a new model of
traditional industry economic development, and realizes
the tradition. Due to the special technical characteristics of
the Internet and the special business management mode of
Internet companies, Internet sports health learning has some
differences from traditional sports. The new wave of sports
led by the Internet New Wave has its new features [2].
“Internet +” is mainly user-oriented, combined with the
latest technology, not only forms an “iron triangle” with
sports, innovation, venture capital but also provides techni-
cal support and thinking innovation for traditional industry
updates. Sports has the characteristics of strong derivative
and has more extensive cooperation space with traditional
industries. For example, Vipshop, Taobao, Dangdang, Ali-
pay, and Applepay are traditional department store pur-
chases, traditional bank counters, traditional cash payment

methods, etc. Effective combination of the Internet “big data
platform” is a new model of sports innovation. This multi-
component combination of Internet sports and traditional
business not only shortens the distance between enterprises
and users but also accelerates the pace of innovation of
enterprises and makes sports people directly contact with
users to meet The various needs of users, the “extra func-
tion“ brought about by the “Internet” has greatly promoted
the cultivation of the innovative spirit of sportsmen and pro-
moted the development of China’s market economy. Thus,
simply speaking, “Internet +” refers to relying on Internet
information technology to promote the deep integration of
the Internet and traditional industries, give full play to the
advantages of Internet big data, achieve industrial product
structure upgrades, improve economic productivity, and
ultimately achieve an increase in social wealth.

2.2. “Four-Segment” Sports Health Education Teaching. The
traditional “four-stage” sports health education emphasizes
the key points of teaching in every aspect of the actual teach-
ing operation, including the work focus of the sports health
education teachers and the learning priorities that students
need to understand. At the beginning of the “four-segment,”
more emphasis is placed on the declaration of this course,
teaching the content and work of this sports health course.
Sports health teachers are often elaborated based on the
teaching content of the original prepared teaching plan. At
this stage, students have almost no interest in learning, and
they have not yet entered the state of learning because they
are already familiar with what their teachers will emphasize
in this class. In the actual motor skills transfer course, this
“beginning part” is more “notification content,” that is,
“reading” and “sending” the main possible content in this
sports health course, it has no real meaning. Guide students
and attract students to participate actively in the classroom.
Generally speaking, this part is very important, paying atten-
tion to the guidance of the course, and the correct way of
guiding, will definitely make the teaching work of sports
health-care workers very easy and achieve twice the result
with half the effort. In the “four-stage” preparation section,
more emphasis is placed on the preparations required for
this course in this sports health project. The PE teacher will
divide the lecture content of this sports health education
project into different class hours, and each class will be
taught step by step according to the teaching tasks planned
in the teaching plan. The narrow understanding is that in
the actual “preparation part,” the sports health education
teachers need to prepare the course for this sports health
education course at the beginning of each course: for exam-
ple, through language, or the introduction of the general
action, to introduce this course, let the students have a basic
understanding of the content of the course, and can intui-
tively understand the difficulty of the course. This part can
have two levels of meaning, on the one hand, the end of
the summary of the sports health project, and on the other
hand, the final exam and assessment of this sports health
project. The narrow sense is that in the actual traditional
sports health education teaching, the end of the course is
the end of this course. The sports health teachers make a
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brief summary of this course and point out the difficulty of
this sports health course. In order to test the student’s grasp
of the situation, the final test is conducted by arranging the
test. This traditional “four-stage” sports health teaching
method can also pass the teaching content to students. How-
ever, this “pre-emptive” and “passive cramming” learning
approach not only brings heavy and repetitive tasks to the
sports health teachers themselves but also hinders the indi-
vidualized and active thinking development of the students.
It has slowed down the reform of sports health education.

2.3. Digital Sports Health Education. The concept of digitiza-
tion is applied to the classroom of sports health care, mainly
through the teaching of sports health knowledge through
various information resources, which makes the whole
sports health education teaching process more intelligent
and standardized. Informatization resources include not
only various hardware information resources provided by
computers, mobile phones, projections, etc. but also various
software management resources such as various teaching
management software, course monitoring app, and multi-
media network materials. In the process of modern digital
sports health education, using the convenience of various
information resources, the boring, cumbersome, single, and
one-sided written physical education teaching content will
be displayed through animation, video, audio, and other
methods. It is the most popular and most effective teaching
method available today. In the process of digital sports
health education, we can make use of the convenience of
network resources to build a network digital management
platform, so that the sports health teachers can supervise
and manage the teaching courses and manage the students’
learning effects, so that students can independently carry
out sports health courses. Difficult learning allows sports
health teachers to improve management efficiency and
teaching efficiency. It also enables students to master the
key and difficult points in the sports health curriculum more
vividly and improve the learning efficiency.

The teaching of digital sports health education has grad-
ually surpassed the traditional sports health education teach-
ing mode in the era of “Internet +”. More and more colleges,
especially those with more time-honored secondary voca-
tional education, have begun to use the digital education
methods of the information age to conduct course teaching,
especially the sports health courses that focus on student
experience, interaction, and participation. Students not only
need to learn the basic knowledge of the course in the sports
health course but also many different courses in sports
health courses, such as the “three-step hurdles” of basketball
training courses and the “soccer positioning” of football
training courses. The training content requires a certain
amount of accumulated practice. Due to various factors such
as the time of the course, the course venue, and the weather
of the class, it is difficult for students to grasp the essentials
of the “three-step hurdle” in the true sense. It is difficult
for students to grasp whether their actions are standardized
or not. Therefore, through digital teaching methods, sports
health teachers can provide students with various related
videos, animations, etc. for multimedia indoor teaching.

They can also communicate online with students through
online management platforms to timely master students’
courses on sports health. The degree of mastery allows stu-
dents to study sports health courses in a variety of different
ways and in different ways participate in the study of sports
health courses. Users can send appointment requests to the
center website at any time to return the appointment for
consultation time according to the doctor’s time arrange-
ment. Of course, the user also has the permission to cancel
the appointment. If the appointment is successful, the
appointment time‚ users and the attending doctors can con-
duct remote video consultation.

2.4. Internet Sports Health Information. A considerable part
of the Internet information bears the role of the government.
Generally speaking, in the process of students’ socialization,
the role and value of guidance is unquestionable. Due to the
rich and varied social life, the personality differences of the
student groups are becoming more and more obvious, and
the effectiveness of Internet information in guiding students
is facing enormous challenges. Because of the economic
interests and the diversification of economic composition,
social organization, and lifestyle, students’ differences in
material life, spiritual life, working environment, and ideo-
logical realm are more and more obvious, and the influence
of one-way thinking guidance can be covered. Faces will
gradually shrink as the individual differences become more
apparent, and the effect will continue to decline. In this con-
text, the guiding function of Internet information can only
effectively play its role by continuously deepening the theme
and innovative forms. At the same time, communication is
the primary task of Internet information. Because students
are the key period for the formation of world outlook,
outlook on life and values, Internet information needs to
disseminate correct and comprehensive information to stu-
dents. In particular, it is necessary to deal with several rela-
tionships, that is, the media also needs to carry forward the
excellent traditional sports health culture when spreading
the modern sports health culture to students. In the content
of Internet information reporting, sports health education is
an important source of news and content of Internet

Table 1: Multiplier parameters.

Average value Variance

External arrival interval 23.094 0.217

Area 1 8.173 0.2668

Area 2 8.346 0.157

Area 3 11.357 0.289

Table 2: Calculation results.

Average throughput rate 0.0246

Average response time 26.3182

Calculated 121.2765

After imitating 109.3901

Error percentage 3.21%
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information. Because it will have a huge impact on people’s
sports health lifestyle and the development of sports health
science, Internet information is especially comprehensive.
Influential Internet information must be reported in the field
of sports health. However, the main role of determining the
specific mode of communication and reporting content is
the law of the operation of the news media itself. Indeed,
the lives of modern people are closely linked to Internet
information. In modern society, especially the popularity of
electronic Internet, it has brought a new cultural environ-
ment and a broader vision of the observing society. The
Internet gives people a world that cannot be described and
experienced by language alone, so that they can acquire edu-
cation, edification, cultural knowledge, morality, aesthetics,
behavioral norms, interpersonal relationships, etc., and
understand the society they are going to enter. Overview:
the Internet has become a teacher to guide students in social
learning. Students observe and imitate social behavior
through the Internet, which is a study that relies on indirect
experience. Many athletes on the Internet are heroes of stu-
dent worship, and it is easy to stimulate their imitation
behavior. In general, students first observe the behavior
and consequences of Internet characters, then imitate, and
observe the consequences of their imitating behavior. If it
can be accepted by society, this temporary imitation may
develop into its fixed behavior pattern. The influence of
Internet information on students’ interest in sports health
care and idol worship is far more than the interpersonal
influence of teachers, classmates, and parents. The introduc-
tion of various sports health education events and related
knowledge in the society reflected by the Internet has
inspired their new curiosity and is the basis for their own
hobbies.

2.5. Embedded Microprocessor. Since the beginning of the
century, the upgrading of digital integrated circuit products
has accelerated, especially in the field of consumer electron-
ics. China’s research on embedded microprocessors is
relatively backward, and there is still a big gap between
related third-party compilation and development tools,
manufacturing processes, and software support compared
with foreign countries. Embedded systems are widely used
in various fields today in the pursuit of portability, low
power consumption, and highly integrated digital circuits.
As the core of embedded systems, embedded processors
have also gained rapid development in both design methods
and manufacturing processes. Embedded microprocessors
have limited hardware resources, so a branch prediction that
not only has low hardware overhead but also has high
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Controller
Arithmetic

unit

Request
signal

Input
control Request signalOutput

control

Instruction
address

Instructions

Deposit
number
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Figure 1: Microprocessor structure.

Table 3: Access strategy test parameters.

From the core
Core 1 Core 2

Test data

20 times 45% 55%

50 times 68% 32%

100 times 92% 8%

Table 4: Performance test parameters.

Code
Shared variable access In total

Test data

1 1 200

2 20 200

3 100 200
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execution efficiency is needed to achieve a higher cost per-
formance. Combined with the current reality, the embedded
operating system is a multiuser, friendly interface; can per-
form multiple tasks at the same time; is a widely used, low-
cost system, especially with high reliability and development
efficiency; and can shorten the development cycle. Embed-
ded real-time operating system. As integrated circuits enter
the stage of deep submicron and nanolevel processes, the
power consumption of embedded microprocessors is
becoming more and more serious, and power consumption
has become one of the most important factors restricting
the development of a new generation of microprocessors.
Since the data transmission rate of the external bus is much
lower than the internal bus of the processor, the communi-
cation cost of data transmission will greatly reduce the
efficiency of cryptographic services. The bypass unit of the
processor is an important unit responsible for the correct
scheduling of data at all levels. The combination of the
central control module and the bus can perfectly manage
the entire microprocessor core. That is, the central control
module sends a signal to the bus, and the bus reads or writes
data from the corresponding component according to the
control command. Calculate the expansion function of the
embedded microprocessor, expressed as

S = −si ∗ 2i + 〠
i−1

i=1
si−1 ∗ 2i = 〠

I+1/2−1

i=0
22i −2s2i+1ð Þ� �

, ð1Þ

S ∗ R =〠
i=1

i − 1ð Þ/ 2 − Ið Þ th ⊗ R•22i
� �

, ð2Þ

where S and R are the complement numbers, Si is the binary
bit, and i is the bit width. Starting from the specific situation
of the hardware structure of the designed multicycle multi-
plier, considering the requirements of layout and speed,
structural optimization is required.

Ui+ = lim
r↔∞

1
r
+ 〠

r

i=1
∀i+, k, ð3Þ

v : 1↔ i+,v : 0↔ i−: ð4Þ
Due to the direct mapping method, the memory dedi-

cated to storing page address information and related con-
trol bits is tag memory Ui+. Page address information is
reflected in some high bits of the address bus for calculation,
there are

C = i1,⋯, inð Þ i1 ≥ 1, 〠
n

i=0
ri = h

�����
" #

, ð5Þ

Ck k = R +N½ �i2 + 1/ n − 1ð Þ: ð6Þ
In the process of synchronous integrated circuit design,

each design step h will analyze and optimize the circuit.
Utilize the structure kCk of multiple storage subarrays in
the current memory; that is,

α i1,⋯im−1ð Þ = 1
w

Yn−1
i=1

Si ri − 1ð Þ, ð7Þ

si in+1ð Þ = vrii /
Yri−1
a=1

χi a − 1ð Þ, ð8Þ

H = 〠
w∈R

Yn
i=0

Si ri + r ∗ i − 1ð Þð Þð Þ: ð9Þ

There are many kinds of embedded applications, ranging
from audio w, video codec v, image recognition to scientific
computing. Store multiple arrays without data relevance into
different subarrays, add auxiliary instructions, and use the
formula to express

vi = f a,b + 〠
n=0

i=1
va,r f a,b, i = 1,⋯,M, ð10Þ

f i+1a = f ba + f ba − hi−1
� �

•vi f i,1/vi 1 − f abð Þ, ð11Þ
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Figure 2: Results before and after critical path delay optimization.
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f ið Þ = −〠
si∈S

i Sið Þ ln
ffiffiffiffiffiffiffiffiffiffiffiffiffi
f si−1ð Þ

p
: ð12Þ

Since the data set size f a,b, code length, and time and
space locality of data and program f ðiÞ of various applica-
tions are very different, information entropy can be used to
describe the uncertainty of the system state.

Y
si

f l sð i − 1ð Þf sið Þ = f lf g, ð13Þ

f ai−1ð Þ = 1 − o
δ

exp −〠
n

o=1
δl f l sið Þ

( )
, ð14Þ

δ = exp χoð Þ = −〠
o−1

i=1
δl−1 f l si+1ð Þ

( )
: ð15Þ

It is very difficult to measure the arrival interval f l and
service time χo of the actual system. Only parameters such
as the average value and variance can be accurately mea-
sured. Use the multiplier parameters to calculate the data.

φ vi+1ð Þ = min
si−1∈δ

φvi+1 + f l + 1ð Þ, ð16Þ

�δ a, b, ið Þ = lim
i∉∞

1
o − 1〠

n−1

i=0
φsi−1 a, b, ið Þ: ð17Þ

The implementation of changes will lead to changes in
the distribution of marker φv in the network. Simplify the
system into a simpler system, while keeping the properties
of the system to be analyzed �δða, b, iÞ unchanged; then,

m−1
−∞

i − 1ð Þ ≥ S−1
� 	s−1

f lð Þ, ð18Þ

r ≥ bm−1
i S−1

� 	i−1
f lð Þ/an−1i no−1, ð19Þ

rmax ≥ bm−1
i S−1

� 	i−1
f lð Þ/an−1i no−1

n o
/min

r
: ð20Þ

The dynamic behavior of the model will be affected by
the time parameter, and the behavior of the concurrent
uncertain order m−1−∞ in the original system will have a
sequence due to the influence of the time parameter. The
experimental parameters and calculated results are shown
in Table 1 and Table 2.

3. Experiments

This paper selects 15 professors who study the teaching the-
ory of sports health in colleges and universities as the survey
object. Through the search engines such as databases, China
Knowledge Network, and libraries, we can research the
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information
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Figure 4: Embedded microprocessor used in health-care system.
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Figure 3: Logic unit consumption before and after optimization.
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research results of domestic and foreign students’ sports
health lifestyles, study excellent master’s and doctoral thesis
on sports health care lifestyles, and study on students’ sports
health lifestyles. The paper reviewed the related books on
sports health sociology, sports health psychology, sports
health lifestyle, and sports health education. In addition,
I borrowed books, statistical software books, and analytical
technical materials related to the sports health lifestyle
from the Library of the School of Sports and Health Sci-
ences. The collected data were statistically analyzed, orga-
nized, and tabulated using Excel and statistical software
and multivariate analysis of variance.

4. Discussion

4.1. Embedded Microprocessor-Related Data. Embedded
application development debugging environment is a kind
of remote cross-debugging software based on the debugging
support of embedded microprocessor. It is necessary for
embedded application development. Embedded micropro-
cessors are designed for the embedded application envi-
ronment, and the specific hardware platforms of the
applications can be described as vastly different. During
the development of specific applications of the chip, the
debugging and running of the application program has
therefore become very complicated. The embedded micro-
processor’s support for software debugging will directly
affect the application and promotion of the processor.
The performance improvement of general-purpose proces-
sors greatly enhances the functions of the software, pro-

viding strong support for ultralarge-scale chip testing.
The structure of the microprocessor constructed in this
experiment is shown in Figure 1.

Functional testing is measured by running results. The
design is generally performed during functional testing at
level or gate-level simulation. The access strategy testing
parameters of this experiment are shown in Table 3.

When developing such complex applications, debug-
ging methods are directly related to the efficiency and
progress of the development and determine the quality
of the application. Testing its performance, the data is
shown in Table 4.

A highly optimized, compact-embedded type is formed
after miniaturization. Although its size is small, most of
the advantages that are still retained are stable, excellent
transplantation, complete network functions, and rich sup-
port and standards for various file systems. The simulator
developed for the target computer can guarantee the basic
correctness of the software, that is to say, the software that
cannot run correctly on the simulator will definitely not
run correctly on the target computer. Through simulation
experiments, we recorded the data before and after the crit-
ical path delay optimization, as shown in Figure 2.

The data in the above figure shows that the maximum
value of critical path delay performance optimization has
increased from 4.69 to 8.24. Analyze the data before and
after the logic unit consumption optimization, as shown in
Figure 3.

The data in the figure shows that after the logic unit con-
sumption is optimized, the performance of the
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microprocessor has been greatly improved. The debugging
protocol is based on the characteristics of the on-chip hard-
ware debugging support logic and the characteristics of the
debugging interface, while the communication protocol can
be very flexible, and various communication interfaces can
be designed according to the needs to improve the speed
and efficiency of debugging.

4.2. Internet Application and Sports Health Attitude. With
the reform of the college enrollment system and the
advancement of quality education, a large number of disad-
vantaged students in sports have appeared in colleges and
universities across the country.

The teaching content and organization form adopt a
“one size fits all” method, which lacks pertinence and
practicability and fails to reflect the teaching principle of
“differentiated treatment and individual teaching.” The stu-
dent performance evaluation process is mostly result evalua-
tion, ignoring process evaluation. This has greatly affected
the enthusiasm of sports-disadvantaged students to partici-
pate in sports. The embedded microprocessor is applied to

the health-care class system, the structure diagram is shown
in Figure 4. The real-time operating system module can
ensure the real-time and reliability of the program’s execu-
tion, thereby reducing development time and ensuring soft-
ware quality. The embedded system is combined with the
specific application, and its upgrade and replacement are
also synchronized with specific applications. Therefore,
embedded system products have a long-life cycle. Software
of the embedded system is solidified in the storage chip or
single-chip microcomputer, not stored in the disk and other

Table 5: Questionnaire distribution.

Questionnaire type Leadership questionnaire Teacher questionnaire Teacher questionnaire

Number of issues 30 30 60

Number of collections 28 28 59

Effective number 28 28 59

Efficient 94% 94% 98%
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Figure 6: Students’ cognition.

Table 6: Teaching content of physical education and health care.

Teaching content Quantity The proportion

National traditional sports 17 99%

Sport dancing 5 22.3%

Ball games 7 31.2%

Sports fun games 3 17.4%

Theory lectures 3 17.4%
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carriers, so it can improve the execution speed and reliability
of the program.

At present, the physical health education of disadvan-
taged students in China lacks a universal teaching guideline,
and there is no clear guidance to the curriculum goals, curric-
ulum content, etc., which makes the curriculum design of
various colleges and universities more random. The theoret-
ical teaching content lacks pertinence and practicability and
cannot effectively teach the related theoretical knowledge of
sports health care, rehabilitation exercise prescription, and
rehabilitation evaluation. The questionnaire scoring data of
this experiment is shown in Figure 5. Disclaimer: the data
has no other interest relationship, which is obtained based
on the actual situation.

From the data in the above figure, we can see that the
reliability of the questionnaire in this experiment is very
good. The distribution of the questionnaire is shown in
Table 5.

The content of the questionnaire is mainly to investigate
students’ perceptions of their own physical health. The
results of the survey are shown in Figure 6.

Obviously, sports-disadvantaged students believe that a
good lifestyle is closely related to their own health and is
the most fundamental condition to ensure their health. So
we have carried out relevant data statistics for its teaching
content, as shown in Table 6.

Generally speaking, the school does not pay much atten-
tion to the teaching of physical education and health care.
Colleges and universities should expand the scope of practi-
cal teaching content, expand with the popular fitness content
in the society, and make an effective transition to social
sports. The students summarized the overall evaluation of
participating in the health-care class, as shown in Figure 7.

For the time being, most students are not very satisfied
with the health class. In order to improve the teaching satis-
faction of students, we design the tutorial goal of embedded
microprocessor application and teaching process and nor-
malize the health data related to the health-care class. As
far as the data is concerned, the comparison results of the
data integrity before and after are as follows, as shown in
Figure 8.

In the physical education work of sports-disadvantaged
students, more efforts should be made in the guidance of
mental health, and the physical and mental education of
health should be carried out. The attention of university
leaders is the basic prerequisite for the development of
school sports education for disadvantaged students in sports,
and it is also an important guarantee for accelerating the
construction of sports health-care courses. Emotion regula-
tion physical education teaching model has important prac-
tical significance to promote the overall development of
students’ quality. Inferiority complex, anxiety, fear, weari-
ness, and other negative emotions in health class students
affect their learning enthusiasm and then affect the forma-
tion and development of students’ healthy personality. The
data source of this phenomenon is shown in Figure 9.

Physical exercise not only improves people’s physical
health but also promotes mental health. The emotional reg-
ulation of physical exercise is a constructive behavior, which
is very popular among students of special groups. The rela-
tionship between emotion regulation mode and teaching
procedures and teaching strategies is shown in Figure 10.

The use of the Internet requires hardware and software,
hardware is the terminal, that is, student handheld devices,
such as mobile phones and computers. Data surveys can
reflect that 94% of students use smartphones, and 86%
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of students have computers, as shown in Figure 11. The
data shows that Internet terminals such as mobile phones
and computers are already very popular among student
groups.

Students’ attitudes towards sports health activities are
related to their enthusiasm for participating in sports health

activities. Attitude can show people’s evaluation and behav-
ioral tendencies toward something. Attitude does not have
genetic characteristics but an inherent psychological ten-
dency formed under the influence of social environment.
The attitude of sports health care is to make a psycholog-
ical tendency to participate in sports health activities
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through the value judgment of individuals under the influ-
ence of external conditions. The students’ participation in
the sports health education movement has great direction-
ality and motivation for their participation in the sports
health education movement. Students’ attitudes towards
the participation of sports health education can influence
their enthusiasm for sports health training. Figure 12
shows the attitude of students towards the participation
of sports health education.

Among them, 46.5% of the students have a favorite atti-
tude towards participating in sports health training; 19.6% of
students hold a preferred attitude; the average attitude is
16.3%; the less like and dislike, respectively, account for
12.5% and 5.1%. Overall, the ratio of likes and preferences
is 66.1%. It shows that most students’ attitude towards the
participation of sports health education is preferred.

B3 carries out the principles of collective education in
collective activities, B4 raises the principles of sports cogni-
tion and inheritance sports culture, and B7 lays down the
basic principles of lifelong sports. The concentration of
opinions is lower than 7.0, and the degree of coordination
of expert opinions is high, so it is directly deleted.

82% 84% 86% 88% 90% 92% 94% 96%

Smart mobile phone

Computer

Figure 11: Internet terminal equipment survey proportion
comparison.
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Figure 12: Students’ attitude towards participation in sports health
education.
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It can be seen from Table 7 and Table 8 that in this
round of questionnaires, the objective principle of C2 educa-
tion, the principle of reasonable physical activity of C4, and
the basic principle of C7 lifelong sports are less than 7.0, and
the degree of coordination of experts is relatively high. The
remaining four decibels are the following: C1. the overall
principle of teaching; C3. the principle of humanistic aes-
thetics; C5. the principle of promoting the continuous
improvement of motor skills; and C7. the principle of life-
long health. The purpose principle of C2 education is too
general and the scope is too large. It does not highlight the
key requirements of sports health education under the new
curriculum standard, so it is deleted.

The subjective interest principle refers to the fact that
students are the main body of physical education in the pro-
cess of physical education. Interest is an important driving
force of physical education. All activities of teachers should
be arranged around the students’ interests, needs, and phys-
ical and mental characteristics. The main interest of students
should be under the leadership of teachers, they actively par-
ticipate in the learning activities and then cultivate students’
fun and interest in sports to show students’ autonomy, ini-
tiative, and creativity.

5. Conclusions

People’s pursuit of improving the computing performance of
microprocessors is endless, especially with the further devel-
opment of multimedia, database, scientific computing, and
artificial intelligence applications, the requirements for the
computing performance of microprocessors are bound to
become higher and higher. In view of the current practice

of sports health education curriculum and teaching reform
in China, through the screening and analysis of the princi-
ples of physical education teaching principles, the current
Chinese sports health teaching principles system should
cover the following eight teaching principles, namely, the
principle of subjective interest, the principle of safety and
hygiene, the principles of humanistic aesthetics, the princi-
ple of promoting the improvement of motor skills, the prin-
ciple of health and lifelongness, the principle of gradual and
orderly progress, the principle of teaching students in accor-
dance with their aptitude, and the principle of holistic teach-
ing. The overall view of the sports health teaching process:
the vertical view of the sports health teaching process is
based on the semester plan, and the horizontal view of the
sports health teaching principle is composed of the teaching
process. Therefore, we should take a holistic view of sports
health education, starting from the overall situation, focus-
ing on the big aspect, to understand sports. Formulate
effective and practical teaching objectives, promote students’
all-round development, optimize teaching content, adapt to
student development, comply with the requirements of the
new curriculum standards, and choose effective teaching
methods to enable students to accept teaching knowledge
and skills. From the overall perspective, it is necessary to
look at sports health education in order to maximize the
benefits of teaching. Conduct physical education classes with
holistic thinking. Pay attention to the integrity of the teach-
ing materials, the development of sports health education
should focus on the teaching objectives and the difficulty
of teaching; pay attention to the integrity of the physical
education curriculum, design the overall teaching situation,
run through the physical education class, each part of the

Table 8: The second round of the optimization of sports health teaching principles.

Principles of physical education Opinion concentration Mj Standard deviation Sj
The holistic principle of C1 teaching 7.83 1.3371

C2: the purpose principle of physical education 3.00 0.0000

C3: humanistic aesthetic principle 8.00 1.3484

C4: principles of reasonable arrangement of physical activity 5.67 0.9847

C5: principles of promoting continuous improvement of motor skills 8.33 0.9847

C6: lays the foundation principles for lifelong sports 4.67 0.7785

C7: healthy lifelong principle 8.67 1.1547

Table 7: The first round of the optimization of sports health teaching principles.

Principles of physical education Opinion concentration Mj Standard deviation Sj
B1: the holistic principle of teaching 8.00 1.0445

B2: the principles of education, development and purpose of education in teaching 7.17 1.3371

B3: principles of collective education in collective activities 6.50 0.9045

B4: improve sports cognition and inherit the principles of sports culture 5.67 1.9695

B5: principles of reasonable arrangement of physical activity 8.00 1.5954

B6: the principle of promoting continuous improvement of sports skills 8.17 1.0299

B7: lays the foundation principles for lifelong sports 6.67 2.0597

B8: humanistic aesthetic principle 7.50 1.2432
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activities must be interlocked. The value of the equipment is
fully utilized. With the rapid development of science and
technology, the embedded microprocessor has become
increasingly becoming the focus topic of continuous atten-
tion in the field of computer application research, focusing
on the issue of inquiry. Based on this, this article focuses
on the teaching resources and design of embedded micro-
processor application technology project courses. I hope that
the analysis of this article can provide some reference for
practitioners.
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Based on the Internet of Things (IoT) technology and deep learning algorithm, a greenhouse intelligent agriculture management
system was established to analyse the application value of the intelligent agriculture remote monitoring management system in the
greenhouse planting industry. Based on the analysis of greenhouse planting demand and environmental factors, the intelligent
agriculture monitoring system is established based on the IoT, and the greenhouse system controller is designed based on the
adaptive proportion integration differentiation (PID) algorithm. The noise data removal method is established based on the
furthest priority strategy k-means (FPKM) algorithm, and the greenhouse data management system is established mainly by
the business platform and management platform. The data set of air temperature during the cultivation of Flammulina
velutifolia in a factory from October 2020 to January 2021 was selected as the research data to analyse the ability of the IoT-
based IARMM system to collect greenhouse temperature, carbon dioxide, and light data. In addition, the application of the
greenhouse data management system in greenhouse data monitoring and control is analysed. The processing capability of
agricultural environment monitoring data based on the FPKM algorithm is analysed. The results show that the intelligent
agriculture monitoring system based on IoT and machine learning can effectively monitor the data on greenhouse temperature,
carbon dioxide, light, and other environmental factors, and the greenhouse data management system can effectively ensure the
normal operation of equipment and data storage. After being processed by the FPKM algorithm, outliers are identified and
effectively removed. Under random seeds, the iteration times of the FPKM algorithm and the k-means algorithm are
significantly different. The iteration number of the FPKM algorithm is basically stable at approximately 2 times, while the
iteration number of the k-means algorithm obviously fluctuates. Based on the IoT and FPKM algorithm, the intelligent
agriculture monitoring system covering the user monitoring center, data center module, and mobile phone client module is
established. This work establishes a practical remote monitoring and management system for intelligent agriculture based on
the IoT and machine learning algorithm, which provides a new idea for intelligent agricultural management.

1. Introduction

Agriculture is the foundation of a country’s development,
especially for such a large population. Agriculture is the life-
blood of our survival and economic development. Since the
founding of new China, we have been looking for ways to
solve the problem of food and clothing [1]. In recent years,
with the growth of population and social development, the
scale of agricultural production has been continuously
improved. The traditional agricultural production mode

cannot meet people’s demand for crops in different seasons
and quality levels [2]. Besides, due to China’s vast territory
and complex conditions of climate and terrain, there are
many regional restrictions on the growth of crops, so the
quality and yield of crops cannot be guaranteed [3]. To solve
these effects on crops and ensure yield and quality, green-
houses are introduced into agricultural production so that
the yield and quality of crops are guaranteed. However, there
are still some problems, such as farmers’ difficulties in plant-
ing, poor control of temperature and water, and pollution
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caused by improper implants. Then, there are some poor
agricultural products, resulting in an obvious decrease in
sales [4, 5].

The Internet of Things (IoT) is a comprehensive adop-
tion of new information technology, including sensors, com-
munication, and automatic control. Currently, it is widely
used in agriculture, industry, transportation, and medical
treatment [6–8]. The combination of IoT technology and
modern agriculture has gradually brought smart agriculture
into people’s lives, thus improving crop yield and work effi-
ciency, saving resources, and ensuring the quality of crops
[9]. Intelligent agriculture systems based on IoT mainly
include agricultural production information collection, data
storage and management, information analysis, and corre-
sponding decision execution [10]. Intelligent agriculture
based on IoT combines advanced science and technology
with agricultural production, which can scientifically moni-
tor the growth of crops, changes in the soil and air environ-
ment, temperature, humidity, and the soil environment,
thereby improving the comprehensive benefits of agricul-
tural production [11]. Through the artificial construction
of crop growth environments and intelligent control to opti-
mize the living conditions of crops in greenhouses, green-
houses can make crops in different growth stages in the
best environmental conditions [12]. The combination of
greenhouses and IoT technology can achieve real-time mon-
itoring of crops, improve the management level of agricul-
tural production, and save labor resources and production
costs [13]. The research and application of smart agriculture
in planting mainly consists of real-time collection of envi-
ronmental elements of planting crops through an automated
network monitoring system and automatic opening or clos-
ing of designated equipment through system settings, which
is still in the initial stage [14]. Al-Qurabat et al. [15], based
on IoT technology, adopted compression and minimum
description length technology in data transmission received
by sensors to establish a remote monitoring system for smart
agriculture, and the results showed that this method can sig-
nificantly reduce the data transmission speed and provide a
better method for real-time monitoring. Intelligent agricul-
ture started late in China, and intelligent agriculture based
on IoT is still in the primary stage. Hence, there are few rel-
evant investigations, and all the requirements for the devel-
opment of intelligent agriculture cannot be satisfied. The
pervasiveness of agriculture towards intelligence and auto-
mation has been severely restricted. Besides, there is still a
certain gap between China and Western countries in terms
of levels of technology and intelligence [16], which needs
to be further optimized. On the other hand, the current
intelligent agriculture system has collected a large amount
of data, which seems to be chaotic but contains great value.
If data analysis is conducted without necessary preprocess-
ing, the probability of failure will greatly increase [17]. To
ensure accurate and effective information and improve the
efficiency of data analysis, it is necessary to add a data
preprocessing module before data analysis. The effective
processing of these data can provide a scientific basis for
the automatic control and intelligent management of the
environment.

In summary, there are still some shortcomings in the
research of intelligent agriculture systems, and a large num-
ber of studies are still needed based on the characteristics of
crops and geographical conditions. First, the greenhouse
planting requirements and environmental control factors
are analysed in this work. Then, a modular greenhouse
controller is designed based on the adaptive proportion inte-
gration differentiation (PID) algorithm, and the data noise
is removed by using the furthest priority strategy for the
k-means (FPKM) algorithm. Finally, the intelligent agricul-
ture system and data management system are established
based on IoT and are analysed using the test set data. In addi-
tion, the intelligent agriculture system is established based on
machine learning and IoT. The alarm system and remote
control system are added to the data management system
and applied to the monitoring of greenhouse crops. The
value of intelligent agriculture systems in the greenhouse
planting industry under the background of the IoT is dis-
cussed to provide a guiding ideology and an experimental
basis for the development of intelligent agriculture in the
future.

2. Methodology

2.1. Analysis of Greenhouse Planting Requirements. Before
establishing the IoT greenhouse system, the detection and
related platforms for greenhouse planting need to be
analysed. Based on the research results of Al-Qurabat and
Kadhum [18], this work further analyses the greenhouse
planting demand. First, the data that the greenhouse needs
to detect, including temperature, humidity, light, carbon
dioxide, and other external environments, need to be deter-
mined, and real-time monitoring of the external environ-
ment of crop growth needs to be conducted. Then, the
obtained information is stored and transmitted so that the
obtained data can be shared in a timely manner and sent
to farmers in a timely manner so that the internal situation
of the greenhouse at all times is understood, and corre-
sponding countermeasures are made according to the situa-
tion. After that, the display screen should be installed in the
greenhouse to obtain a comprehensive understanding of the
greenhouse situation. The most important thing in a
greenhouse is the regulation of temperature, which is an
important factor for the growth of crops. A temperature
evaluation system should be established to monitor whether
the current temperature is suitable for the growth of crops to
automatically adjust the temperature or manually control
the temperature in the later period to ensure the optimal
temperature of crops. The remote control system is estab-
lished to enable farmers to understand the environment in
the greenhouse even in the field and make corresponding
adjustments to the greenhouse environment to meet the
growth of crops. Finally, an early warning and energy-
saving device can be set up to issue a remote early warning
when abnormalities occur in the greenhouse. At the same
time, the installation of farmers can remotely control the rel-
evant equipment in the greenhouse so that it can be shut
down in time when it is not needed. The specific greenhouse
planting requirements are shown in Figure 1.
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2.2. Factor Control of the Greenhouse Environment. The
greenhouse environment problem is the root of planting,
and too high or too low of a temperature and humidity
can stunt crops. Serious conditions may lead to the death
of crops. However, the traditional method of carbon dioxide
delivery is not only inconvenient but also harmful to the
human body [19]. Using the IoT system to control greenhouse
factors is now necessary to cultivate better products and
reduce the burden on farmers. The greenhouse environmental
factor control device is constructed according to the obtained
greenhouse information to make the relevant flowchart to
design the steps and design a scheme needed for greenhouse
environmental factor control. Hot water pipes, hot air heating,
and heaters are generally adopted for greenhouse temperature
control, while ventilation is generally adopted for cooling. If
natural ventilation is not ideal, relevant equipment should be
introduced for ventilation and cooling treatment. Humidity
is generally divided into dehumidification and humidification.
Natural ventilation is used for dehumidification. The wet cur-
tain or spray needs to be introduced for humidification. For
light, internal and external sunshade nets can be used. For
greenhouse carbon dioxide concentrations, chemical methods
can be applied, such as burning coal, drying ice, and biogas fer-
tilizer. The above devices are combined with the IoT system to
make an automatic mode.

The greenhouse is a semiclosed system that constantly
exchanges energy and matter with the outside world. The
heat obtained from the outside of the greenhouse is in a state
of thermal balance with that emitted to the outside [20]. In
the actual energy calculation of the greenhouse, photosyn-
thesis and respiration can be ignored because the energy
costs between them are minimal compared with the others.
Then, Equation (1) expresses the environmental heat bal-
ance model of the greenhouse:

Qh =Qs +Qr −Ql −Qc −Qt −Qw −Qe: ð1Þ

In Equation (1), Qs represents the energy obtained from
solar radiation in the greenhouse, Qr represents the heat
generated by a heating device in the greenhouse, Ql repre-
sents the heat loss from ventilation inside and outside the
greenhouse, Qc represents the heat loss from the greenhouse
covering and the external exchange, Qt represents the heat
absorbed by transpiration, Qw represents the heat exchanged
between surface water vapor and indoor air, and Qe repre-
sents the heat exchanged between crops and indoor air.

According to the change in atmospheric pressure and
density in the greenhouse, Qh can be expressed:

Qh = ρCH
dTi

dt
: ð2Þ

In Equation (2), ρ expresses the density of air at standard
atmospheric pressure, C expresses the air specific heat
capacity at standard atmospheric pressure, H expresses the
height of the greenhouse, t expresses the time, and Ti
expresses the air temperature in the greenhouse.

Equation (3) shows the heat produced by solar radiation
in a greenhouse:

Qs = ϑR0: ð3Þ

In Equation (3), ϑ represents the average light transmit-
tance of greenhouse mulch and R0 represents the external
solar radiation intensity.

Data monitoring
platform

Temperature

Carbon dioxide

Carbon dioxide

Humidity

Humidity

Light

Light

Real-time data sharing

Temperature
Monitoring center

Remote control
system

Greenhouse
environment display

Environmental
adjustment

Warninig and energy
saving

Abnormal
warning Remote close

Figure 1: Frame diagram of greenhouse planting demand.
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Equation (4) shows the calculation of the heat generated
by the heating device in the greenhouse:

Qr =
αW
Es

: ð4Þ

In Equation (4), α expresses the heat utilization rate of
the greenhouse heating device, W expresses the heat power
supplied by the greenhouse heating device, and Es expresses
the floor area of the greenhouse.

The rate of exchange between the air inside and outside
the greenhouse affects the amount of heat consumed during
ventilation. Equation (5) shows the calculation method for
the heat loss of ventilation inside and outside the green-
house:

Ql = ρCB
1
Es

Ti − T0ð Þ: ð5Þ

In Equation (5), B represents the ventilation rate of the
greenhouse ventilation device and T0 represents the air tem-
perature outside the greenhouse.

Equation (6) shows the calculation of heat exchange
between greenhouse cover and the outside world:

Qc = g Ti − T0ð ÞEs1
Es

: ð6Þ

In Equation (6), g expresses the heat exchange coeffi-
cient of the energy exchange of the covering layer and Es1
expresses the area of the greenhouse covering layer.

Equation (7) is the calculation of Qt :

Qt = FGx +
εβTi

η
−
htPβi

8:03η : ð7Þ

In Equation (7), F represents the heat coefficient of the
heat exchange loss between the greenhouse and its covering
layer, Gx represents the solar radiation absorbed by crops, ε
represents the pressure of saturated water vapor in the
greenhouse air when the air temperature is 20°C, β repre-
sents the effect coefficient of temperature on saturated water
vapor in the greenhouse, η represents the coefficient con-
stant of the hygrometer, ht represents the coefficient of the
heat transfer between the air in the greenhouse and the
crops, P represents the standard atmospheric pressure, and
βi represents the absolute indoor humidity.

Equation (8) shows the calculation of Qw:

Qw = Ti − Tlð Þ
R

ρC: ð8Þ

In Equation (8), R denotes the dynamic impedance of air
around crops and Tl denotes the temperature of the plant’s
own leaves.

The transpiration of crops in the greenhouse, the evapo-
ration of surface water vapor, and the variation in air water
vapor caused by the humidifier in the greenhouse can all

cause changes in the overall air humidity in the greenhouse
[21]. If the distribution of water evaporation in the green-
house is uniform, the greenhouse air humidity can be
expressed as shown in

H = J + JT −Gs + Rl: ð9Þ

In Equation (9), J denotes the transpiration rate of crops
in a greenhouse, JT denotes the transpiration rate of surface
water vapor in a greenhouse, Gs denotes the variation quan-
tity of water vapor caused by ventilation exchange in a
greenhouse, and Rl denotes the variable quantity of water
vapor caused by the greenhouse humidifier.

2.3. The Design of an Intelligent Agriculture System Based on
IoT. The IoT mainly includes the perception layer, network
layer, and application layer [22]. Consequently, the intelli-
gent agriculture system based on IoT mainly includes these
three layers. The perception layer mainly consists of data
acquisition control and a real-time video signal monitoring
module composed of multisensors, cameras, and controllers
deployed in the greenhouse. The involved sensors mainly
include a temperature sensor, humidity sensor, light sensor,
carbon dioxide sensor, soil temperature and humidity sen-
sor, and soil pH sensor. The sensor collects data through
the network layer to the cloud server. The controller relay
mainly refers to the control of the greenhouse’s environmen-
tal regulation electrical equipment. As the middle layer of
the intelligent agricultural greenhouse monitoring system,
the network layer mainly transmits the environmental data
collected from the perception layer to the application layer.
Simultaneously, the general command of the application
layer is delivered to the controller in the awareness layer.
The application layer is the highest layer of the system,
and it is a cloud platform service system to realize applica-
tion functions and data visualization, which is mainly com-
posed of a web server, database, and third-party access
cloud platform. Figure 2 shows the overall framework of
the IoT-based intelligent agriculture system.

Web server DatabaseCloud platform

Communications network

Camera Sensor Controller

Perceived
layer

Network
layer

Application
layer

Figure 2: The overall framework of the IoT-based intelligent
agriculture system.
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2.4. Design of a Greenhouse System Controller Based on the
Fuzzy Adaptive PID Algorithm. In practical engineering
adoptions, the most commonly used controller design is
the PID controller [23]. The PID controller generally takes
the difference (deviation) between the system set value and
the measured value as the input value of the system.
Equation (10) shows the calculation of the deviation:

ε tð Þ = p tð Þ − q tð Þ: ð10Þ

Equation (11) shows the output expression of the
PID controller:

μ tð Þ = Cpε tð Þ + Cl

ð1
0
ε tð Þdx + Cd

dε tð Þ
dt

: ð11Þ

In Equations (10) and (11), Cp represents the proportional
gain, Cl represents the integral gain, Cd represents the differ-
ential gain, pðtÞ represents the setting value of the system,
and qðtÞ represents the actual value measured by the system.

A fuzzy controller generally consists of two input vari-
ables and three output variables [24]. When the temperature
factor of the greenhouse is controlled, it is necessary to
adjust the parameters of the fuzzy adaptive PID controller
online to ensure that the parameter values meet the require-
ments of temperature control.

Equations (12)–(14) represent the parameter setting
calculation method of the fuzzy adaptive PID controller:

Cp = C∗
p + ΔCp, ð12Þ

Cl = C∗
l + ΔCl, ð13Þ

Cd = C∗
d + ΔCd: ð14Þ

In Equations (12)–(14), C∗
p , C∗

l , and Cd express the
initial value of the PID controller parameters. ΔCp, ΔCl,
and ΔCd express the variable quantity of PID controller
parameters.

2.5. Noise Data Removal Based on the Furthest Priority
Strategy for the k-Means (FPKM) Algorithm. The original
data often have problems such as data inconsistency, dupli-
cation, and missing, abnormal, and redundant information
[25]. If data mining is performed directly without processing
the data, the probability of mining task failure increases sig-
nificantly [26]. Hence, to ensure the accuracy of mining data
and improve mining efficiency, data preprocessing is neces-
sary before data mining. Presently, data preprocessing
mainly includes data cleaning, data integration, data trans-
formation, and data specification [27]. The data detected
by intelligent agriculture systems need to be removed and
processed. The clustering method can not only group the
data with large similarity into the same cluster but also iso-
late outliers in the data and delete them [28]. The k-means
algorithm is a classical clustering algorithm based on
distance [29]. For the input parameters, m objects can be
randomly classified into k clusters. If a cluster is a set of sij,

the mean value of a cluster can be expressed as shown in

σ = 1
m
〠
m

j=1
sij: ð15Þ

Equation (16) shows the criterion function of the k
-means algorithm:

A = 〠
k

i=1
〠
x∈Ci

x − σ
~���
���2: ð16Þ

In Equation (16), A denotes the sum of squares of the
distances among all the objects in a data set and the mean
center of the cluster to which they belong, and x denotes
the given data object. σ~ is the mean value center of cluster
Ci.

The k-means algorithm is simple and can effectively
preprocess data. Nonetheless, the algorithm is easily affected
by the initial cluster center and is sensitive to “noise” and
outlier data while searching for nonconvex clusters [30].
As a result, the adoption scope of the k-means algorithm is
limited. The farthest priority strategy k-means (FPKM) algo-
rithm uses the farthest priority strategy to select the center of
the cluster, and it introduces the farthest priority strategy
and threshold value to judge whether the data contain noise,
which can effectively avoid the shortcomings of the k-means
algorithm [31].

2.6. Establishment of the Data Management System. The key
to crop planting still depends on artificial regulation. If the
information is collected in the greenhouse, the correspond-
ing background management system must be set up to
observe the data and make corresponding adjustments.
The application of the IoT is to facilitate people in managing
the production of crops more conveniently and accurately.
An artificial intelligence service system is added to the back-
ground. Two platforms are mainly designed: business plat-
form and management platform. The overall diagram of
the data management system is shown in Figure 3. The busi-
ness platform mainly includes the timely release of informa-
tion, remote control of the greenhouse by farmers, timely
viewing of the greenhouse and understanding of the internal
conditions, disposal of the alarm system by farmers, and set-
ting of all condition thresholds. The management platform
is mainly for the management of users and data, timely view-
ing and management of equipment, and information sharing
and release. At the same time, a mobile phone client is set up
so that farmers can timely query the situation in the green-
house from the mobile phone and can conduct remote
control.

2.7. The Data Set of the Test. The data set of air temperature
during the cultivation process of Flammulina velutipes in a
factory from October 2020 to January 2021 is used as the
research data. The data set includes air temperature data,
air humidity data, soil temperature data, and soil humidity
data. All four kinds of data are collected every minute. A
total of 1,200 groups of complete cycle data are collected,
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1,000 of which are used as the training samples and 200 as
the test samples.

3. Results and Discussion

3.1. Analysis of the Results of Noise Data Removal Based on
the FPKM Algorithm. The FPKM algorithm is used to
denoise the data in the data set (Figure 4). Before the denois-
ing processing of the FPKM algorithm, there are 7 abnormal
values in the data. The abnormal values are identified and
effectively removed after the processing of the FPKM
algorithm.

The denoising efficiency of the algorithm can be repre-
sented by the number of iterations. The lower the number
of iterations is, the higher the efficiency of the algorithm is
[32]. Under the effect of different and random seeds, the
iteration times of the FPKM algorithm and the k-means
are compared (Figure 5). Under the random seed, the itera-
tion times of the FPKM algorithm and the k-means algo-
rithm are obviously different, and the iteration times of the
FPKM algorithm are stable, basically at approximately 2
times. The number of iterations of the k-means algorithm
fluctuates obviously. The number of iterations of the k
-means algorithm is more than that of the FPKM algorithm
under partial random seeds. Hence, the number of iterations
of the k-means algorithm is greatly affected by the initial
clustering center. The efficiency of the FPKM algorithm is
obviously improved.

3.2. Greenhouse Planting Demand Analysis. The greenhouse
planting demand is divided into two parts. The first part is
the demand for crops in the greenhouse, and the second part

is the backstage management operation of farmers, which is
used to comprehensively manage the growth of crops in the
greenhouse. We visited and investigated the conditions
required in the greenhouse to provide the corresponding
data support for the subsequent model establishment and
application. Table 1 shows the temperature requirements
of various vegetables. According to the figure, the most suit-
able temperature for different vegetables is shown. There-
fore, the temperature is adjusted in the greenhouse by
combining the temperature demand of different vegetables
with the external environmental temperature. According
to the different temperatures that vegetables can tolerate,
vegetables can be classified into cold-resistant vegetables,
semi-cold-resistant vegetables, warm vegetables, and heat-
resistant vegetables. Among them, cold-resistant vegetables
are very strong in frost resistance. Some vegetables can
survive even at only 10°C. The universal cold-resistant
vegetables are leek, spinach, radish, onion, and garlic.
Semi-cold-resistant vegetables grow best at 17-20°C, which
can withstand the short-term low temperature of -1~-3°C.
Common semi-cold-resistant vegetables include Chinese
cabbage, radish, carrot, cabbage, pea, and broad bean. Warm
vegetables grow at temperatures of 20-30°C and are not resis-
tant to frost. It is easy to cause falling flowers below 15°C.
Above 35°C, there will be poor growth and fruit. Warm veg-
etables mainly include cucumber, tomato, pepper, bean, and
eggplant. Heat-resistant vegetables grow better at approxi-
mately 30°C, which can still grow normally and bear fruit at
35-40°C, including winter melon, pumpkin, watermelon,
cowpea, bean, amaranth, and water spinach.

Figure 6 shows the amount of water required by farmers
for growing vegetables, and Figure 7 shows the water use
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Figure 3: The overall frame diagram of the data management system.
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efficiency of different vegetables. As seen from the figure, the
water consumption and transpiration efficiency of different
kinds of vegetables vary greatly. The traditional planting
mode cannot control the amount of water needed for
vegetables, and the transpiration rate cannot be accurately

measured and regulated. Therefore, it is necessary to make
use of IoT technology for detection and regulation. In the
second part, the background management of farmers is
analysed. Farmers need to conduct real-time supervision of
the temperature, humidity, carbon dioxide, and other factors
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Figure 5: Comparison of the iteration times of the different algorithms under random seeds.

Table 1: Temperature requirements of different vegetables.

Growth temperature (°C) Average monthly temperature during cultivation (°C)
Lowest

temperature
Most comfortable

temperature
Highest

temperature
Lowest

temperature
Most comfortable

temperature
Highest

temperature

Hardy vegetables 6-8 16-21 21-27 6 11-19 25

Semihardy
vegetable

6-11 16-21 21-27 8 16-21 27

Thermophilic
vegetables

11 22-31 32-36 16 18-25 31

Heat-resistant
vegetables

11-16 26-31 35-42 17 21-32 34
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in the greenhouse and adjust the environment in the green-
house in a timely manner.

Figure 8 is the frame of the greenhouse system. As seen
from the figure, an overall plan is made for the demand of
the greenhouse. The temperature and humidity sensors in
the greenhouse can evaluate and adjust the environment in
a timely manner. Meanwhile, all the obtained video, weather,
and other conditions can be recorded and fed back to the
terminal, which can also adjust and monitor the data. This
system enables farmers to know all aspects of the greenhouse
and automatic irrigation and lighting system, which can be
monitored and adjusted by farmers at any time.

3.3. Greenhouse Environmental Factor Control Device. There
are many kinds of agricultural products in China. The differ-
ence in temperature between the north and south is large, so
it is impossible to give a unified agricultural operation mode
and path selection [33]. Hot water pipes, hot air, heaters, and
other devices are used to increase the greenhouse tempera-
ture. An outer sunshade or spray is used to lower the tem-
perature inside the greenhouse. The results showed that
the spray was much more effective in lowering the green-
house temperature. Skylights for the greenhouse are
designed to achieve the effect of dehumidification; natural

ventilation is used to achieve the purpose of dehumidifica-
tion, and a wet curtain and spray are used to achieve the
effect of increasing humidity. The results show that both of
these methods can effectively increase the moisture in the
greenhouse. In the greenhouse, an internal and external sun-
shade net is used to promote the growth of crops by increas-
ing the ambient light intensity in the farmers’ opinion. The
result shows that this device can effectively increase the light
intensity so that the crops can obtain sufficient light even in
rainy weather and avoid direct sunlight at the same time. A
carbon dioxide gas production device is used to control the
concentration of CO2 in the greenhouse. Ammonium bicar-
bonate is placed under the device, sulfuric acid is dripped
into the linkage device, and the valve containing the liquid
is controlled with the automatic control system to produce
carbon dioxide. This method can effectively produce carbon
dioxide to meet the needs of crop production. Figure 9 is a
flowchart of a greenhouse control system. As seen from the
figure, the combination of relevant material devices and
the IoT are used to control greenhouse conditions. The
design of the background operation management and data
control center meets the farmers’ overall management of
the greenhouse and achieves the functions of mobile phones
and PC. Combined with the existing network technology
and data technology, the control of greenhouse temperature,
humidity, and carbon dioxide is achieved. Then, wireless
sensor technology and a monitoring network are adopted
to collect environmental and meteorological data back to
the data center. Finally, it is presented to farmers in the form
of charts.

3.4. Background Design and Database Analysis. A back-
ground management system is set up for farmers so that
farmers can use mobile phones and other terminals to grasp
the situation in the greenhouse in a timely manner. User
permission management, database operation, and user man-
agement are set to protect the management privacy of
farmers. At the same time, the establishment of the data
module gives farmers a timely understanding of the relevant
data. Figure 10 shows a sample diagram of the user monitor-
ing center and data center module. The information moni-
tored by users including the information of each area in
the greenhouse, the early warning information of the specific
situation of the greenhouse, the monitoring and viewing of
the equipment at any time, and the relevant videos in the
greenhouse over time are shown in the figure. Meanwhile,
a system supervisor is set up to collect and analyse the data
of the data center to comprehensively master the data
information in the production of farmers. The mobile
phone client model is established. Figure 11 is the green-
house mobile phone login operation flowchart. It shows
the control of the greenhouse system by the mobile phone
client. Farmers can use the phone to check the history data
and manually control the greenhouse environment at the
same time. Through this convenient method, the man-
power material resources in agricultural production are
greatly reduced, and a precise control system can increase
crop production, which provides a design plan used in
other crop production for the IoT.
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3.5. Performance Analysis of the Greenhouse System
Controller. The performance of the greenhouse system con-
troller based on the fuzzy adaptive PID algorithm is analysed
(Figure 12). Within 2 hours of monitoring, the temperature
outside the greenhouse gradually increases, the temperature
value in the greenhouse has always remained in the range of

18.0°C~21.0°C, and the error range between the change
trend of indoor temperature and the set value is maintained
within 3°C. The results show that the greenhouse system
controller based on the fuzzy adaptive PID algorithm can
effectively maintain the stable state of the temperature in
the greenhouse.
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3.6. The Data Display and Remote Control Interface of the
Intelligent Agriculture System. The data monitoring part of
the intelligent agriculture system can display the specific
values of temperature, humidity, carbon dioxide concentra-
tion, and light in the greenhouse in real time, which is a real
and comprehensive record of the plant growth environment
in the greenhouse. At the same time, the situation inside the

greenhouse can be recorded in real time through video mon-
itoring images. The data display page of the intelligent agri-
culture system is shown in Figure 13.

The remote equipment operation module of the intelli-
gent agricultural system can display the real-time operation
and configuration of the equipment and remotely control
the greenhouse environmental parameters through real-
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time data changes. The display page for remote equipment
operation of the intelligent agricultural system is shown in
Figure 14.

4. Conclusion

In this work, an effective remote monitoring and manage-
ment system for intelligent agriculture is established based
on the IoT and machine learning algorithm. However, there
are still some shortcomings. Only the temperature monitor-
ing in the system is optimized, while the humidity and other
environmental factors are not optimized and analysed. In
future work, the system will be further improved to increase
its application range. In conclusion, it establishes an intelli-
gent agriculture system based on the IoT and machine learn-
ing algorithm, which provides guidance and an experimental
basis for the development of intelligent agriculture.
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Internet financial (IF) is an exchanged of goods and pays money over the Internet. The IF plays a critical role in financial fields.
The IF is an innovation in the market and financial. The IF is better than the traditional financial. The IF has many criteria and
subcriteria. Because there are so many different types of Internet-related financial risks, it is important for the institutions that deal
with them to have effective risk prevention, control, monitoring, and management systems in place and to alert the public to any
new threats. The goal of this paper is to determine the impacts of IF and big data risk control monitoring. The concept of
multicriteria decision-making proposed in this paper deals with four main criteria and seventeen subcriteria. This paper
proposed a Decision-Making Trial and Evaluation Laboratory (DEMATEL) method for computing the influence of the IF. The
DEMATAL method is integrated with neutrosophic sets for overcoming incomplete and vague information. The applications
are proposed to show the outcomes of the proposed methodology.

1. Introduction

Internet financial plays an essential role in the market and
growth of countries. The IF presents a significant role in
the development of countries. The IF hybrid has many tech-
nologies like big data, information technology (IT), and
cloud computing. The IF includes many functions and
transactions over the Internet, like paying and buying goods
online. The IF can reduce financial risks by integrating with
many technologies such as IT. The IF can improve the effi-
ciency of resources. The IF can be built in the market-
based system using credits. The IF is better than traditional
financial. There are many papers in this field [1–9].

Since natural resources are depleting at an alarming rate,
the need for energy efficiency in this period has never been
greater. A variety of economic factors are significantly influ-
enced by increased energy efficiency as well. Operations
research has a subfield known as multicriteria decision-
making (MCDM) (OR). Although MCDM could improve

engineering decision-making throughout the entire process
of design and manufacture, it is particularly beneficial in
high Internet financials where product differentiation and
competitive advantage are often achieved by just a few mil-
limeters of improvement in the performance of a given
material. When it comes to solving complicated material
selection challenges, MCDM approaches have the capacity
to examine material, process, and form simultaneously.
MCDM approaches must thus be used for a wide range of
engineering applications, and the expertise gained should
be used to enhance the selection of materials. When select-
ing and designing materials, it is important to be able to
manipulate data ranges effectively in order to make better
use of MCDM. If there is ambiguity or compromise, this
must be done.

There are two ways to categorize MCDM, based on the
weighting mechanism used for each choice. Firstly, a com-
pensatory choice is a judgement that takes into account all
of the criteria, including the criteria’s strengths as well as
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their weaknesses, so that the strong aspects of each criteria
may compensate for the weak parts. If you are looking for
an example of a compensating decision-making tool, look
no further than the analytical hierarchy process (AHP). It
is used to compare difficult-to-quantify factors. Secondly,
an outranking decision-making strategy analyses criteria in
couples to decide, based on the comparisons, which criterion
ranks higher than the other criteria. Elimination and choice
expressing reality (ELECTRE) is an example of an outrank-
ing decision-making approach, which is used to choose,
rank, and sort options to solve a problem.

The IF can contain many criteria and subcriteria. So, the
MCDM methods are proposed to deal with various and con-
flict criteria. The MCDM is used in problems of decision-
making. This paper introduces the DEMATEL method to
present the effects of IF in many criteria. The DEMATEL
method is an MCDM method. The DEMATEL was used
to present the importance of main and subcriteria [10–16].

This paper proposes the DEMATEL method with the
neutrosophic sets to overcome incomplete information and
uncertainty. The neutrosophic set is a better tool to deal with
uncertainty. Neutrosophic sets are better than the fuzzy
system. Because the fuzzy system cannot consider the

indeterminacy value in its calculations, neutrosophic sets
do it. This paper used the single-valued neutrosophic sets
(SVNSs), which contain three values: truth, indeterminacy,
and falsity values [17–20].

The main contribution in this paper is the first time we
introduce the DEMATEL method to determine the effects of
Internet financial and big data risk control monitoring under
neutrosophic sets to overcome the uncertainty information.

The rest of this paper is presented as follows: Section 2
presents the neutrosophic DEMATEL method, and Section
3 presents the proposed method’s application and results.
Section 4 presents the conclusions and future work.

1. Expert
selection 

2. Criteria
identification 

3. Matrix
integration

4. Normalization

5. Attaining
the total 

6. Making a
decision 

Figure 1: The general neutrosophic DEMATEL framework.

Table 1: The opinion of the first decision-makers.

GBC IC IFP MB

GBC 1 0.9 0.8167 0.283

IC 1.111111 1 0.283 0.9

IFP 1.22444 3.533569 1 0.8167

MB 1.111111 1.22444 3.533569 1

Table 2: The opinion of the second decision-makers.

GBC IC IFP MB

GBC 1 0.8167 0.383 0.9

IC 1.22444 1 0.383 0.8167

IFP 2.610966 2.610966 1 0.9

MB 1.22444 2.610966 1.111111 1

Table 3: The opinion of the second decision-makers.

GBC IC IFP MB

GBC 1 0.383 0.283 0.8167

IC 2.610966 1 0.8167 0.383

IFP 3.533569 1.22444 1 0.283

MB 2.610966 3.533569 1.22444 1

Table 4: The combined opinion of the decision-makers.

GBC IC IFP MB

GBC 1 0.6999 0.494233 0.666567

IC 1.648839 1 0.494233 0.6999

IFP 2.456325 2.456325 1 0.666567

MB 1.648839 2.456325 1.956373 1

Table 5: The normalized opinion of the decision-makers.

GBC IC IFP MB

GBC 0.141612 0.099114 0.069989 0.094394

IC 0.233496 0.141612 0.069989 0.099114

IFP 0.347846 0.347846 0.141612 0.094394

MB 0.233496 0.347846 0.277046 0.141612

Table 6: The total relation matrix.

GBC IC IFP MB

GBC 0.052029 0.013863 0.017078 0.051229

IC 0.119876 0.039593 0.006365 0.042396

IFP 0.146066 0.182016 0.046716 0.000348

MB -0.01023 0.129815 0.157892 0.03889

Table 7: The criteria’s weights.

Weights

GBC -0.17355

IC -0.15706

IFP 0.147095

MB 0.183509
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2. The Neutrosophic DEMATEL Method

In this section, the MCDM DEMATEL method is proposed
to determine the importance of the criteria and subcriteria.
Figure 1 provides schematic diagram for DEMATEL in neu-
trosophic environment. The following steps of DEMATEL
method are the following:

Step 1. Define the goal from this study.

Step 2. Collect a group of decision-makers and criteria.

Step 3. Evaluate the criteria by opinions of decision-makers.

Step 4. Combine the opinions of experts into one matrix.

Step 5. Normalize the opinions of decision-makers.

Step 6. Use the MATLAB software for obtaining the total
relation matrix.

3. The Application and Outcomes

This section presents the outcome of the proposed method.
First, the goal of this paper is to determine the importance

Table 8: The opinion of the first decision-makers for GBC.

GBC1 GBC2 GBC3

GBC1 1 0.8167 0.9

GBC2 1.22444 1 0.383

GBC3 1.111111 2.610966 1

Table 9: The opinion of the second decision-makers.

GBC1 GBC2 GBC3

GBC1 1 0.9 0.283

GBC2 1.111111 1 0.383

GBC3 3.533569 2.610966 1

Table 10: The opinion of the second decision-makers.

GBC1 GBC2 GBC3

GBC1 1 0.383 0.283

GBC2 2.610966 1 0.9

GBC3 3.533569 1.111111 1

Table 11: The combined opinion of the decision-makers.

GBC1 GBC2 GBC3

GBC1 1 0.6999 0.488667

GBC2 1.648839 1 0.555333

GBC3 2.726083 2.111014 1

Table 12: The normalized opinion of the decision-makers.

GBC1 GBC2 GBC3

GBC1 0.171318 0.119905 0.083717

GBC2 0.282476 0.171318 0.095139

GBC3 0.467027 0.361655 0.171318

Table 13: The total relation matrix.

GBC1 GBC2 GBC3

GBC1 0.068999 0.048545 0.043625

GBC2 0.141257 0.07369 0.038893

GBC3 0.204848 0.18174 0.068463

Table 14: The criteria’s weights.

Weights

GBC1 -0.25394

GBC2 -0.05013

GBC3 0.30407

–0.2

–0.15

–0.1
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GBC IC IFP MB

Weights
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Figure 2: The criteria’s weights.
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and effects of IF and big data risk control monitoring. The
three experts were collected to evaluate the criteria and sub-
criteria. This paper used the four main criteria and seventeen
subcriteria as GBC: government-based credit (GBC1: outline
planning, GBC2: licensee issue, and GBC3: commercial
institution), IC: individual credit (IC1: transaction, IC2:
business condition, IC3: record payment, and IC4: invest-
ment), IFP: Internet financial platform (IFP1: cost of plat-
form, IFP2: creditworthiness of customer, IFP3: index of
credit, IFP4: risk management, and IFP5: supply chain),
and MB: market-based credit system (MB1: cost market sys-
tem, MB2: customer verifying, MB3: information about

market, MB4: big data process, and MB5: security). First,
decision-makers evaluated the four criteria in Tables 1–3.
Then, Table 4 presents their combined opinions. Then,

Table 15: The opinion of the first decision-makers for GBC.

IC1 IC2 IC3 IC4

IC1 1 0.8167 0.9 0.383

IC2 1.22444 1 0.8167 0.283

IC3 1.111111 1.22444 1 0.9

IC4 2.610966 3.533569 1.111111 1

Table 16: The opinion of the second decision-makers.

IC1 IC2 IC3 IC4

IC1 1 0.9 0.8167 0.283

IC2 1.111111 1 0.383 0.9

IC3 1.22444 2.610966 1 0.8167

IC4 3.533569 1.111111 1.22444 1

Table 17: The opinion of the second decision-makers.

IC1 IC2 IC3 IC4

IC1 1 0.383 0.283 0.8167

IC2 2.610966 1 0.9 0.383

IC3 3.533569 1.111111 1 0.283

IC4 1.22444 2.610966 3.533569 1

Table 18: The combined opinion of the decision-makers.

IC1 IC2 IC3 IC4

IC1 1 0.6999 0.666567 0.494233

IC2 1.648839 1 0.6999 0.522

IC3 1.956373 1.648839 1 0.666567

IC4 2.456325 2.418549 1.956373 1

Table 19: The normalized opinion of the decision-makers.

IC1 IC2 IC3 IC4

IC1 0.127694 0.089373 0.085116 0.06311

IC2 0.210546 0.127694 0.089373 0.066656

IC3 0.249816 0.210546 0.127694 0.085116

IC4 0.313657 0.308833 0.249816 0.127694

Table 20: The total relation matrix.

IC1 IC2 IC3 IC4

IC1 0.051512 0.029137 0.039625 0.033791

IC2 0.113541 0.053168 0.031975 0.028738

IC3 0.114989 0.108162 0.050044 0.033578

IC4 0.106121 0.149331 0.131718 0.049744

Table 21: The criteria’s weights.

Weights

IC1 -0.2321

IC2 -0.11237

IC3 0.053411

IC4 0.291062
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Figure 3: The criteria’s weights for GBC.
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Table 5 presents the normalization matrix. Then, the total
relation matrix is in Table 6. The criteria’s weights are in
Table 7. In this step, each criterion’s objective weight is
obtained by the removal effects (Ej). In what follows, wj
refers to the weight of the jth criterion. The following equa-
tion is utilized for generating wj:

wj =
Ej

∑kEk
: ð1Þ

Figure 2 presents the criteria’s weights. MB is the highest
importance, and GBC is the lowest importance in the IF.
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Figure 4: The criteria’s weights for IC.
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Figure 5: The criteria’s weights of IFP.
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Then, determine the subcriteria’s weights for GBC. First,
decision-makers’ criteria are in Tables 8–10. Then, Table 11
presents their combined opinions. Then, Table 12 presents
the normalization matrix. Then, the total relation matrix is
in Table 13. The criteria’s weights are in Table 14. Figure 3 pre-
sents the criteria’s weights. GBC3 is the highest importance,
and GBC1 is the lowest importance in the IF.

Then, determine the subcriteria’s weights for IC. First,
decision-makers’ criteria are in Tables 15–17. Then,
Table 18 presents their combined opinions. Then, Table 19
presents the normalization matrix. Then, the total relation
matrix is in Table 20. The criteria’s weights are in
Table 21. Figure 4 presents the criteria’s weights. IC4 is the
highest importance, and IC1 is the lowest importance in
the IF.

In the IFP, IFP5 is of the highest importance, and IFP1 is
of the lowest importance in the IF. In the MB, MB5 is the
highest importance, and MB1 is the lowest importance in
the IF. Figure 5 presents the weights of IFP. Figure 6 presents
the weights of MB.

4. Conclusions

When it comes to making decisions, there is a growing cor-
pus of study in the subject of “many criteria decision analy-
sis” (MCDA), also known as “multiple criteria decision-
making,” which analyses the benefits and drawbacks of dif-
ferent possibilities in diverse settings. It is a decision-
making tool that is used in a broad variety of industries. It
is possible to analyze the suitability of each criterion in terms
of how well it fits within the context of the application. For
the decision-maker to arrive at an educated judgement on
the optimal course of action, this criterion is compared to
all other available criterion options. These factors can be
examined in a variety of ways.

In this paper, we introduce a new hybrid methodology
from the DEMATEL method and neutrosophic sets to
determine the effects the Internet financial and big data risk
control monitoring. The DMATEL method is used to show
the importance and weights of criteria. The four main cri-
teria and seventeen subcriteria are used in this paper. We
used the SVNS scale to present the numbers of neutro-
sophic. The results have many advantages for return on
investment (ROI) because energy efficiency initiatives may
have both societal and private advantages, and it shows that
a platform is in place that leverages and mobilizes
commercial-based funding to finance energy efficiency pro-
jects. In the future, we will use a hybrid method for neutro-
sophic sets with metaheuristics algorithms for providing
more accurate results.
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Internet of Things (IoT) is one of the greatest advancements in technology especially in the medical field. The interconnection of
medical devices with the internet makes it easier to identify problems and adapts with patient conditions. The sophisticated
devices may either be worn or implanted in the users’ bodies to continually examine their wellbeing. But due to the availability
of several sensors and communication systems, standardization has become a key issue. This survey paper presents the state-
of-art research relating to the various sensors and communication models that are used to provide home based monitoring.
The small sensor nodes with IoT and its influence on every patient’s life in reducing their anxiety of risk when they are
inaccessible to medical support are studied. This study helps the researchers in choosing the best available protocols to
implement in health-care devices. The contribution to the development of smart cities and data from home or at work for
smart health care is discussed. The key findings of this study are the benefits of 5G technology for smart health care, as the
most often utilized communication method in the literature to date is 4G. Also, the challenges faced in implementing the
models in real time are discussed with the options of future scope mentioned.

1. Introduction

In today’s era of digitalization, smart health care has become
one of the major advancements in the health field. With the
advancement of technology and scientific theory, traditional
medicine, which is based on bioengineering, has gradually
begun to digitalize and informationize [1]. The Internet of
Things is one such technological innovation (IoT). The Inter-
net of Things refers to the interconnection of devices, applica-
tions, sensors, and network connections that improves these
entities’ ability to collect and share data. The differentiating

feature of the Internet of Things in the health-care system is
the continuous monitoring of a patient by examining numer-
ous parameters and inferring a favorable outcome from the
history of such continual monitoring [2]. This is frequently
used in hospitals to continually monitor patients in intensive
care units (ICUs) and communicate the data with clinicians.
This assists in the early diagnosis of anomalies in patients
and the provision of prompt assistance.

In the same way, IoT is utilized in homes to monitor
patients remotely. IoT allows for real-time monitoring,
which saves lives from a variety of ailments such as diabetes,
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heart failure, asthma attacks, and high blood pressure. Smart
medical gadgets link to a smartphone to seamlessly send
needed health information to clinicians. These devices also
capture information such as oxygen levels, blood pressure,
weight, and blood sugar levels [3]. The motivation to this
study is that home-based monitoring can save lives by elim-
inating the time required for patients to travel to hospitals
for checkups. This can also diagnose several diseases at an
earlier stage. During these difficult times of pandemic, it is
necessary that health monitoring can be done at home with
ease. To support this technology, highly robust and reliable
standards need to be followed. There is lack of standardiza-
tion and awareness about new technologies in the society
which this paper will cover.

Several prior studies have examined certain topics and
technology linked to IoT health care. However, there is a
lack of standardization due to the availability of many proto-
cols and sensors. This paper provides a detailed study about
various IoT methods that can be used at homes for health
care. This research based on the literature could help experts
in deciding the best methods for home-based monitoring
with IoT. This literature survey covers papers published
between 2014 and 2021. Papers were collected journals and
conferences published in reputed cites such as IEEE Xplore
and PubMed. The keywords applied in the search were
“IoT AND Smart Healthcare,” “wireless AND sensors,”
and “communication models”. Figure 1 shows the distribu-
tion of chosen articles based on their year of release.

The main contributions of this study are:

(i) It provides a detailed review on the various body
sensors that are used for remote health-care moni-
toring is discussed

(ii) This study focuses on the different models of tem-
perature sensors, heart rate, and blood pressure sen-
sors that are available at low cost and are presented
along with their limitations

(iii) This study also has a major contribution towards
the communication models that can be used for
remote health care. It mainly focuses on the short-
range and long-range communication systems. This

study also highlights the usage of 5G communica-
tion model over 4G

(iv) A comparative analysis is presented for 4G, 5G, and
Wi-Fi with the characteristic features of communi-
cation system - latency, reliability, throughput,
speed, energy and density of connections

The paper is structured as follows: Section 2 begins with
the study of various health sensors that is being used pre-
dominantly in IoT-based health care. Followed by that the
same section includes a detailed investigation on the com-
munication models involving short-range, long-range, and
5G-based communication. Section 3 discusses on the need
for the society to incorporate a home-based monitoring sys-
tem. It also elaborates the limitations in usage of such
devices focusing on the communication models. Section 4
wraps up the paper by encapsulating the important findings
and providing future directions for the research.

2. Methods and Materials

Smart health care enables individuals from diverse types of
backgrounds (e.g., doctors, health workers, physician care-
givers, older relatives, and patients) to obtain the proper
information and discover the right solutions, with the goal
of minimizing medical errors, improving efficiency, and low-
ering costs at the proper moment in the health-care profes-
sion [4]. Smart health care employs a variety of techniques,
including the use of mobile phones, computers, and televi-
sions, as well as the use of different networks, including wide
area networks, local area networks, and body area networks.
Body temperature, pulse rate, blood pressure, and motion
detection are the most often monitored metrics. In this part,
we will look at the several sensors that are used to measure
physical characteristics.

2.1. Body Temperature Sensor. The body temperature is an
important measure for identifying different disorders such
as hyperthermia, fever, and cold. RTD, thermocouple, semi-
conductor, and infrared temperature sensors are the most
common. The resistance temperature detector (RTD) sensor
detects the varying resistance value of metal through which
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Figure 1: Distribution of the review articles based on year of publication [1].

2 Wireless Communications and Mobile Computing



an electrical signal passes. The resistance is then translated
into temperature. The thermocouple sensor is made up of
two distinct metals that come together to form a junction.
The junction output voltage varies as the junction tempera-
ture varies. The voltage is then translated into temperature.
A semiconductor sensor is a single-chip integrated circuit
(IC) that contains a variety of circuits. The temperature of
a bipolar junction transistor is determined using the base-
emitter voltage and collector current (BJT).

The infrared temperature sensor is a type of noncontact
sensor [5]. The infrared photons generated by the human
body are converted into electrical energy by the light sensors
in the IR sensor. The input impulse is then transferred to the
detector, which converts it to temperature. In [5] DS18B20, a
1-wire programmable temperature sensor is designed to
evaluate temperature of the body for the Thai people and
produced good results. Table 1 presents a comparison of
various temperature sensors.

2.2. Heartbeat Sensors. Heartbeat rate is a vital parameter
that is measured which can help in the identification of sev-
eral underlying diseases. Heartbeat sensors are used widely
in all smart health-care devices. They are mostly used in
wearable devices. [2] uses a microcontroller-based heartbeat
sensor. It uses infrared (IR) radiation and operates on the
idea of light alteration by blood circulation through thumb
or finger for every pulse [10].

The module contains a light detector and bright LED of
red color. The device is placed at the fingertip, and when the
reflected light falls on the light detector, a signal is produced.
This signal varies when blood flows through the vessels
because the finger gets opaquer. This variation in the signals
is used to determine the heartbeat rate. Working of heartbeat
sensor presented in Figure 2.

2.3. Blood Pressure Sensors. Blood pressure is helpful to
detect various ailments like hypertension, heart attacks,
and stroke. Controlling or reducing blood pressure can aid

in the prevention or postponement of significant health
issues such as renal disease, cardiac arrest, cardiovascular
disease, brain hemorrhage, and perhaps Alzheimer’s disease.
Among all the signals acquired by the detectors, the blood
pressure signal provides critical information on heart rate,
blood vessel flexibility, and biological variation [11]. Nara-
simhan et al. [12] developed a finger wearable blood pressure
measuring system that contains a 30-element capacitive tac-
tile sensor array for measuring contact stress with the
thumb, a pump-driven pneumatic bladder for steadily press-
ing the tactile array and the finger towards one another, and
a wristband that encloses the sensing system and bladder. A
finger wearable blood pressure sensor is showed in Figure 3.

The result of this device has also satisfied the global
standard-specified accuracy criteria. Other low-cost MEMS
pressure sensors are also used in various IoT-enabled health
monitoring systems. Body temperature, pulse rate, blood
pressure, and motion detection are the most often moni-
tored metrics, and these sensors are used to measure physi-
cal characteristics. The sensors data can be transferred to
the hospitals through latest communication models for ana-
lyzing the data and providing immediate support in case of
emergency.

P. A. Shaltis et al. developed a wearable noninvasive
blood pressure (NIBP) sensor based on photoplethysmogra-
phy (PPG) approach. The authors have taken into consider-
ation that the sensor not only must be compact and power
efficient, but also it has to be attached to the skin stably
and comfortably without requiring a large pressure [13].
So, a compact device which can be worn at the finger base
is developed which requires less than 5V power for opera-
tion. The experiments were conducted in controlled envi-
ronments which leads to the drawback that measurements
may become unreliable in environments with varying
temperatures.

2.4. Body Fat Sensor. With the increase in growth of fitness
tracking devices, one important development is the body

Table 1: Comparison of various temperature sensors [6].

Temp. Sensor type Temp. Range Advantages Disadvantages

RTD Sensors [6] -196°C+850°C

(i) Incredibly accurate
(ii) Stable
(iii) Reliability
(iv) Consistent
(v) High temperature ranges

(i) Costly
(ii) Less robust than thermocouple
(iii) Requires a constant power supply

Thermocouples [7] 95°C–1260°C
(i) Wide temperature range
(ii) Highly rugged
(iii) Best for high temperatures

(i) Nonlinear
(ii) Low voltage
(iii) Least stable

NTC Thermistors [8] -40°C to 125°C

(i) Extremely sensitive
(ii) Ideal for tiny temperature variations
(iii) Simple to use
(iv) Quick reaction
(v) Standard two-wire interface

(i) Fragile
(ii) Current source required
(iii) Self-heating
(iv) Limited temperature range
(v) Nonlinear

IR sensors [9] -20 to 350°C

(i) Hand-held and simple to use
(ii) Highly precise and accurate
(iii) Fast reaction time
(vi) No need to touch with target item

(i) Debris, pollutants, and blackbody
radiation all have a negative
impact on accuracy
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fat sensor. This helps the individual to keep track of the body
composition on a daily basis. It provides an early detection
of improper balance in the body composition. These sensors
are embedded in measuring scales and also in smart watches.
Body fat sensor works on the principle of bioelectric imped-
ance analysis (BIA) which is when electric current is allowed
to pass through the body, there is resistance caused due to
the body tissues and fluids. This resistance is used to calcu-
late body fat. Tissues that contain large amounts of fluid
and electrolytes, such as blood, have high conductivity, but
fat and bone slow the signal down.

Some of the limitations of this sensor are that, though
BIA is said to be harmless it is advised not to be used by
pregnant women and also people having other electronic
medical devices inside the body such as pacemakers are rec-
ommended not to use it, so incorporating body fat sensor in
smart health-care devices along with other sensors is a
challenge.

2.5. Body Water Sensor. North Carolina State University
researchers have created a wearable, wireless sensor that
can monitor a person’s skin hydration for use in applications
that require identifying dehydration before it becomes a
health issue. The technology is light, flexible, and stretchy,
and it has already been put into model wristbands and chest
patches. Two electrodes constructed of an elastic polymer
combination with conductive silver nanowires make up the
sensor. The electrical characteristics of the skin are moni-
tored by these electrodes. The readings from the electrodes
can indicate how hydrated the skin is because the skin’s elec-
tric characteristics fluctuate in a predictable way depending
on an individual’s moisture.

In addition to that, there are also other body hydration
detection sensors which work on near-infrared spectros-
copy. The effect of water on tissue reflectance at specific
wavelengths is used in near-infrared spectroscopy to deter-
mine the water content of human tissue.

2.6. Pulse Oximetry Sensor. More medical experts are testing
blood oxygen saturation after assessing pulse rate, respira-
tion rate, body temperature, and blood pressure. It is also
referred to as the fifth vital sign. Pulse oximetry is a nonin-
vasive way to check one’s oxygen saturation. Pulse oximetry
sensors assess deoxygenated and oxygenated hemoglobin
using red and infrared LEDs. More infrared light is absorbed
by oxygenated hemoglobin, allowing more red light to flow
through. Deoxygenated hemoglobin, on the other hand,
absorbs more red light while allowing more infrared light
through.

The oxygen saturation (SPO2) may be measured using
two different approaches. The transmission and reflectance
methods are the two options. The LED transmitter and the
photodetector receiver are situated on opposite sides of the
finger in the transmission technique. This finger will be
put between the LEDs and the photodetector, which is often
used in hospitals, in this manner. The LED and photodetec-
tor are arranged on the same side, adjacent to each other, in
the reflectance technique. This approach is perfect for

Bright LED transmitterLight detector 

Figure 2: Working of heartbeat sensor [2].

Figure 3: Finger wearable blood pressure sensor [12].
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monitoring at home because it is already utilized in many
smartwatches and fitness trackers.

2.7. Nasal Sensor. The respiratory rate is usually measured in
breaths per minute or the number of times the chest rises.
These breathing rates may be affected by external elements
such as temperature, humidity, pressure, and chemical com-
position. When a patient is at rest, their respiration rate
must be examined. The average person’s breathing rate is
between 15 and 20 breaths per minute. A breathing rate of
less than 12 is considered bradypnea, whereas a respiratory
rate of more than 30 is considered tachypnea. The condition
of sleep apnea occurs when a person’s respiratory rate is
zero. Monitoring breathing might help with early detection
of such illnesses.

The use of a thermistor-based nasal sensor to monitor
breathing rate is a highly cost-effective technology. It oper-
ates on the principle that exhaled air is warmer than ambient
air. A stretch sensitive device worn to the torso is another form
of respiratory sensor that measures the relative amount of
expansion that happens during respiration (breathing).
Breathing causes the rib cage to expand, stretching the device.
The stretch relaxes as users exhale, and the sensor returns to its
neutral position. On the screen, the resultant waveform is pre-
sented, and the respiratory rate is determined.

2.8. Communication Model. IoT has made doctors and
patients communication easier. With the help of smart
health care today even during this pandemic period, patients
are able to carry out their consultation with doctors in an
easy way. For this few communication models are responsible.
They can be broadly classified into short-range and long-range
communication systems. Wireless neighborhood area net-
work (WNAN) is a medium-range network (5-10 km), with
Wi-SUN and WM-Bus as examples. Long-distance (up to
100km) technologies include both authorized (2G/3G/4G,
LTE, and soon 5G) and nonlicensed networks, such as low-
power wide area network (LPWAN), which encompasses but
is not limited to long range (LoRa), Sigfox, narrowband Inter-
net of Things (NB-IoT), and others [14, 15].

2.8.1. Short-Range Communication. Communication proto-
cols are classified into three categories as short-range proto-
cols [16], medium-range protocols, and long-range
protocols [17]. Sakina Elhadi [18] focus on the Short-range
protocols, namely, Bluetooth, Zigbee, and NFS.

Bluetooth, which is widespread in handsets and desk-
tops, is getting popular in remote monitoring technologies.
BLE (also known as Bluetooth smart) was launched in
2010 with the purpose of broadening Bluetooth’s application
for usage in power-constrained portable devices such as
mobile sensors and wireless controllers [19]. Not only does
the use in sensors and controllers necessitate low-energy con-
sumption, but also the quantity of data transmitted isminimal,
and communications occur infrequently. However, the idea of
reduced power and a small form factor raises the difficulty of
meeting confidentiality needs while relying on unreliable,
low bandwidth wireless connections and restricted computa-
tional power and storage [20, 21].

The ZigBee protocol was developed by the ZigBee Alli-
ance and is centered on the IEEE802.15.4 low-power wire-
less communication benchmark [22]. ZigBee is designed to
be a standard for high-level, low-cost communication sys-
tems that enable the creation of personal area networks
using tiny, low-power digitized devices that transport data
over extended distances. Simultaneously, it will be employed
in applications requiring less data usage, greater battery
capacity, and private network connections. Also, ZigBee
may handle a variety of configurations such as mesh, star,
and tree networking topology.

NFC (near-field communication) is a form of advance-
ment that includes a set of rules that enable radio recurrence
correspondence between two gadgets within a close proxim-
ity of 10 cm or less. It operates at a frequency of 13.56MHz
and transfers data at a rate of 424 Kilobits per second. This is
widely used in home-based automation to control devices
across a short distance. Vagdevi et. al [23] presented an
IOT-based home automation system based on NFC. How-
ever, NFC is subject to a variety of networking vulnerabili-
ties, such as tag manipulation, as discussed in [24].

2.8.2. Long-Range Communication. In this section, long-
range communication protocols available such as Sigfox,
long-range (LoRa)-low-power wide area network (LoRa-
WAN), and narrowband Internet of Things (NB-IoT) are
discussed.

SigFox technology is a member of the LPWAN (low-
power wide area networks) group of advanced technology
that is mainly used for the evolution of the internet networks
whenever the volume of data sent from sensory modules is
negligible, the operating frequency is wide, and energy con-
sumption rates are very. This protocol is designed in the first
four levels of the OSI model. The encryption between linked
terminal and the Sigfox cloud offers an end-to-end authenti-
cation solution that relies on a cryptographic key maintained
in nonaccessible storage and paired with a recognizable and
specific ID saved in ROM (read-only memory) on the end
devices [14]. Messages delivered by end devices employ the
secret key to produce a code that is distinct for every mes-
sage, primarily for the purpose of authenticating the sender.
This code would have a sequence number, which is added
into radio frames so as to prevent them from being replayed.

Semtech Corporation invented LoRa technology [14]. It
is a patented wireless communication technology. It utilizes
spread spectrum encoding in the sub-GHz band to provide
long-range service, high-energy efficiency (up to a decade
battery lasts), higher bandwidth (higher than or equal to
one million nodes), robust connectivity, and localization fea-
tures. It is being utilized to connect sensors to cloud and
provide live data analysis exchange. LoRa wireless technol-
ogy employs a low-powered broadcast of tiny data packages
(0.3 kbps to 37.5 kbps) over a large distance to a receiver. A
gateway may manage several of devices in one go [25]. LoRa
wireless technology employs the LoRa wide area network
(LoRaWAN) protocol, which was designed to provide
wireless-powered devices by the LoRa Alliances. The LoRa-
WAN Network design may be built in a star topology, with
bidirectional end to end communication between nodes and
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connector. As terminal nodes transfer data to the gateway,
this is referred to as “Uplink,” and when the gateway trans-
mits information to end node, this is referred to as “Down-
link.” Parts of LoRaWAN packets can be signed and
encrypted using the LoRaWAN protocol. Before an end
device can connect with a network server, it must first be
enabled. However, there are certain things to think about
when it comes to LoRa/LoRaWAN [26], such as the neces-
sity of cloud system to manage stream from low bandwidth
connectivity.

The narrowband Internet of Things (NB-IoT) is a large-
scale low-power wide area (LPWA) technology suggested by
3GPP for information detection and acquisition in smart
low data rate systems. Two common applications are adap-
tive monitoring and proactive environmental sensing [27].
Huge interconnections, super energy usage, large distance
availability, and bidirectional activation between the signal-
ing and information planes [28] are all supported by NB-
IoT. Figure 4 represents the NB-IoT network architecture

which has 5 layers from NB-IoT terminal through vertical
industry center. Furthermore, it is backed up by an efficient
cellular communication network. As a result, NB-IoT is an
exciting technology. LTE protocols are used for NB-IoT
encrypting data [14]. Encryption is done within the NB-
IoT network, but it is accessible to other entities after it exits
the NB-IoT network.

2.8.3. 5G Network Communication.WBAN networks are the
most prominent ones. Sensors are either wearable or attach-
able to the body. Ahad [29] discusses about the 5G-based
smart health care. He presents the network challenges in
IoT that can be overcome through 5G networks which can
meet the majority of needs like ultralow latencies, large
bandwidth, hyper reliability, high density, and low-energy
consumption. Future intelligent health-care systems are pre-
dicted to include a hybrid of 5G and IoT devices that will
improve phone reception, signal strength, and solve security
breaches [29–31].

Vertical industry
center

NB-IoT cloud
platform

NB-IoT core
network

NB-IoT base
station

NB-IoT
terminal

Figure 4: NB-IoT network [14].
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Figure 5 shows the architecture of 5G smart health care.
D2D is device-to-device direct communication between in
the network without engaging base station (BS) or the core
network. High path loss problem can be reduced by using
millimeter waves (mmWaves) communication that has a
band of spectrum between 20GHz and 300GHz. mmWaves
are millimeter wave communication having spectrum band
between 20GHz and 300GHz [29], and they work the best
in reducing high path loss problems. Edge cloud or edge
computing is an advanced networking technology in which
the information is analyzed at the edge of network, close to
the source of origin. It has the advantage of proving reduced

decision time so it can be used in health devices in the future
where the response time is a crucial factor [32]. Some of the
major requirements of smart health care for home-based
monitoring are low delay, high throughput, high depend-
ability, and better battery life.

5G has the ability to achieve bandwidth that are nearly
100 times faster than 4G while still managing significantly
more interconnections [33, 34]. These benefits are bolstered
by ultralow delay, or the amount of time it takes for the sys-
tem to execute a query [35]. Table 2 represents a comparison
between Wi-Fi6 and 4G and 5G networks against various
measurement criteria. The delay between transmission and

MBS
transmission

mmWave
backhaul

mmWave
backhaul

MBS
SBS

transmission

SBS

MBS
transmission

D2D links

SBS
transmission

SBS

Macro base station
transmission

Small base station
transmission

mmWave
backhaul

D2D
links

Wired
backhaul

Edge cloud

Body area
network

Data centre

Core network

Figure 5: 5G smart health-care architecture [29].
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reception of information is referred to as latency. As a result,
the shorter the latency, the more “real time” the event expe-
rience will be. The delay of 5G is between 1 and 10 millisec-
onds [36]. The efficiency of the network in transmitting data
between the transmitter and receiver without loss of data
packet is referred to as reliability. The availability of all three
networks under review is 99.99 percent. The absolute maxi-
mum quantity of information transferred between a location
and another in a particular period is called throughput.
From source to destination, 5G may transport 10GB per sec-
ond. Connection density refers to the number of connected
devices per unit area, which may reach 1Gbps in 5G net-
works but only 20–50Mbps in 4G networks. In addition,
with a 5G connection, the comparative power consumption
levels are medium.

3. Discussion

As mentioned, the IoT is one technological innovation. The
Internet of Things refers to the interconnection of devices,
applications, sensors, and network connections that
improves these entities’ ability to collect and share data
[37–42]. In this survey, the various technologies available
for smart health care in home-based monitoring are dis-
cussed. A number of systems are available in health care
with IoT that has made life easier and healthier. Quality
health care is very crucial especially during these tough days
of pandemic. So IoT and smart health care can be the best
choice to maintain good health while being at home.

Different kinds of detectors capable of detecting physio-
logical characteristics of human body have been discussed.
There are a variety of heart rate sensor choices available,
with thermistor-type temperature sensors being the most
precise and dependable. One major issue faced in usage of
thermistor is that it has high resistance which requires
shielded power cables. There are a variety of blood pressure
sensors that may be integrated into an IoT system, but just a
few models, such as the finger wearable pressure sensor and
MEMS pressure sensor, have been proven to be the most
effective. The finger wearable [12] type of blood pressure
sensor has brought a truly comfortable device due to its
low weight and design structure. Body temperature is the
third most often measured physiological parameter. This is
one of the most important parameters evaluated in most
home-based health-care studies. The most reliable and effec-
tive temperature sensors have been discovered to be infrared
temperature sensors. It also has the advantage of being con-

tactless which aids during this pandemic time [43]. How-
ever, studies show that there is more accuracy in contact-
based temperature sensor than the contactless sensors. This
brings to the fact that home-based monitoring devices using
IoT should not be shared with other individuals.

All the sensors are connected to a controller like Rasp-
berry Pi or Arduino which is interconnected with mobile
devices through Wi-Fi [44]. This provides the measured data
to be displayed on the mobile phone for patients view. Also,
the data can be transferred to the hospitals for analyzing the
data and providing immediate support in case of emergency
[45]. In terms of short-range communications standards,
Bluetooth was discovered to be the most efficient for health
care, and many devices have also implemented Bluetooth
technology. It is of low cost and versatile among all hardware
devices. While in the long-range communication models,
NB-IoT was identified to be more appropriate for health care
due its ability of having huge interconnections. This makes it
suitable to be implemented in large hospitals which keeps
account of many users.

Existing communication technologies are incapable of
meeting the complex and dynamic demands placed on com-
munication networks by a wide range of smart health-care
applications [46, 47]. As a result, the upcoming 5G network
is projected to serve smart health-care applications that meet
the majority of the requirements, including ultralow latency,
high bandwidth, ultrahigh reliability, high density, and high-
energy efficiency. Future smart health-care networks are pre-
dicted to include a hybrid of 5G and IoT devices that will
improve cellular coverage, network performance, and solve
security problems.

4. Conclusion

In this study, the significance and beneficial effects of imple-
menting IoT in remote health monitoring systems is dis-
cussed. A systematic overview of every sensor that is used
for home-based monitoring system is presented. Also, the
emerging 5G technology is discussed with a comparison
across 4G and Wi-Fi models. It is also shown that there is
very little implementation of proposed 5G architecture
which can be taken as a future research suggestion. The
small sensor nodes with IoT will have a significant influence
on every patient’s life, reducing their anxiety of risk even
while they are away from family and friends and physician.
They also greatly contribute to the development of smart cit-
ies. The sensory data might be collected at home or at work.

Table 2: Comparison of network models [36].

Feature Wi-Fi6 4G 5G

Latency 20ms 30–50ms 1–10ms

Reliability/availability 99.99% 99.99% 99.99%

Throughput 9.6Gbps 300mbps–1Gbps 10Gbps

Speed 1Gbps 20–50 mbps Up to 1Gbps

Density of connections 8 per part 12 per part 100 per part

Energy Medium High Medium
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Also discussed are the problems in sensing, analytics, and ill-
ness prediction, which may be overcome to create a smooth
interconnection into the medical industry.

The limitations identified in this research are that cloud-
based 5G communication models pose the threat of security
vulnerability. Hence, strong security protocols and encryp-
tions need to be developed in order to overcome the security
threats. The personal patient data has to be encrypted during
communication and storage to comply with the medical
ethics. This is an area identified as future work to develop
systems that are more secure and does not pose any security
threats. This would ensure the person’s privacy and confi-
dence in the usage of home-based monitoring devices. Lim-
itations of this research include the absence of the usage of
artificial intelligence or deep learning in smart health care.
These new technical advancements are taking shape leading
to a practical AI-based smart health-care system. Machine
learning is a vast area in medical field for diagnosis of several
illness. It is identified as a future research area to develop
systems that are capable of diagnosing diseases at home with
minimal intervention of physicians which may be big boon
to the personalized health care.
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The advent of smart devices, interacting with each other as well as remote services, has paved the way for the Internet of
Everything (IoE). IoE is a direct successor of Internet of Things (IoT), composed of smart devices interacting with remote
services. The devices in an IoE environment are power constrained. At the core of an IoE environment, there is a context-
aware system that gathers the context and classifies it. Various datasets have been published by authors for context-aware
systems. This paper presents a mechanism that gathers a dataset of contextual information along with power information
using smartphones. An Android application “PowerIpsum” is developed for gathering contextual information, power
information, and user input activity labels. The dataset includes the sensor data as the contextual data, timestamps, average
current, and average voltage as well as user activity labels. Time elapsed and power consumption is forecasted using Monte
Carlo method. The results provide useful insights and demonstrate the advantages of power information within a context-
aware system.

1. Introduction

The fourth industrial revolution has paved the way for estab-
lishing smart environments in mundane places [1]. Statista
estimates that in 2019, almost 27 billion devices were con-
nected globally [2]. This number reduced to 12.3 billion in
2021, due to COVID, with over a $160 billion industry [3].
Statista forecasted the total number of devices to be more
than 75 billion in 2025. Cisco estimates there would be a tril-
lion devices by 2025 [4, 5]. The International Data Corpora-
tion (IDC) predicts 40 billion connected devices generating
80 zettabytes of data by 2025 [6].

The dawn of smart, inexpensive, handheld, seamlessly
integrated, and universally available devices have expanded
the horizons of human potential [7, 8]. Over the years, the
devices have become smaller, have more computation
power, communicate seamlessly, and facilitate human

activity recognition [9, 10]. Smart devices communicate
not only among themselves but with remote services over
the cloud. The smart devices gather sensor data for a
users’ activity classification. This helps in facilitating ser-
vice discovery, delivery, and adaptation. Activity classifica-
tion requires gathering contextual information about the
users, remote services, and the environment [11, 12]. The
contextual information includes both the sensor data as
well as deduced data from remote services. The context
is gathered, transformed, stored, and classified for activity
[13, 14]. The prime challenge of a smart environment is
the ability of the system to react appropriately to changing
perceptions. For example, a change in brightness and ori-
entation of a smartphone with the change in orientation
and ambient light is an example of context-awareness.
This is possible using an ambient light sensor and acceler-
ometer in a smartphone. In an IoE environment, data is
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gathered from the sensors and remote services, stored, and
inferred based on historical information. The inference is
termed as context inference engine (CIE) and is used to
classify the current context as an activity [15].

A context-aware system gathers sensor data and inter-
acts with remote services for service discovery or delivery
[12]. A context-aware system is composed of interacting
modules. These modules include context gathering module;
which gathers data from intrinsic sensors and sensor services
as well as deduced data, context history module; that records
the history of interactions, a context inference module;
which classifies the current context with a degree of confi-
dence using a machine learning algorithm, and an adapta-
tion module; that interacts with remote services.

The task of a context-aware system is to gather context
and map it to a correct activity label. This requires commu-
nication, storage, and classification process. The prolifera-
tion of devices increases connectivity and introduces new
challenges in establishing a context-aware system. The prime
concern is power as the handheld devices are battery oper-
ated. The effect of battery use has been profiled by
researchers. A simple 1-2mW sensor can consume up to
180-300mW power when the data is sensed and processed
[16, 17] showing inefficiency of power consumption. Fur-
thermore, the power consumed is dependent on the com-
bustion of fossil fuels which leads to an increase in carbon
emissions.

Context is the collection of attributes describing a state
or situation [11]. These attributes are gathered from sensors
and sensor services. The sensor data can be deduced to gen-
erate more information as part of the context [7]. Context is
given activity labels that correspond to the activity or situa-
tion. Power information includes the voltage and current
used by a context-aware system. This voltage and current
can be used to deduce power consumption [18]. The power
information includes all attributes that describe the power
consumption.

Thus, there is a need to explore a power-conserving
context-aware system that provides acceptable activity clas-
sification while consuming less power. A power-conserving
context-aware system is also termed as green context-
awareness (GCx). To develop this system, an appropriate
data set is required for the training of classification algo-
rithms. Many datasets are available for activity recognition;
however, there is a need to include the power or battery
drain information in the data sets. The authors have com-
piled a data set that includes context information as well as
power information by using a smartphone interacting in
IoE environments. This also includes the deduced contextual
information via remote services and the activity label set by
the user. An Android app is developed using MIT AI2 App
Inventor [19]. The dataset compiled is useful for measuring
the effectiveness of a power conserving context aware system
and enables GCx.

The rest of the paper is organized as follows. Section 2
presents contemporary related work and highlights the
motivation of this work. Section 3 introduces the concept
of smartphone and its relationship with remote services
within an IoE environment. Section 4 presents the concept

of power awareness and its phases. Section 5 outlines how
power and energy are measured. Section 6 presents how
power can be profiled using models and real-time measure-
ment as found in the literature. Section 7 presents how con-
text and power information is gathered using a smartphone
as a prelude to the compilation of a dataset. Section 8 dis-
cusses the results, and the paper concludes in Section 9.

2. Related Work

Over the years, many researchers have gathered and pub-
lished data sets that aid in developing context-aware applica-
tions. These data sets have been based on wearable devices as
well as smartphones. The recent advancements in the design
and development of smartphones have embedded a large
variety of sensors previously worn on the body. The authors
of this paper have selected recent data sets to identify their
limitations thus highlighting the significance of the current
work. These are discussed in subsequent paragraphs.

Ilarri et al. have reviewed contemporary data sets for
context-aware systems [20]. The contextual information
gathered in the focus datasets is used by content delivering
services including Netflix and Amazon. The datasets
reviewed by Ilarri et al. include contextual information that
can be harvested using a smartphone, history of interaction,
and remote services. Different subsets of these datasets are
used for trip planning, movie recommendation, and music
recommendation. Some of the contextual attributes include
location, time, mood, temperature, sleepiness, crowd infor-
mation, and nearby family and friends. However, none of
these data sets maintain power consumption information
or even the battery level of the smartphone. While these
datasets are useful in developing smart applications, the
application would not consider power as a constraint.

Recently, the concept of the smart grid has been
advanced to include energy systems. This has resulted in
energy 4.0, a standard where renewable energy resources
are managed in smart grids. Shahinzadeh et al. have pro-
posed the concept of Internet of Energy where smart grids
are developed for energy management [21]. This is a useful
concept for managing energy resources from the perspective
of smart cities [22].

Sariaslani has published a Python-based context-aware
system for tourists who want to visit attractions in a city
[23]. This system uses location through latitude and longi-
tude, history of visits, and the user’s context to recommend
visit locations in a city. The attractions are selected using
an image set of attractions and tourist locations in London.
The images are used to extract the owner, occupation, tags,
number of favorites, and location. This information is
matched with the contextual data to generate recommenda-
tions for tourists. This dataset uses the clock and GPS sensor
to compile contextual information but lacks power-related
information that could aid in the development of a power-
conserving context-aware system.

Morgan et al. have developed a prefiltering and
heuristic-based context recommendation system tested on
LDOS-CoMoDa and DePaul datasets [24]. However, there
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is no power information in the datasets selected to test the
effectiveness of the proposed techniques.

Chang et al. have developed a tree-based recommender
model as a context-aware system using AmazonBooks and
Taobao User Behavior dataset [25]. The mechanism for
context-based recommendation is promising; however, the
datasets used neither consider power information nor the
proposed technique consider power as a constraint.

Jeong and Kim have recently used deep learning to
enhance the performance of context-aware systems while
minimizing the effect of data sparsity [26]. The deep learn-
ing model learns contextual information based on multiple
data sets. However, the deep learning model still does not
consider power information as a contextual feature, mainly
because it is beyond the scope of work by the authors.

The closest power information is part of the CARS data-
set compiled by Unger et al. using smartphones to gather
contextual information [27]. The datasets include battery
level, battery temperature, and battery status, i.e., plugged
or unplugged. However, this battery information is not suit-
able to ascertain the amount of power consumed during
context gathering. The battery level is just the remaining
percentage at the time of context gathering. This cannot be
used to develop power constraint context-aware systems.
Furthermore, the battery level is dependent on the type,
capacity, and wear-and-tear of the battery and is not a good
measure of power consumption during context gathering.
The newer smartphones do not show a change in battery
level when the context is gathered because the process takes
fractions of a second. It is necessary to measure average volt-
age and average current to effectively know the power con-
sumed as wattage.

The related work shows that the main focus has been
gathering sensor data and deduced data. The complete
power information is missing in the compiled data sets.
The authors have compiled a dataset that overcomes this
limitation by recording power information including volt-
age, current, and power with each record. This not only
introduces the concept of power as a part of the context
but also provides a means to establish the effectiveness of a
power-conserving context-aware system, interacting in an
IoE environment.

2.1. Comparison of Contemporary Datasets. Table 1 presents
a comparison of contemporary datasets based on context
information, use of smartphones to collect data, and power
information. The statistics of the dataset are not presented
as this paper is concerned with the type of data rather than
the quantity of data.

2.2. Motivation.While the contemporary datasets are rich in
contextual information, they simply ignore the power infor-
mation. This entails that the context-aware systems devel-
oped using these datasets would assume that context
awareness is not power constrained. To learn the effect of
power on context-aware processing, the power information
must be logged with each record in the dataset. Logging bat-
tery level is not suitable since this is a misleading ratio. In
newer batteries, the level does not change even when the

smartphone is in use. It is appropriate to measure the voltage
and current to calculate power consumption.

3. Smartphones in an IoE Environment

A smart environment is composed of sensors, devices, and
remote services. At the heart of a smart ecosystem is a smart
device that polls sensors and communicates with remote ser-
vices. A smart device polls the sensors and remote services
and gathers contextual data or context. This context is then
transformed, stored, and recognized which is termed as con-
text processing.

A smart personal space is a collection of devices owned
or temporarily controlled by a user. A user may own multi-
ple smart devices including wearable and handheld devices.
Since these devices are controlled by a user, they are termed
as a smart personal space. In addition, a smart personal
space includes the private and public data of the user. This
data can be maintained within the space or remotely
accessed via the Internet.

A smart environment consists of multiple smart spaces
interacting with the appliances and remote services [28].
This is analogous to multiple patients in a hospital, multiple
persons in a house, engineers in a lab, or colleagues in an
office. Within a smart environment, multiple smart personal
spaces interact with each other as well as appliances and
remote services. Since multiple personal spaces interact with
the services using a common channel, conflicts in access can
arise. A conflict resolution mechanism is provided in a dis-
tributed fashion where remote services and appliances can
prioritize service delivery. Figure 1 shows a model of a smart
ecosystem.

With the development of system on chip (SoC) based fog
environments, IoT has become IoE where devices, sensors,
and appliances are all connected, and computation is carried
out within the fog. With a higher dependency on fog for
computation, mapping, or learning tasks, the IoT world
has transformed into artificial intelligence of things (AIoT).
The difference between IoE and AIoT is the localized com-
putation and decreased use of bandwidth for cloud storage.
AIoT is relatively smarter and can provide abstractions for
machine learning and big-data. Hassani et al. have proposed
the context to be implemented as a service within a smart
environment [29]. The context is processed by a context

Table 1: Comparison of datasets based on contextual and power
information.

Authors Year
Smart
phone

Contextual
information

Power information
Battery
level

Current Voltage

[20] 2018 ✓ ✓ × × ×
[27] 2018 ✓ ✓ ✓ × ×
[23] 2020 ✓ ✓ × × ×
[24] 2020 ✓ ✓ × × ×
[25] 2021 ✓ ✓ × × ×
[26] 2022 ✓ ✓ × × ×
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management platform (CMP), which is responsible for con-
text processing and its provision to context consumers.

4. Power Awareness

Power awareness is the ability of a computer system to pro-
vide the same service albeit reduced performance while con-
serving power. An efficient system might not be a power-
aware system as the efficiency parameters would not con-
sider power conservation. Power awareness can also be
viewed as a metric for cost of context (CoC) in an IoE envi-
ronment [30]. The CoC is based on quality of context (QoC)
which provides quality parameters to each contextual infor-
mation. Power consumption can be considered as a cost
parameter that could be used for triggering context process-
ing. Power awareness is a combination of two closely linked
concepts discussed below:

4.1. Power Consumption and Profiling. Power consumption
is the energy consumption by a computation machine to
provide a service. The energy is in the form of electrical
power distributed through AC mains or DC batteries. A
battery-based system needs to be charged regularly while
a mains-based system is dependent on the supply of elec-
trical current. Smart handheld devices are mostly battery

operated and use lithium-ion (Li-ion) as the implementa-
tion technology [31, 32].

The energy capacity of a battery is represented in watt-
hours (Wh) while the operating voltage is 3.8V. Another
method is to use milliampere-hour (mAh) to represent the
energy stored in the battery. It is interesting to note that a
discharging battery would also lose voltage though for most
of the operation it remains above 3.5V.

The total consumption measured over a period is termed
power profiling. The profile can be measured as a simulation
as well as in real-time measurement [33]. Power profiling is
mostly measured at the device or the OS level but can be
fine-grained at the application level. Specialized hardware
installed on the chip allows fine-grained measurement; how-
ever, the mundane device can use battery drain measures
over a period to identify power consumed.

As the first step in power awareness, the power profile
needs to be measured over a period [34, 35]. This allows
the identification of the power consumption characteristics
of a device or an application [36, 37]. Within a smart
device, the power is consumed in the communication, stor-
age, and computation phases of a context-aware applica-
tion. Depending on the environment and the application
focus, the profiles can be different. However, a general pro-
file can be formed which can be fine-tuned over time.

Health monitoring devices Laptop

POD

Fit-Bit device
Smart phone

Smart personal space 1
Smart personal space 2

Smart personal space N

Smart environment

Remote data services

Remote web services

...

Tablet

Figure 1: A smartphone in an IoE environment.
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4.2. Power Conservation. The final step in power awareness
is power conservation. Power conservation is the ability of
a system or application to provide the same service while
conserving power. Power conservation is a nonfunctional
requirement like time and space efficiency. Greener systems
are power efficient in addition to time and space efficiency.
Consider a case of a supercomputer that is time and space-
efficient and consumes power of the order of megawatts
(MW). Such computation does not conserve power and
increases the carbon footprint as a byproduct.

A system that can measure the power profile and predict
battery life needs to provide conservation to increase battery
life while providing the same service. Researchers have pro-
posed many techniques that are presented in the next sec-
tion. The means to measure conservation also needs to be
established to ascertain the effectiveness of a power conser-
vation technique.

5. Power and Energy Measurement

Power and energy have been used interchangeably in the lit-
erature. Power is the product of voltage and current, mea-
sured in watts while energy is the capacity of doing work
measured in Joules. Energy can also be measured in watt-
hours, by multiplying power with elapsed time. Since it is
easier to measure power using a multimeter, and through

power profiling apps, this work considers power in watts
and energy in watt-hours. Equation (1) gives the power
equation with power (P) measured in watts (W) as a product
of voltage (V) and current (I).

P =V × A: ð1Þ

Equation (2) represents the electrical energy (E) mea-
sured in watt-hours (Wh) as a product of power (P) and
time (t).

E = P × t: ð2Þ

A watt in terms of energy is when the energy of a Joule
(J) passes through an electrical device for a second. Watts
can then be measured in Joules per second (J/s). Energy
potential is measured in Joules by replacing P with J/s in
equation (2). A variation of electrical energy can be repre-
sented by combining Ohm’s Law in Equation (2). Equation
(3) shows the dissipated electrical energy as a product of
the square of the current (I), time (t), and resistance (R).
This is also measured in Wh.

E = I2 × R × t: ð3Þ

Table 2: Description of tasks in the BPMN model of PowerIpsum.

Task Actor Description

Poll sensors and record timestamp,
current, and battery level.

Smart device

This task records the current timestamp and polls the sensor embedded
on the device. For the missing sensors, a null value or zero value is

recorded. Furthermore, the average current, voltage,
and battery level are also recorded.

Access weather service
The weather service is accessed using latitude and longitude

provided by the GPS sensor.

Receive weather data
The weather information is received and appended to the recorded

sensor data. This includes the current weather report.

Access map service
The location service is accessed using latitude and

longitude provided by the GPS sensor.

Receive map data
The location information is received and appended to the recorded

contextual information. This includes the current location.

Record timestamp, current,
and battery level

The timestamp is recorded again so that elapsed time can be measured.
The average current and battery level are again recorded. It has

been observed that for the latest smartphones and using newer batteries,
the battery level remains unchanged. Also, the average current
is the same because the elapsed time is a fraction of seconds.

Get user label
The user types in the activity label to complete the context record.
The record is then appended to the context file, which can be

shared through email, messaging, or file transfer for postprocessing.

Weather service OpenWeatherMap

This is a free and online web service that provides the current weather
report based on latitude and longitude. The weather report includes

weather outlook, temperature, precipitation chances forecast,
and other attributes. The service is accessed

using the HTTPS/GET method.

MAP service MAPQUEST

This is a free and online web service that provides location information
based on latitude and longitude. The information includes nearby places as well

as location tags including street name, locality, and city. This service
is accessed using the HTTPS/GET method.
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6. Power Profiling and Optimization

Power profiling refers to the measurement of power con-
sumption over time. Power profiling is a useful tool to mon-
itor the battery usage of mobile devices. All modern OS
support power profiling at the OS level and rank power-
draining applications [38]. A human can then tweak applica-
tions based on their power profile. Profilers measure the cur-
rent draw over time and share their results in the form of
plots. Jofri et al. have surveyed profiler applications for
smartphones [39].

Tsao et al. have modeled the power consumption of I/
O operations by implementing a power profiling [40]. This
system monitors I/O operations on communication mod-
ules and touch screens. Sathyamoorthy et al. have focused
on the power profiling of data communication by smart-
phones in a smart environment [41]. Both authors have
reported that the communication modules consume more
power, especially in noisy networks. Bolla et al. and Celen-
lioglu et al. have surveyed power consumption in net-
works, independently [42, 43]. Brienza et al. carried out
power consumption of file-sharing P2P networks [44].
The major power consumer is the communication module.
Ismail et al. point out that multimedia applications and
screens consume a high amount of power [45]. This can
be adjusted based on battery drain. Asnani et al. have rec-
ommended that contrast enhancement can reduce power
consumption by OLED-based screens [46]. Vasile et al.
have reported that the front-end applications consume

more power when compared with back-end components
and external web services that are invoked by the back-
end components [47]. The authors have profiled power
consumption in Windows phones.

Power is a constraint for battery-operated devices. Con-
temporary technology has paved the way for reducing the
size and weight of smart devices. However, power con-
sumption remains a pressing issue in the design and devel-
opment of smart devices. Both hardware and software need
to be optimized for power consumption [48]. While
energy-efficient hardware has been designed, there is a need
to address power constraints in algorithm design and soft-
ware development [49]. The optimization of software appli-
cations for power usage is a requirement for green
computing [50, 51].

Duan et al. have outlined a power estimation model across
three layers. These include the hardware layer, the OS layer,
and the application that is in the running state [52].

Chang et al. have proposed residual power as the unit of
forecast and optimization. Residual power gives the esti-
mated battery life of smartphones and power banks [53].
Lee et al. have profiled the power consumption of context-
aware applications [54]. The authors report power is con-
sumed in two stages. First, when the context is gathered
through the sensor and then when it is processed. Context
processing is more power-intensive based on the algorithm
used to classify context. Rault et al. point out that the contin-
uous sampling of real-time sensor data drains the battery
quickly [55].
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Abkenar et al. have proposed a power measurement
method during group activity recognition. This is carried
out by measuring the current draw of a smartphone from
the battery [56]. Bernal et al. have outlined energy consump-
tion reduction strategies based on power profiling [57].
These strategies can potentially optimize battery life in
context-aware applications. Similar techniques can be uti-
lized for BEV [58].

Power profiling can be used to optimize device behav-
ior and conserve power. Devices can reduce screen inten-
sity, turn off Wi-Fi/5G/4G modules, and shift to power-
saving modes as required. Devices can also inform the
users on which applications are consuming more power
and can be suspended based on users’ input. The optimi-
zation is carried out at the device and OS level and has lit-
tle adaptability. This scheme lacks application-level power
conservation. The measurement of power consumption is
the basis of power profiling [33].

6.1. Model-Based Profiling. In model-based profiling, soft-
ware models are used to measure power consumption. This
method is useful at design times where the power consider-
ations can be incorporated at the device or OS level. Appli-
cation development can also utilize this method to improve
the development constraints.

An implication of model-based profiling is the compari-
son of different algorithm approaches based on their power

profiling, like time and space complexity. An algorithm that
consumes less power and produces acceptable results is
greener. A greener algorithm can be selected for develop-
ment by engineers to reduce power consumption.

6.2. Real-Time Measurement-Based Profiling. In contrast to
model-based power profiling, real-time measurement-based
profiling, measure power consumption in real-time. This
method has the added advantage of live measurements and
can be used by the OS to identify applications that consume
less power. González-Pérez et al. have listed guidelines for
reliable measurements using Android-based devices [59].

UPower is used in Linux distributions to measure power
consumption, voltage level, energy, and battery level [60].
The battery manager extension is provided for use on
Android devices [61]. Battery manager extension provides
voltage, current, health, temperature, and level information.
Both these mechanisms are software-based. This method
requires may require hardware support to accurately mea-
sure the power consumption. Datta et al. have developed
an application that monitors the power consumption of
smartphones and logs the usage patterns [62, 63].

The hardware-based measurement uses Summit SMB347
or Maxim MAX17050 for Nexus devices. An external power
monitor can also be attached to a Nexus device for real-time
profiling [64]. Mukherjee and Chantam have developed a
device-level mechanism to measure the total power

STEP # pseudocode
1 int numberOfAttributes; //total number of attributes
2 double sensorData[numberOfAttributes]; //array for sensor data
3 URL weatherURL;
4 URL mapURL;
5 file contextFile;
6 procedure init() {
7 mapURL=new URL(“https://developer.mapquest.com/);
8 weatherURL=new URL(“https://api.openweathermap.org”);
9 contextFile = new file(“contextualData.Txt”);
10 }
11 procedure powerIpsum (){
12 double timestampBefore = getCLK();
13 double avgCurrentBefore = getAverageCurrent();
14 double batteryLevelBefore = getBatteryLevel();
15 for (int i =0; i< numberOfAttributes; i++) {
16 sensorData[i] = attributeValue; //value of attribute
17 }
18 HttpURLConnection con1 =weatherURL.openConnection();
19 string weatherRep = con1.setRequestMethod(“GET”, lat, long);
20 HttpURLConnection con2 =mapURL.openConnection();
21 string mapRep = con2.setRequestMethod(“GET”, lat, long);
22 double timestampAfter = getCLK();
23 double avgCurrentAfter = getAverageCurrent();
24 double batteryLevelAfter = getBatteryLevel();
25 string activityLabel = inputUserLabel(); //user types data
26 contextFile.Append(timestampBefore, avgCurrentbefore, batterylevelbefore, sensordata[], weatherRep, mapRep, timestamp-
After, avgCurrentafter, batteryLevelafter, activityLabel, “endLine”);
27 }

Pseudocode 1: Pseudocode of PowerIpsum process.
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consumption of a Nexus 6 smartphone [65]. Hardware-based
approaches are expensive and not available in mundane and
widely distributed devices. Tsao et al. focused on I/O opera-
tions in mobile devices and profiled power consumption dur-
ing these operations [40]. In contrast, a software-based
mechanism approximates power consumption and is easily
available in mundane devices [66].

Schwartz et al. have proposed the use of floating-point
operations (FPO) as the measurement method for power con-
sumption [67]. This mechanism is expensive and requires
fine-tuned measurements.

7. Gathering Contextual Data and
Power Information

The context data is first gathered from the sensor services
present in the environment. The data is acquired by acces-
sing the internal sensors as well as remote sensor services.
For example, a smartphone can use the internal pedome-
ter, gyroscope, accelerometer, light sensor, etc., as internal
sensors while it could access a weather service over the
cloud as a remote sensor service. Traditionally, the context
congregator module or the context aggregator module of a
context-aware system gathers and stores the contextual
data [14]. The contextual data can be stored using RDF,
XML, and OWL and can be organized in many ways

[13]. There is no context processing at this level. Context
processing classifies the activity of the contextual data
and history of context using a machine learning algorithm
[12, 15]. The first step is to gather data and store it on a
device. The user should supply the context label, to aid in
classification. The context label of context is the user’s
label assigned to the context. The label could be on a
macro level or micro level, e.g., “Driving” is the context
label at the macro level, while “Driving to Carrefour to
Buy Groceries” is a label at the microlevel.

7.1. An Example Case. An example case of using PowerIp-
sum is the data collection of mundane and daily tasks per-
formed by a user. The device captures the sensor data
through the sensors embedded in the users’ smartphones.
This information can be used to access remote services.
For example, GPS data is used to get weather and location
information through two web services. In addition to con-
textual data through the sensors, the device also records
the elapsed time, average voltage, and average power. For
example, a user when going to work uses the app to record
the contextual information. The sensor data is recorded,
and the remote services are accessed through 4G connectiv-
ity. The power consumption is dependent on the signal
strength of the network. Remote services are also accessible
through Wi-Fi; however, more power is consumed in
retransmissions due to low signal strength or noisy channels.
The power is calculated in a postprocessing fashion.

7.2. Context Gathering App: “PowerIpsum.” To gather con-
textual data, the authors of this paper have developed an
application for Android platforms using MIT App Inven-
tor. MIT App Inventor provides a quick way of developing
Android applications and provides a visual component-
based interface. A developer needs to drag and drop com-
ponents and develop their logic around the components.
MIT App Inventor has reduced development time, is suit-
able for use by all ages, and is free to use. The developed
application is called as PowerIpsum and is available for
download on GitHub under GNU GPL v3.0 License for
public use [68]. MIT App Inventor provides a wide array
of sensors that may be installed on Android phones. These
include clock, gyroscope, accelerometer, ambient light sen-
sor, proximity sensor, GPS, temperature, battery info, ori-
entation, and magnetometer. The testbed is Samsung
A03s. Google Nexus 6, Samsung A51, and Samsung S20
are used for application testing purposes, and limited data
is collected from these devices. All phones run Android
OS. Google Nexus 6 has a built-in power management
chip installed that facilitates real-time power measurement,
while Samsung A03s, and A51, approximate the power
usage using software tools. The data from some of the sen-
sors is raw and needs to be deduced using an online web
service to make it meaningful. For example, the GPS sen-
sor returns GPS coordinates in the form of the latitude
and longitude of the device. This GPS data can be used
to access a weather service and a map service to get the
weather information and address information simulta-
neously. OpenWeather and MapQuest are used as web

Figure 3: PowerIpsum application.
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services since both are free for use [69, 70]. Table 2
describes the tasks, shown as a rounded rectangle, of the
BPMN model of PowerIpsum. Pseudocode 1 shows the
pseudocode of the PowerIpsum process. Since each sensor
provides multiple attribute-value pairs, there could be
more attributes than the total number of sensors embed-
ded in a smart device. If the number of attributes is n,
then, the time complexity of the pseudo code given in

Table 2 is OðnÞ. This shows that the data gathering pro-
cess has a linear time complexity.

The design is presented using business process model
and notation (BPMN 2.0) in Figure 2. BPMN is a standard
used to design a business model of interacting services. Since
PowerIpsum is envisaged as a service that uses other ser-
vices, a BPMN is suitable for design. Figure 2 shows that
there are three interacting entities or services. The smart

Table 3: Description of sensor data attributes.

Sensor Attribute Value type Description

CLK Timestamp Long

This timestamp is a label to record the time at the start of the
process. This timestamp is a long number depicting a nanosecond.

The timestamp is also recorded after the processing has been completed
and the elapsed time is measured in picoseconds, postprocessing.

Orientation sensor

Azimuth +ve double It is used to measure the azimuth for the orientation of the device.

Pitch Double It is used to measure the pitch for orientation of the device.

Roll Double It is used to measure the roll for orientation of the device.

Accelerometer

X acceleration Double It measures the acceleration along the x-axis.

Y acceleration Double It measures the acceleration along the y-axis.

Z acceleration Double It measures the acceleration along the z-axis.

Ambiance Lux
+ve

integer
It measures the ambient illuminance in lux.

Gyroscope

X angular
velocity

Double It measures the angular velocity of the device’s rotation along the x-axis.

Y angular
velocity

Double It measures the angular velocity of the device’s rotation along the y-axis.

Z angular velocity Double It measures the angular velocity of the device’s rotation along the z-axis.

Location sensor

Latitude +ve double Gives the latitude of the device.

Longitude +ve double Gives the longitude of the device.

Altitude
+ve

integer
Gives the altitude of the device.

Magnetometer

X strength Double Gives the magnetic field strength along the x-axis.

Y strength Double Gives the magnetic field strength along the y-axis.

Z strength Double Gives the magnetic field strength along the z-axis.

Absolute strength Double Gives the absolute strength of the magnetic field.

Battery extension

Health String The health status of the battery.

Level
+ve

integer
Gives the battery level as a percentage of total capacity.

The before and after battery level is recorded.

Temperature Integer Gives the temperature in Celsius.

Voltage
+ve

integer
Gives the voltage in millivolts (mV).

Status String Gives the status, i.e., charging or discharging.

Technology String The technology of the battery, e.g., lithium-ion, or nickel cadmium.

Current draw Integer
Measures the current draw in milliAmperes (mA). The current draw

is negative when the device is discharging. This is recorded
for both before and after processing.

Hygrometer Humidity Integer Measures the humidity in the environment.

Near field communication
sensor

Distance
+ve

integer
Measures the near field distance of a compatible device.

Weather web service Weather String
Gives the outlook of the weather. The location is the latitude

and longitude measured using a location sensor.

Location web service Address String
Gives the address of the location. The location is the latitude

and longitude measured using a location sensor.
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device is the user’s device and interacts with two web ser-
vices. At the start, the timestamp and battery information
are taken and then the internal sensors are polled. After that,
the web services are called sequentially via message passing
using the HTTP GET method. MIT App Inventor is a sin-
gle-threaded, sequential app development system. There
are no threads and no concurrent execution. The application
developed is executed sequentially, as a constraint. The
response by the services and the sensor data is stored as a
record temporarily, as an intermediate event. The user then
inputs the label in the application, and the record is stored in
a comma-separated value (CSV) file. The process then com-
pletes. The saved file can also be shared via social applica-
tions. This aids in data collection purposes.

Figure 3 shows the front end of the PowerIpsum applica-
tion. The sensor data is arranged in a grid and shown in a
row for each sensor. The columns correspond to data values.
This is shown to confirm that data is read by the sensors.
Once the user types the activity name and presses append
context in file, the sensor data is read and appended to a text
file. The file can then be shared using social applications by
the user. A user can exit the application by pressing the exit
button. The application can run in the background with the
measurements taken and stored only when the append con-
text in file button is pressed. Depending on the sensor avail-
ability, the data is flushed on the application as well as
appended to the file. However, it is not easy to confirm
whether the data appended in the file is the same as the
one flushed on the screen, as some sensors are sensitive
and keep on reading data constantly. The timestamps and
battery information are recorded when the user presses
append context in file. This button gathers and stores con-
text as well as a timestamp, battery information, and average
current. Battery information includes battery level and volt-
age. Voltage and average current draw can be used to mea-
sure power as shown in equation (1). Timestamps can be
used to find elapsed time and energy can be measured using
power and elapsed time as shown in equation (2).

7.3. Data Fields of Contextual Data Set. The data fields or
attributes of contextual data include the complete data pro-
vided by sensors, APIs, and web services that are accessed
by the PowerIpsum application. Table 3 describes the attri-
butes of the contextual data set and the sensors associated

with it. The absence of a sensor on a smartphone shows a
null value or 0 in the data record.

The postprocessing computations are carried out using
both equations (1) and (2). Time elapsed is measured by
subtracting the timestamps. The recorded data is exported
to a spreadsheet using MS Excel. The postprocessing of
the data set is performed using MS Excel and on a desk-
top. The time and power used for processing are not con-
sidered as this paper is concerned with the time and
power consumed in data sensing and storing. The compu-
tations required are the time elapsed, power, and energy
consumed. Among the targets is the correlation between
time elapsed and power conservation. It is interesting to
note that time elapsed and power consumption are both
random variables that occur with an underlying and
undiscovered probability distribution in a context-aware
world. Similarly, the context label is also a random vari-
able assigned by a user to a context.

7.4. Using Monte Carlo Method on Contextual Data. The
data collection of sensor data for context purposes is a tire-
some and time-consuming process. It also depends on the
availability of test subjects who would wholeheartedly partic-
ipate in the project. The privacy concerns of users become a
hindrance in data collection. Furthermore, noise can also
distort the data and lead to an incorrect conclusion. Since
the variables of interest are random variables, an obvious
question is what would be the correlation among them? Fur-
thermore, can the power consumption be predicted, based
on the time elapsed, with a degree of probability? In the
absence of abundant and noise-free data, and a requirement
to forecast the outcome, Monte Carlo method can be utilized
on the gathered contextual data [71, 72]. The mean and
standard deviation of time elapsed, power consumption,
and energy computation are taken, and Monte Carlo
Method is run to 500 and more instances.

8. Results and Discussion

The sensor data collection is an ongoing task. It is envis-
aged that the data would be gathered by willing subjects
for over a year. Given that a subject provides 10 instances
per day, this would collect 3500+ records in a year. An
increase of subjects would simply increase the dataset.
The collected data set has been uploaded on our institute
web page and is regularly updated. Each record is checked
for missing attributes, duplication, or null values, and all
such records are discarded. Currently, the data set has
records of a willing person who uses Samsung A03s for
data collection. The same person has used multiple smart-
phones for testing and evaluation purposes; however, only
one is used for extended data collection.

Monte Carlo method is selected for forecasting and
modeling the behavior of stochastic processes. Monte Carlo
method is widely used, is reliable, and computationally inex-
pensive [73]. It is also suitable when there is limited empir-
ical data [74]. The collected data set is subject to Monte
Carlo method to forecast time elapsed and power consumed.
Mean, standard deviation, mode, max, and min after

Table 4: Statistics of Monte Carlo method on time elapsed and
power consumed on different smart phones.

A03s A51 S20
Time
(psec)

P
(μW)

Time
(psec)

P
(μW)

Time
(psec)

P
(μW)

Average 11.84 30.09 6.79 2.97 6.5 1.57

Median 12 30 7 3 6.5 2

Mode 11 27 7 3 7 2

Max 26 55 12 6 10 3

Min 0 12 3 0 4 1

Std dev 4.83 6.58 1.41 0.95 0.91 0.5
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executing Monte Carlo method are recorded as well. The
Monte Carlo method can produce negative numbers which
are illogical in this case as time elapsed and power consump-
tion are positive numbers. Absolute value is used to control
illogical cases. Table 4 shows some statistics performed on
running Monte Carlo method for time elapsed and power

consumed, using 200+ records on Samsung A03s, and 20+
records on A51 and S20.

Figure 4 shows the plot of time elapsed and power con-
sumed after running Monte Carlo method on data collected
using A03s. Figure 5 shows the plot of time elapsed and
power consumed after running Monte Carlo method on data
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Figure 4: Plot of time elapsed and power consumed using Monte Carlo method using Samsung A03s.
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collected using A51. While the data collection is less, the
Monte Carlo method is executed 500 times in both cases.

The results show that while the time elapsed is similar,
the power consumption is different for different data sets.
This is because of the smartphone being used and the activ-
ities performed. The smartphones being used are of varying
performance, which is evident in the power consumption.
The power consumption is the average current draw from
a smartphone. Since the gathering is performed for fraction
of seconds, power as a measure is suitable. Figure 6 com-
pares the time elapsed and power consumed for all three
smartphones. It is interesting to note that the expensive
and efficient phones took less amount of time and consumed
less power. However, the smartphone that has lesser sensors
and weaker performance took more time and consumed
more power. One of the reasons is the underlying architec-
ture and mobile usage. The data used in Figure 6 is derived
from Table 2.

9. Conclusion

There is no information on power or battery usage in the
datasets accessible on the UCI Machine Learning Repository
or Google Research. Furthermore, the datasets that are used
for context awareness are composed of sensor-based data
and associated high-level activity. This research aims to col-
lect contextual data as well as power information to help in
the creation of a power-conserving context-aware system.
The research domain is limited to users’ mundane activities
performed with a smartphone in an IoE setting. The authors
used MIT App Inventor to create PowerIpsum, an Android
application that captures sensor data as well as battery infor-
mation including current and voltages. After that, a user tags
the records with activity labels. The dataset is then inspected,
compiled, and regularly updated. Monte Carlo method is
used on the dataset to determine the correlation between
time elapsed and power consumption when contextual data
is gathered and stored. The results show that on average the
power consumption is higher for older devices while the
time elapsed is almost the same. Future work will entail
increasing the dataset size and employing various machine
learning algorithms for context awareness.
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In order to effectively solve the problem of traditional environmental monitoring system due to high sensor cost, difficult
deployment, and high maintenance cost, the node design and implementation of a wireless sensor network-based
environmental monitoring system are proposed. Simulation experiments show that the time-consuming running time is
14.210361 s. After adding the action force of the grid point on the node, the running time is 11.257740 s, and the operation
efficiency of the algorithm is significantly improved. The improved virtual force algorithm optimization improved node
coverage by 5.2%.The system is easy to deploy, reduces the development and maintenance cost, and can obtain data or
monitor through wireless communication. It is convenient to use and maintain.

1. Introduction

To create a content instrumentation and network monitor-
ing system and to provide users with remote indoor environ-
ment monitoring information services, modern science and
technology involves various fields, and the interdisciplinary
intersection between various fields constructs new technolo-
gies. WSN is a perfect combination of sensor technology,
embedded system, wireless communication technology,
and other fields, which can maximize human vision and help
people monitor the changes of external things [1]. WSN has
the ability of self-organization and long-distance communi-
cation and is widely used in all walks of life [2–5]. The tradi-
tional environment detection system has certain limitations.
It needs to initialize the sensor network and can only under-
stand the environmental changes through local accuracy. In
addition, the monitoring range of wired sensor network is
small, there is a monitoring blind area, and the fault-tolerant
performance of the network system is also poor [6, 7].

The main categories include RF technology, infrared
technology, and Bluetooth technology, which have been
common in mobile phones and other devices in the past

decade. These technologies have different characteristics
and different costs. The acquisition node in wireless sensor
network is one of the most basic elements of the network.
It is used to collect, preprocess, store, and transmit the data
in the covered area in a multihop manner. Various types of
sensors can be installed on the acquisition node, and the soil
temperature, soil humidity, noise, light intensity pressure, air
humidity, air temperature, and many other material phe-
nomena of interest to us [8, 9]. At the same time, it must
have the characteristics of simple, easy to use, reliable work,
and low price, and Zigbee advantage lies in the interconnec-
tion between equipment in a certain environment and low
power consumption; obvious advantages is shown in
Figure 1. Wireless sensor network has several remarkable
features: first is the high node density, a wide range of distri-
bution. Due to the large number of sensor nodes, the main-
tenance of the wireless sensor network is more difficult than
the traditional wireless network, and the software and hard-
ware of the sensor network must be high robustness and
fault tolerance: second is the strong network dynamic. Since
the nodes in the network are randomly distributed, the three
elements of sensor, perception object, and observer may be
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mobile, and often new nodes join or existing nodes fail,
resulting in the sensor network is very dynamic: third is that
the node energy is limited. Sensor nodes are mostly distrib-
uted in sparsely populated areas and harsh environment,
making the energy problem, so sensor nodes are mostly
microembedded devices, whose processing capacity, storage
capacity, communication bandwidth, and carrying energy
are very limited: fourth is low cost. Sensor nodes should be
cheap, because a large sensor network often consists of hun-
dreds of sensor nodes, so each node should be low cost, low
price: fifth is wireless transmission. Sensor nodes transmit
data wirelessly: sixth is node self-organization. Wireless sen-
sor network system is mostly distributed in areas where peo-
ple cannot or cannot reach, and the deployment of nodes is
implemented in a random manner. This requires the com-
munication protocol of the wireless sensor network system
to complete the automatic network: the seventh, multijump.
A sensor node may not have direct access to the base station,
so the data should be transmitted to the base station in a
multihop manner. In WSN, the deployment of nodes is usu-
ally random. WSN with random layout has some problems,
such as low node utilization and small network coverage.
Due to the consistency between the virtual force algorithm
(VFA) and the network coverage problem, the algorithm is
widely used in WSN [10, 11].

Sensor nodes are often a miniature-embedded system
that have weak processing, storage, and communication
power due to volume, price, and power supply, usually
exchanging data only with neighbor nodes within the white
body communication range, powered by carrying batteries
with limited energy. To access nodes outside the communi-
cation range, you must use multihop routes. In order to
ensure that the collected data information can be multiple
jumped to the converged nodes, the distribution of the nodes
should be quite dense. In terms of network function, each
sensor node has the dual function of information collection
and routing. In addition to local information collection
and data processing, they should also store, manage, and
integrate the data forwarded by other nodes, while cooperat-
ing with other nodes to complete some specific tasks. Con-
vergent nodes usually have strong processing capacity,

storage capacity, and communication capabilities. They can
be either a sensor node with enhanced function, sufficient
energy supply and memory and computing resources, or a
special gateway device without a monitoring function and
only a wireless communication interface. The convergence
nodes connect the sensor network with the external net-
works such as the Internet to realize the communication
protocol transformation of the two networks, send the
detection tasks of the management nodes, and forward
the collected data to the external network. Compared to
traditional single-sensor devices, the sensor network can
change the control objectives and monitoring content to
suit the researcher’s interests. Users can send instructions
to the sinking node via the Internet, and the sinking node
is very flexible as it can change the function of the node in
the network by providing these instructions to the sensor
network. The receiving node is responsible for collecting
all the collected data, sending it to the Internet, and stor-
ing the collected data in the sensor database. The database
provides remote data services and allows users to connect
to the Internet and view data.

2. Literature Review

Microsensor technology and the wireless communication
capability of node inquiry give broad application prospects
for the wireless sensor network. Not having the application
fields of wire sensor network include military investigation,
environmental monitoring, medical treatment, and building
monitoring. With the continuous development and improve-
ment of sensor technology, wireless communication technol-
ogy, and computer technology, various sensor networks will
be spread at all levels of life, especially in areas such as environ-
mental monitoring. Modern environmental control systems
usually adopt a line control system. There are two defects in
such systems: on the one hand, the wiring control system is
highly dependent on the line, and the layout of the system will
affect the wiring. On the other hand, in the wired way, the
node distribution is fixed; the distribution density is not high;
and when some nodes fail, it will lose the local control func-
tion. This article collects ambient temperature and humidity

Sansor node 1 Database server

User 1 User 2

Sansor node 2 Sink node Internet

Sansor node n

...

Figure 1: Wireless sensor network system architecture.
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information using a wireless sensor network and transmits
this information to the monitoring center in a timely manner.
The use of wireless sensor networks compared to traditional
monitoring methods has three important advantages: (1)
The number of sensor network nodes is high, the distribution
density is high, and each node can monitor the details of the
local environment. To the information center, therefore, the
sensor networks are characterized by high data collection
and high accuracy. (2) Because the size of the sensor node is
small and the entire network needs to be deployed only once,
the deployment of the sensor network has little human impact
on the controlled environment. (3) Wireless sensors have the
ability to monitor, self-calculate, and store in more complex
ways. The sensor may not be desired to connect to physical
changes, monitoring, or control. The order is being executed.
This topic aims to help protect forests and disrupt traditional
methods of environmental monitoring. Environmental moni-
toring aims to take advantage of a stationary sensor network to
provide environmental monitoring information [12]. Moha-
patra, H. and others used different filtering methods for differ-
ent scenes. The data processing of temperature, humidity, and
light intensity sensors adopts the amplitude limiting average
filtering method, and the data processing of particle concen-
tration sensors with large sampling variation adopts the
first-order lag average filtering method [13]. Li, P. and others
proposed correlation based data coding mode, distributed
algorithm for determining node location in wireless sensor
networks and method for reconstructing sensor node loca-
tion, and developed an operating system based on wireless
sensor networks [14]. Li, J. and others developed a wireless
sensor network simulation system to study the problems in
wireless sensor networks [15]. Y Jia. and others studied
methods and technologies for ultralow power wireless sensor
networks. According to the particularity of wireless sensor
network communication protocols, new routing protocols
based on negotiation protocols, directional release protocols,
energy sensitive protocols, multipath protocols, and propaga-
tion routing protocols are proposed [16]. Watt, A. J. and
others believe that wireless sensor network system can also
play a great role in traffic. Through various sensors on the
node, vehicle speed and traffic flow can be monitored, provid-
ing strong support for traffic management departments to
better manage urban traffic [17]. Rahman, G. and others con-
ducted data fusion processing on the collected data, and the
reliability has been enhanced, but the fusion algorithm is
complex, and the real-time performance is not strong [18].
Sharma, H. and others improved wireless sensor network
routing protocol algorithm and reduced node power con-
sumption [19]. Li, K. and others established a wireless sensor
network test group, specializing in the research on the hard-
ware implementation of wireless sensor networks [20]. Ran-
jan, A. and others believe that the wireless sensor network
system can also be used for forest environmental monitoring
and fire alarm. The nodes are randomly densely distributed in
the forest and regularly report environmental data under nor-
mal conditions. In case of fire, the nodes will transmit the
specific address of the fire source, fire size, and other informa-
tion to relevant departments in a very short time through
cooperation [21, 22].

Based on this research, we propose a node design and
implementation of an environmental monitoring system
for a wireless sensor network based on artificial intelligence.
The WSN environmental monitoring system based on
ZigBee can be well applied in various environmental moni-
toring fields such as clean plant and is an effective solution.
The traditional environment detection system has certain
limitations. It needs to initialize the sensor network and
can only understand the environmental changes through
local accuracy.

3. Research Methods

3.1. Sensor Node Design. First, wireless sensor node is the
way and means to realize the connection of things. Internet
of Things is the extension of wireless sensor node to the con-
nection of things in the real world, which is an important
basis and component of the realization of this technology.
Second, data exchange and transmission are carried out
between any objects with the function of signal exchange.
The range of network and goods involved is extensive. The
Internet of Things is not only a network but also a product
of the in-depth development of wireless sensor nodes. It is
a brand new innovation in the application of wireless sensor
nodes. All kinds of terminals create brand new forms of use
and bring more industrial revolution with better operation
experience to users.

3.1.1. Design Principles of Sensor Nodes. The device driver is
the interface between the operating system kernel and the
machine hardware. It protects the software hardware details.
In general, Linux device drivers must perform the following
functions: start and remove the device, and transfer data
from the kernel. Read data from hardware and hardware;
read the data sent by the application to the device file; and
return the requested data to the application; check. Measure
and resolve errors during equipment operation. Networking
is a necessary module for many embedded systems, and
Ethernet is a high-speed, open, wide-ranging communication
interface that plays an important role in the development,
debugging, and use of installed systems. An important role is
that in order to enable the designed wireless sensor node to
form a wireless sensor network with long service life, stability,
reliability and superior performance, the node design must
consider the following aspects:

(1) Miniaturization. Miniaturization is the ultimate goal
of sensor networks. Only when the size of the node
itself is small enough can it ensure that it will not
affect the target system environment or the impact
can be ignored. In addition, in some special occa-
sions, it is even required that the target system can
be small enough to be imperceptible

(2) Low-power consumption. Due to the particularity of
wireless sensor network application environment, it
is difficult to replace the power supply, and the
requirements for node power consumption are very
strict. During normal operation, the power con-
sumption of wireless transceiver is the main part of

3Wireless Communications and Mobile Computing
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node power consumption, so advanced algorithms
and protocols must be adopted as far as possible to
shorten the duration of wireless transceiver working
state

(3) High stability. In order to meet the requirements of
service life in applications, each node must have high
stability. The method of modular system design can
reduce the mutual interference of circuits and
improve the stability of nodes. To coexist with other
wireless systems, wireless sensor network nodes
must also be able to adapt to external interference.
The method to improve the anti-interference perfor-
mance of nodes is to use multichannel wireless trans-
ceiver. This wireless transceiver can make the system
work in multiple frequency bands to avoid mutual
interference of multiple wireless systems due to shar-
ing a certain frequency [23, 24].

(4) Rapid development of market economy and the
development strategy of “Internet +” also for the
new period of production start-up provide a good
platform and make the informatization, digitaliza-
tion, and intelligence, and the network is gradually
applied to all walks of life of entrepreneurship devel-
opment; for all kinds of production environment to
implement intelligent real-time monitoring, low
cost, and easy operation, business can effectively
improve production quality and efficiency. With
open market space, this is the subject to adapt to
market demand, according to the development of
the starting point

3.1.2. Design Concept of Wireless Sensor Node. The chip inte-
grates a radio frequency transmitter and controller to pro-
vide high-performance, complex functions.

This kind of communication control is only applicable to
power systems, as long as there are wires, data can be trans-
mitted, so this kind of transmission technology is already
widely used. The pin description is shown in Table 1.

3.1.3. Calculation of Humidity. The sensor developed from
the energy gap material PTAT (proportional to absolute
temperature) has excellent linearity, which can be used as
follows:

Convert the digital output to the temperature value, as
shown in

T = d1 + d2 × SOT , ð1Þ

where d1 and d2 are specific coefficients, the value of d1 is
related to the working voltage of SHT10, and the value of
d2 is related to the resolution adopted by the internal A/D
converter of SHT10.

Since the digital output characteristic of relative humid-
ity is nonlinear, in order to compensate the nonlinearity of
humidity sensor, the humidity value can be corrected
according to the following formula, as shown in

AWlinear = T1 + T2 × COAW + T3 × CO2
AW, ð2Þ

where AW linear is the humidity value after linear compensa-
tion, sorh is the measured value of humidity, and T1, T2, T3
are the linear compensation coefficients.

The compensation formula is as follows:

AWtrue = D − 25ð Þ × d1 + d2 × CORHð Þ + AWlinear, ð3Þ

where AWtrue is the humidity value after linear compensa-
tion and temperature compensation, D is temperature, and
d1 and d2 are the compensation coefficients.

3.2. Overall System Scheme Design. In the indoor environ-
ment combined with simple equipment to achieve the
required environmental quality data collection function.
Figure 2 shows the overall block diagram of the system.

The improved VFA is used to optimize the node layout
and obtain high network coverage, which provides a refer-
ence for the placement position of practical engineering
application nodes. The gateway module transmits the data
to the external network and gives an early warning of the
equipment operation.

3.3. System Hardware Design

3.3.1. Sensor Module. According to the design specifications
of the clean workshop, the selected sensor model and its
parameters are shown in Table 2, taking volume and cost
into consideration.

Figure 3 shows a design flow chart of the hardware struc-
ture of the sensor module.

The sensor of digital output is directly connected with
STM32 microprocessor, and the sensor of analog output is
connected with STM32 microprocessor.

3.3.2. Zigbee Networking Module. Figure 4 shows the design
diagram of the hardware structure of the ZigBee network
module.

ZigBee networking module consists of CC2530 proces-
sor, antenna unit, and power module. Coordinator nodes
are connected to gateway modules through serial ports.

3.3.3. Hardware Design of Gateway Module. Figure 5 shows
the hardware design structure of the gateway module.

The gateway module includes STM32 microprocessor,
serial port, and esp8266 serial port toWiFi module. The mod-
ule is connected to the coordinator node through serial port.

3.4. Wireless Sensor Network Environmental Monitoring.
The ARM processor as the core of coordinated processing
and the measured data are recorded and the managed by

Table 1: Pin description.

Pin Name Notes

1 GND Land

2 DATA Serial data, bidirectional

3 SKC Serial clock, input

4 VDD Power supply 2.2~5.5V
5~8 NC The remaining pins are not connected

4 Wireless Communications and Mobile Computing
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database technology. Figure 6 shows the flow chart of the
environmental monitoring.

3.4.1. Sensor Module. Figure 7 shows the flow chart of the
design of the sensor module software.

Firstly, the temperature, humidity, dust concentration,
and air pressure in the environment are collected and cached
in a queue. To effectively remove the interference of various
factors on the collected data, the data were processed by a
combination of median filtering and sliding mean filtering
algorithm. The filtering algorithm flow is shown in Figure 8.

3.5. ZigBee Networking Module. Its application in life is very
common; there are a lot of assemblies in display equipment,
light sensing equipment, and food image acquisition
equipment.

3.6. Sensor Network Node Layout Optimization Algorithm

3.6.1. Traditional VFA. Due to the consistency between VFA
and node coverage technology, VFA is used to optimize the
node layout. The specific virtual force modeling is as follows:
set any two nodes si and sj, and the force of node si by node
sj meets the following force relationship, as shown in

Fij =

k1/di jα1, 0 < dij < rs ;
0, dij = rsordij > dth ;

k2/dα2ij , otherwise,

8
>><

>>:

ð4Þ

where k1 and k2 are gain coefficients; dij is the distance
between nodes si and sj; dth is the distance threshold
between nodes; and rs is the best distance between nodes.

Each sensor node will update the node position accord-
ing to the total resultant force. The update formula is shown
in

xnew =
xold, Fxy = 0 ;

xold +
Fx

Fxy
× dm × e

−1
Fxy , Fxy ≠ 0,

8
><

>:
ð5Þ

ynew =
yold, Fxy = 0 ;

yold +
Fx

Fxy
× dm × e

−1
Fxy , Fxy ≠ 0,

8
><

>:
ð6Þ

where dm is the maximum moving distance of the sensor
node; Fxy is the resultant force of the virtual force acting
on the node; and Fx and Fy are the x-axis and y-axis compo-
nents of Fxy.

3.6.2. Improvement of VFA. Traditional VFA only considers
the force between nodes. In order to reduce the time loss of
nodes in the process of location update, the force of grid
points on nodes is added, and its definition is shown in

Fgrid =
ωdig, r < dig < R

0, other

(

, ð7Þ

where ω is the gain coefficient; r is the perceived radius; R is
the communication radius; and dig is the distance between
the node and the grid point.

In the actual environmental monitoring process, nodes
will gather on the boundary, as shown in Figure 9.

Outer net

Networking module

Sensor module

Gateway part

Networking module Networking module Networking module

Sensor module Sensor module

Figure 2: Overall system block diagram.

Table 2: Model and parameters of sensor.

Sensor Model Measuring range

Temperature and humidity DHT10 0~40°C; 10%~85%~
Pressure BMP160 300~1000 hPa
PM2.5 DSL-02 0~999.9μg/g3
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element

CC2530 processor

Power-supply module 

Figure 4: Hardware structure design diagram of ZigBee networking module.

Digital transducer

Analog sensor Memorizer

Microprocessor

Processor

A/D

Gorge
line

Figure 3: Hardware structure design of sensor module.

Gorge line

 Power-supply module 

RF antennaWireless communication
module

STM32
microprocessor

Figure 5: Hardware structure design of gateway module.

Break the entrance

Protection of the site

Set communication parameters

Open send

Send data

Backing out

Figure 6: Environmental monitoring flow chart.
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DSL03 initialise

DMP180 initialization

Read the temperature data

Data cache

Read the temperature data

Data cache

Data cache

Read the pressure data

Data cache

Read the dust concentration
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Figure 7: Data acquisition software design.
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In this case, if the nodes move according to the above
rules, some nodes will be excluded from the boundary,
resulting in the weakening of node coverage of wireless sen-
sor networks.

Let the boundary of the region of interest also have a
constraint Fb on the node, so that the node will not be
“excluded” outside the region. The expression of the force
is shown in

Fb =
ϕdi
di

3 , di≥dbth

+∞,di < dbth,

8
><

>:
ð8Þ

where di is the distance from the sensor node i to the bound-
ary; ϕ is the gain coefficient; and dbth is the boundary dis-
tance threshold.

3.7. Gateway Module Software Design. The WiFi module
loads the smart cloud firmware, establishes corresponding
data points on the smart cloud platform, and realizes the
data interaction between the gateway module, smart cloud
server, and applications. Firstly, the gateway module receives
the data from the coordinator node through the serial port,
then gives an early warning on the operation of the clean
equipment, and finally sends the data to the WiFi module
through the serial port to the external network.

4. Result Discussion

4.1. System Practicability Test. Conduct a complete test on
the data sending and receiving in the environmental moni-
toring system, and the data receiving information is shown
in Table 3. The system can normally display the monitored
environmental parameter information, and can make a
judgment on the operation status of various components in
the fresh air and air conditioning system, which greatly saves
the consumption time of manual investigation, trouble-
shooting in a very short time, and making the normal oper-
ation of the equipment.

4.2. Effectiveness Test of Filtering Algorithm. The data detec-
tion module is related to the final embodiment of the
data collected by each sensor, storing the core data of
the environmental quality monitoring system as shown
in Figure 10.

The simulation test is carried out on matlabr2013b, and
the relevant parameters are set as follows: the monitoring
area of wireless sensor network is 800m×700m; the grid size
is set to 2m×2m; the number of sensor nodes is n = 36;
under the action of grid points, the sensing radius is r = 90
m; the maximum step is dth=2.5m; and under the action
of sensor nodes, the maximum step is dm=3.5m. When there
is no grid point force, the operation takes 14.210361 s. After
adding the force of grid points on nodes, the running time is
11.257740 s, and the operation efficiency of the algorithm is
significantly improved. The improved virtual force algo-
rithm improves the node coverage by 5.2%. As can be seen
from Figure 10, compared with the initial random distribu-
tion of nodes, the nodes are evenly distributed by using this
filtering algorithm, and the task of overall regional monitor-
ing is well completed.

Start

Raw data input

Is the queue full?

Order the data bubbling method within
the cohort

Two values for each of the beginning
and tail were removed

The remaining data were
deaveraged

Data output 

Figure 8: Software design of digital filtering algorithm.

Panel point

Figure 9: Case of a large number of boundary nodes.

Table 3: Android APP data receiving information.

Ambient temperature 25

Ambient humidity 47

PM2.5 40

Pressure 988

Air conditioning box Normal operation

Filter screen Normal operation

Fan coil unit Fault
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5. Conclusion

Through the research and the analysis of wireless sensor net-
work, the system designed the sensor module, ZigBee net-
working module, gateway module, and Android APP
monitoring interface and studied the accuracy of the system
data collection and the coverage rate of the wireless sensor
network. The environmental data collected by the sensor
module was filtered, the improved virtual force algorithm
was used to optimize the network module layout, and finally
the system was tested. The experimental results show that
the system has good communication and the signal is stable
and can be widely used in various environmental monitoring
fields. Wireless sensor network technology has a very broad
application prospect, which will profoundly change people’s
lives. With the further research of wireless sensor network
technology, it can be predicted that the products based on
wireless sensor network technology will enter more and
more into people’s lives in the near future.
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In order to develop more reasonable and scientific teaching equipment and software and improve the diversity of teaching process,
LOGO image recognition technology is used to build a development environment in experiment, with Unity 3D as the development
platform and Vuforia AR SDK as the development tool. LOGO image recognition technology is applied to the case study of high
school inquiry teaching. By the way of classroom teaching practice and teacher-student interview, the application effect of LOGO
image recognition technology in teaching is evaluated, and the effectiveness of this technology in inquiry teaching practice is
verified by practical data. The results show that compared with YOLO (You Only Look Once), R-CNN (Region-CNN), and
Faster R-CNN, image recognition algorithms based on deep learning theory, LOGO image recognition ability is stronger and
the result is more accurate. Using this teaching mode can significantly improve students’ academic performance, and this
method is correct, reasonable, and scientific. The application of LOGO image recognition technology based on deep learning in
teaching can provide research ideas for the combination of AI and education.

1. Introduction

With the continuous progress of society in recent years,
more and more image recognition techniques have been
developed, and the most common is to match different algo-
rithms according to the principle of feature extraction (SIFT
features, HOG features, and LBP features). According to the
gradient of each pixel in each region or the characteristics of
the edge histogram, image recognition can be realized [1–3].
Secondly, using the neural network method and the
VGGNet network structure and selecting smaller network
convolution kernel can significantly improve the expression
ability of the network [4]. Microsoft proposed the ResNet
algorithm, and the residual learning structure can be used
to solve the problem of shallow network gradient dispersion
in deep network neural network, so that deep learning can
be more widely used in image recognition [5]. The LOGO
image recognition technology study has also been reported
in many articles; among them, Tang and Peng proposed that
better matching results could be achieved by using unique
topological constraint algorithms and feature selection

methods [6]; Yuxin and Peifeng used convolutional neural
network (CNN) to design a highway entrance vehicle sign
recognition system for real-time detection and classification
of vehicle signs [7]; Shou-xian and Fang used LOGO system
that could better identify the logo in life, in the premise of
certain accuracy, and could guarantee real-time performance
[8]; and the proposed CNN method based on transfer learn-
ing can effectively identify vehicle information [9]. The
application of this image recognition technology is mostly
used in intelligent transportation system, but not in teaching
research.

In the field of education, the teaching of knowledge is
mostly the principle of direct teaching, and the students
are indoctrinated by language [10, 11]. In the foreign teach-
ing model, the inquiry learning method is often used, that is,
to produce association from real life, to use it in teaching,
and to improve students’ ability and interest in autonomous
learning by creating situations [12–14]. The inquiry teaching
method study has also been reported in many articles;
among them, Aktamiş et al. found that compared with tradi-
tional teaching methods, inquiry learning methods could
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significantly improve students’ academic performance in
science education [15]; Andrini found that inquiry teaching
methods not only cultivated students’ learning intelligence
and ability but also improved students’ potential emotions
and skills [16]; and Zhai found that educational philosophy
and teaching model-based inquiry had obvious advantages
in college English teaching and could significantly improve
students’ comprehensive ability and professional quality
[17]. The current teaching methods have changed from the
original indoctrination to diversified learning methods
[18]. It is a hot topic in modern teaching to apply new tech-
nology in teaching to improve students’ cognitive ability.

Data on LOGO image recognition technology is col-
lected through literature research, and the feasibility of
LOGO image recognition technology in teaching is analyzed.
The advantages of this technology are studied by combing
the requirements, development process, module training,
etc. of this technology in teaching application and by com-
paring it with other algorithms. The purpose is to apply the
LOGO image recognition technology supported by machine
learning (ML) to the teaching and to conduct a field investi-
gation on the application effect, which will provide theoreti-
cal support and practical basis for the further integration of
image recognition technology and educational measures.

2. Methods

2.1. Design of LOGO Image Recognition Teaching Mode
Based on Deep Learning

(1) Demand analysis: the traditional shallow learning
(focusing on the interpretation of knowledge points,
theoretical derivation, students often through imita-
tion to complete the more independent, and discrete
action skills) had not satisfied the requirements of
the times, so in the teaching design, learners’ deep
learning ability of “adaption, innovation” should be
focused on the cultivation

(2) Flow chart: as shown in Figure 1, the flow chart of
teaching pattern LOGO image recognition based on
deep learning was divided into three parts. The first
part was that students could take picture and upload
pictures of interest; the second part was the training
of brand LOGO recognition, which was carried out
in the way of network computing and divided into
three levels: the shared network algorithm module,
the long short-term memory neural network mod-
ule, and the biasing algorithm module; and the third
part was the output of the results; both the teacher
and student could get the final results of the data
from the client

(3) Module training: the basic of deep learning was the
continuous training of each module, and training
in experiment was also through improved algo-
rithms. Firstly, the network information was shared
through the module of information sharing. The
image data was compressed into 256 ∗ 256 ∗ 3 tensor
and then input to the student client, and the recogni-

tion result was obtained according to the network
curve. Next, through LSTM processing images,
protobuf was used to serialize the acquired ckpt file,
so as to realize the fine classification of images.
Finally, in order to improve the recognition ability
of the network model to the target image, the bias
algorithm was introduced

2.2. Framework of Long Short-Term Memory Neural
Networks. Long short-term memory (LSTM) was a kind of
neural network based on deep learning [19], because the
design architecture of this network was very suitable for pro-
cessing and predicting important events of time series inter-
val and delay. LSTM image processing efficiency was better
than ordinary models such as the hidden Markov model
[20, 21], which was similar to the RNN structure. The main
frame structure is shown in Figure 2.

LSTM could be divided into two parts: inside and out-
side. The internal contained input gate (under f-cell), forget-
ting gate (g/h) and output gate (above f-cell). These gates
represented specific vectors, each vector element ranged
from 0 to 1, approaching 0 indicated that this gate was
closed and approaching 1 indicated that this gate was open.
The input door determined the information content that
needed to be entered at a certain time, and the specific equa-
tion was calculated as follows:

f i = δ Wf ⋅ ht‐1, xt½ � + bf
� �

: ð1Þ

The forgetting door determined the information content
of that needed to be forgotten at a certain time, and the spe-
cific equation was calculated as follows:

it = δ Wi ⋅ ht‐1, xt½ � + bið Þ: ð2Þ

The output door determined the information content
that needed to be output at a certain time, and the specific
equation was calculated as follows:

ot = δ Wo ⋅ ht‐1, xt½ � + boð Þ, ð3Þ

where f i, it , and ot represented the vector values’ size of
different doors at different moments, respectively; ht‐1, xt
represented the input vector values’ size at time t and the
output state at time t − 1; Wf , Wi, and Wo represented the
parameters of different doors, respectively; and bf , bi, and
bo represented the bias parameters of different doors, respec-
tively. On the basis of the above expression, the cell state of
each time node could be calculated, and the Ci and the state
of the hidden layer hi equations were as follows:

fCt = tanh Wc ⋅ ht‐1, xt½ � + bið Þ, ð4Þ

Ct = f t ∗ Ct‐1 + it ∗fCt , ð5Þ
ht = ot ∗ tanh Ctð Þ, ð6Þ
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where fCt represented the variable of the cell state at time t
in the LSTM model, Ct represented the cell state at time t,
and ht represented the state of the hidden layer at time t.

The dataset used by LSTM is the MNIST dataset. The
MNIST dataset includes images of handwritten digits and
corresponding labels, including training data, test data,
and validation data. During the network training process,
at the beginning, some necessary dependencies and data-
sets are imported first, and some constants are declared.
Next, batch − size = 128 and num − units = 128, place-
holders, weights, and bias variables are set, and the net-
work is defined to generate predictions. Then, after
defining the loss function, optimizer, and accuracy, run
the network.

2.3. Shared Network Algorithm Module and Biasing
Algorithm Module. The shared network algorithm module
was adopted in this experiment, with specific reference to

Jiang et al.’s method [22]. The ResNet-t and ResNet-s of
teacher network and student network both used residual
shared network algorithm module to improve the depth of
neural network. After introducing the residual module into
the deep neural network, the gradient generated by the loss
function would not be rapidly dispersed during the back
propagation process, so the shallow part of the deep neural
network could also adjust the parameters of this layer
through the generated loss, and then the shallow part could
be well trained. With the increase of network depth, the rec-
ognition ability of neural network would be stronger and
stronger.

The biasing algorithm module was adopted in this
experiment, specifically referring to Fu et al.’s method [23].
The biased CNN was introduced to improve the recognition
accuracy of target LOGO, and it was applied to the teacher
and student network. Furthermore, it could make the recog-
nition accuracy of the student network close to the level of

Teacher client 

Shared network 
algorithm module

Select and upload 
LOGO

Brand LOGO 
database

Student client 

Long and short-term
memory neural 

network algorithm

Biasing Algorithm 
Module

LOGO recognition 
network

Computer Index 
Module

Figure 1: Teaching mode flow chart of LOGO image recognition based on deep learning.
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Figure 2: Diagrammatic sketch of LSTM model frame structure.
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the teacher’s network on the bias class and make up for the
disadvantage of reducing the recognition accuracy caused by
the network compression on some target classes.

2.4. Laboratory Development Environment Setting. The devel-
opment environment of this time is shown in Table 1. The
implementation frame was Unity platform, and the AR SDK
and Vuforia AR SDK in Unity 3D 2017.2.0f3 were used.

2.5. Comparative Study of Image Recognition Technology. For
the purpose of displaying the difference between the LOGO
image recognition technology based on deep learning and the
network teaching mode built by other algorithms, the com-
monly used network image recognition algorithms were spe-
cially selected, which included Darknet network extraction
YOLO (You Only Look Once) algorithm based on noncandi-
date frame [24], R-CNN (Region-CNN) algorithm based on
CaffeNet [25] using Selective Search to obtain target candidate
frame, Faster R-CNN algorithm based on VGG16 network
[26], and ContextNet algorithm based on LSTM model, and
they were named Q1, Q2, Q3, and Q4, respectively.

(1) YOLO algorithm: it was a CNN operation, which
included end-to-end prediction framework, and
whose running speed was greatly improved by adding
real-time module. The basic goal was to transform the
detection problem into an image classification prob-
lem. The basic principle was to use windows of differ-
ent sizes and proportions (aspect ratio) to slide on the
whole picture in a certain step size and then classify
the image corresponding to the areas of these win-
dows, so that the entire picture could be detected

(2) R-CNN algorithm: it was an image recognition algo-
rithm that extracted the feature frame according to
the image and used the neural network system to
realize its operation. It first selected fixed regions
on each image by searching and then constructed

training and test samples based on these fixed
regions. Nonmaximum suppression (NMS) was used
for this score output during the test, which meant
the process of removing the duplicate box. At the
same time, a regression for each category was trained
to achieve high-precision image recognition. How-
ever, there were many processes of R-CNN, includ-
ing region selection, training of CNN, and training
of support vector machines (SVM), which made
the training time very long and took up a large pro-
portion of space

(3) Faster R-CNN algorithm: it was to add Faster algo-
rithm to the original CNN network, Faster R-CNN-
integrated feature extraction, feature frame extrac-
tion, bounding box regression, and image classifica-
tion into a network, which greatly improved the
overall performance, especially in detection speed

(4) ContextNet algorithm: it was a target context detec-
tion network based on LSTM model. ResNet was
used as the image feature extraction network, and
the improved multiscale target candidate region
extraction network was used to extract the target
candidate frame. Furthermore, the LSTM model
and target context information were used to classify
the candidate frame. By using the context informa-
tion of different scales as the input of the LSTM
model, and using the output of the last layer of
LSTM as the result of the classification of the entire
candidate frame, the context information of multiple
different scales was effectively combined to classify
the candidate frame

Different pictures were adopted from two different data-
sets, among which the LOGO dataset contained more than
50 logos, each logo contained 2,000 pictures of different
scenes. The other dataset was Pascal VOC, which was the

Table 1: Teaching resource development system of brand LOGO image recognition technology based on deep learning theory.

Resource type Model

Development PC

Model ASUS X555YI

Operating system Windows 10 Home Chinese Edition

Processor AMD E2-7110 APU with AMD Radeon R2 Graphics

RAM 6G

System type 64-bit operating system

Type USB interface camera

Camera

Pixel 1.69 million

Output resolution 150 ∗ 150
Tool name Unity 3D

Development engine

Version 2017.2.0f3

Script editor Visual Studio 2017

Compiled language C/C#

AR SDK Vuforia

Test terminal Surroundings Android 5.0
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international authoritative dataset in the field of computer
vision. In total, it contained 15,000 different pictures, includ-
ing multiple pictures with different semantic features. They
were named A1 and A2, respectively. Datasets related to
education were mainly studied in experiment, such as pic-
tures of chemical equations, pictures of biological experi-
ments, and pictures of physical space. The purpose was to
investigate the appropriate image recognition algorithm,
which could be applied to practical teaching activities, and
improve the efficiency of teaching and students’ enthusiasm.

2.6. Algorithm Performance Evaluation Indexes. Generally,
the evaluation of the performance of a target detection algo-
rithm was mainly measured in terms of time complexity and
detection accuracy [27]. Time complexity was evaluated by
the detecting frequency in target detection, which was the
number of images that the algorithm could detect per sec-
ond. As to the accuracy, precision, recall, and mean aver-
age precision (mAP) were referred to. These indexes were
important reference indicators widely used in the field of
algorithm recognition to measure the recognition perfor-
mance. Currently, it was widely used in the performance
evaluation of various target detection algorithms. Precision
referred to the proportion of the correct number of
detected targets among all detected targets. Recall referred
to the ratio of the number of retrieved related targets and
the number of all related documents in the image data-
base. The mAP represented the average value of average
precision (AP) values for each category. The PR curve of
each category was drawn by changing the detected inter-
section over union (IoU) threshold. According to the PR
curve, the AP value of each category could be calculated,
and then, the mAP value of the secondary target detection
algorithm was obtained through calculating the average
value of the AP values of all categories. The AP value
was the area enclosed by the PR curve and the x and y
axes. In target detection, the calculation equations of pre-
cision and recall were the same as the original calculation,
but the statistical positive examples were determined by
calculating the IoU of the detection frame and the stan-
dard frame. If the IoU was greater than a certain thresh-
old, the detection frame was considered as a positive
sample; otherwise, the candidate frame was considered as
a negative sample.

2.7. Teaching Effect Evaluation of LOGO Image Recognition
Based on Deep Learning. The method of evaluating the effect
of developed system was based on the method of field inves-
tigation, and 8 classes of high school in a certain city were
randomly selected as 240 students in different schools and
different regions. Four science and technology classes (K1,
K2, K3, and K4) and four regular classes (C1, C2, C3, and
C4) were designed. The number of students in each class
was 30. The difference between students was not very big
and there was no significant difference. On the premise of
not informing the students of the content, the two classes
were taught independently, and the same teacher taught
the students. Besides the different teaching resources, other

external factors such as learning environment and teaching
time were required to be the same, which effectively con-
trolled the variables. For the students in the science and
technology class, the LOGO image recognition technology
based on deep learning was used in the teaching, while for
the students in the regular class, the common teaching
method was adopted. Excel 2019 software was used for data
statistics, SPSS 20.0 was used for data significance analysis
(multifactor analysis of variance was used), and Origin 9.1
and Visio 2013 software were used for drawing.

3. Results and Discussion

3.1. Performance Comparison of Different Image Recognition
Algorithms. The results of the experimental example of the
image recognition through the system are shown in
Figure 3, and it could be clearly observed that the used Con-
textNet algorithm was superior to the YOLO algorithm, R-
CNN algorithm, and Faster R-CNN algorithm in LOGO
image detection. Especially in the case of small LOGO detec-
tion, for example, when detecting DELL and GUCCI, two
relatively small logos, ContextNet algorithm detected the
targets successfully, while the other three algorithms did
not detect the targets. At the same time, in terms of the accu-
racy of the frame detection, the ContextNet algorithm was
better than the other three algorithms. For the detection of
Starbucks and Apple targets, the target frame obtained by
the ContextNet algorithm was more accurate than the other
three algorithms.

The performance comparison of recall rates for different
image recognition algorithms could be seen in Figure 4; the
YOLO network extraction algorithm had no deep learning
or other special network structures, so compared with Faster
R-CNN, R-CNN, and ContextNet algorithms, its recall rate
was the worst, with an average recall rate of 35.56%. Since
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Figure 3: Comparison of accuracy performance of different image
recognition algorithms.
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the RNN network and Faster R-CNN network had the
neural network learning process, the accuracy of the two
algorithms was greatly improved, and their average recall
rates were 54.03% and 62.82%. Moreover, due to the target
context detection network with LSTM model, the Context-
Net algorithm was able to extract image feature frame well,
with an average recall rate of 68.01%. Based on the above
results, the brand LOGO image recognition algorithm based
on the proposed deep learning had better recall performance.

The results of the comparison and analysis of the average
detection accuracy of different image recognition technolo-
gies could be seen from Table 1 and Figure 5. The part-
based target detection framework performed very well in
the LOGO image dataset. However, although the detection
speed of the YOLO algorithm was fast, the noncandidate
frame-based Darknet algorithm performed poorly in detect-
ing small targets. The detecting performance of R-CNN was
a bit worse than Faster R-CNN, but the operation time and
test time consumed by the R-CNN algorithm was much
higher than all other methods, which was not practical for
algorithms with relatively high requirements. In addition,
the R-CNN algorithm used the traditional Selective Search
method when obtaining candidate frames. The detecting
quality of the R-CNN algorithm was also much worse than
the Faster R-CNN algorithm. The main reason was that
the R-CNN algorithm used the Selective Search method to
extract candidate frames for the target. The Faster R-CNN
algorithm used the candidate region extraction network to
extract the candidate frame for the target. Selective Search
was much less effective than the candidate frame extraction
network in acquiring the LOGO image target candidate
frame. However, the ContextNet algorithm not only
surpassed the other three methods in detection quality but
also greatly improved detecting efficiency. Therefore, the

teaching method based on deep learning LOGO image rec-
ognition technology constructed was correct, reasonable,
and scientific; it is shown in Table 2.

3.2. Teaching Effect Evaluation Results of LOGO Image
Recognition Based on Deep Learning. After the end of the
teaching experiment, the difference of teaching effect
between the experimental group and the control group was
analyzed by the classroom test results. The statistical results
are shown in Figure 6, and the results showed that the four
classes taught with LOGO image recognition technology
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Figure 4: Comparison of recall performance of different image recognition algorithms.
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had a higher average score of 75, 76, 73, and 77, respectively,
while the average scores in the four classes of traditional
teaching methods were 63, 61, 60, and 62, respectively. It
showed that inquiry creative experiment teaching could
improve students’ achievement significantly compared with
traditional teaching, it can be in Figure 7.

The above data were used for independent sample T test
by SPSS, and the results are shown in Table 3. The standard
deviations of the grades of the classes taught with LOGO
image recognition technology were 12.56, 12.72, 12.06, and
14.37, respectively, while the standard deviations of the tra-
ditional teaching methods were 12.01, 13.50, 13.84, and
11.54, respectively.

As shown in Table 3, it was tested by the Levene method.
When the variance was assumed to be equal, F was 0.032,
indicating that the value had a significant difference
(F < 0:05), while assuming that the variance was not equal,
t was 2.014, df was 78, and p = 0:047 < 0:05, also indicating
that significant level has been reached. Through the test of
the two independence, it showed that there was a significant
difference between the experimental group and the control

group in the ordinary class, which further proved that
inquiry creative experimental teaching had certain superior-
ity compared with the traditional teaching.

4. Discussion

Zhang et al. indicated that an image target feature extraction
and recognition model based on a deep CNN was estab-
lished by using two deep learning algorithms—mask R-
CNN algorithm and fast R-CNN algorithm [28]. First of
all, aiming at the problem of identifying multiscale targets
in LOGO image detection, an improved multiscale LOGO
candidate region extraction network is proposed. Different
from the original candidate region extraction network, the
multiscale target detection is realized by the feature pyramid
method. As to the character that the size of the LOGO image
is relatively small compared to the ordinary target, the k-
means algorithm is applied to the multiscale clustering of
the LOGO image target to obtain the distribution of the
LOGO target scale. In this way, the priori parameters
required by the multiscale candidate region extraction
network to extract the candidate frame of the LOGO image
target are obtained. The multiscale candidate region extrac-
tion network uses the scale features existing between the
layers of the CNN and the composition of the feature pyra-
mid to achieve the purpose of extracting the image feature
pyramid using the neural network, which is consistent with
the findings of Huang et al. [29].

Second, in view of the problem that the target of the
LOGO image detection is relatively small and difficult to
identify, a target context classification network based on
the LSTM model is proposed. The final classification result
is obtained by using the target context features of different
scales as the input of the LSTM model. This connection
method makes full use of the different effects of target con-
text information of different scales on target classification.
Furthermore, in order to improve the accuracy of the frame,
a suitable method for small target frame regression is used,
and the detection accuracy is once again improved. Com-
pared with the traditional target detection methods, the
method based on target context features can improve the

Table 2: Results of different algorithms.

Algorithm (model)
mAP
(%)

Total train time
(min)

Test time (ms)/
image

Hyperparameters

YOLO algorithm 32.7 706 22 mp, s = 0:8, 0.2

R-CNN algorithm 50.9 1285 25685

Pixels of the image: 32 × 32, 96 × 96, and 224 × 224
Convolution kernel: 3 × 3, 5 × 5

Step size: 1
The number of convolution kernels: 64

Faster R-CNN
algorithm

56.9 822 167
The number of convolution kernels: 128

λ: 1 (λ controls the balance between the two task losses)
RoI (region proposal): 64

ContextNet algorithm 62.5 1058 198
Stride: 16

Backbone: Xception65
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Figure 6: Comparison and analysis results of different image
recognition techniques.
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performance of target detection in image dataset, which is
consistent with the findings of Bai et al. [30].

Moreover, the LOGO recognition algorithm is applied
to the actual teaching design and added a shared network
algorithm module. Compared with the traditional knowl-
edge algorithm, it can well share some parameter layers
of the teacher-student network and transform the tradi-
tional teacher and student network independent training
into simultaneous training. This optimization method has
brought about an increase in the accuracy of the student’s
network and has improved the ability of the student’s net-
work model to identify and express. This is consistent with
the results of Nie et al. [31]. After the network parameters
are shared between teachers and students, it is beneficial to
update the bias of the subsequent biased network frequently,
and the parameters of the sharing layer are not required to be
trained from the beginning, so they can be directly invested
in the basic feature extraction of the new biased network.
Meanwhile, it also reduces the traditional training time,
which greatly saves the cost of training time and is conducive
to the continuous iteration and update of the model.

In addition, in view of the unique teaching scene of
brand LOGO, the algorithm needs to adopt different strate-
gies according to different classes. In different teaching
periods, there are different scene requirements for different
target LOGOS. Hence, a biased neural network is designed.
By setting the biased vector and the loss function of the
student network, without changing the original network
size, the recognition accuracy on the target LOGO can
be customized and improved, and the recognition accuracy

difference between the biased neural network and the
CNN with larger network can be limited in the range of
1% to 5%, and its network expression ability has improved
significantly. A brand LOGO recognition creative teaching
system based on deep learning neural network is designed
and implemented, which incorporates the advanced deep
learning method to extract image extraction features. Com-
pared with the previous traditional ML algorithms, it realizes
end-to-end automatic feature extraction, greatly reduces the
consumption of storage space, and has a higher recognition
and expression ability, which is consistent with the research
results of Zhang et al. [32].

5. Conclusion

Through collecting a large number of literatures on LOGO
image recognition technology, the feasibility of the applica-
tion of LOGO image recognition technology in teaching is
analyzed. By combing the process, development process,
and project realization of this technology in teaching appli-
cation, the application value of this technology is explored
by focusing on the individual cases of high school teaching.
Finally, through the application and the actual teaching pro-
cess, through the form of actual investigation, the applica-
tion effect is studied. The application of LOGO image
recognition technology in teaching can significantly improve
students’ academic performance and effectively drive their
interest in learning. Hence, the teaching method of LOGO
image recognition technology based on deep learning is
correct, reasonable, and scientific. Compared with YOLO,

Table 3: Levene test of LOGO image recognition technology teaching performance based on deep learning.

Levene test of variance equation T test of mean equation
Other statistics 95% confidence interval

f Sig. t df Sig. bilateral Mean difference Standard error Upper limit Lower limit

Score
Assuming equal variances .0032 .790 2.014 78 .047 7.30000 3.62454 .08409 14.51591

Assume that the variances
are not equal

2.014 77.877 .047 7.30000 3.62454 .08391 14.51609
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R-CNN, and Faster R-CNN, LOGO image recognition algo-
rithm method based on deep learning theory has stronger
image recognition ability and more accurate results. Primary
school English teaching method based on LOGO image
recognition can significantly improve students’ learning
interest and classroom participation, and inquiry creative
experimental teaching based on LOGO image recognition
has certain superiority compared with traditional teaching.
The brand LOGO image recognition and inquiry creative
teaching methods of deep learning theory proposed in exper-
iment also have some defects: because the LOGO area
occupies a small area in the image, the resolution of the input
image is only 28 × 28 when designing the neural network.
The resolution of the input layer directly affects the number
of layers that the CNN can contain, thus affecting the training
and prediction effect of the network. Hence, in the future
work, in order to make up for the simple structure of CNN
caused by low resolution of LOGO samples, more samples
with higher resolution need to be collected, so as to design
CNN that can better extract target features and distinguish
different targets.
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Distributed Denial of Service (DDoS) attacks pose the greatest threat to the continued and efficient operation of the Internet. It
can lead to website downtime, lost time and money, disconnection and hosting issues, and website vulnerability. Conventional
machine learning methodologies are being harmed by reduced recognition rates and greater false-positive rates due to the
emergence of new threats. As a result, high-performance machine learning classifiers with low false-positive rates and high
prediction accuracy are required for the DDoS detection system. Here, a deep belief neural network is preferred, upgraded to
the modified deep neural network (M-DBNN) to accurately detect DDoS attacks from the network. Enable the database to
change a specific format and range, which helps the M-DBNN classifier easily predict the class. An advanced Chimp
Optimization Algorithm (ChOA) is used to minimize the error to find the best weight of the M-DBNN classifier; this leads to
accurate DDOS attack detection and predict the classes effectively. The proposed method is evaluated for CAIDA “DDoS
Attack 2007” dataset. The accuracy of the proposed method is 0.87%, and the outcome is compared with those of other
existing methods of deep neural network (DNN), support vector machine (SVM), artificial neural network (ANN), and neural
network (NN). The proposed method demonstrates great detection accuracy with a low error.

1. Introduction

Distributed Denial of Service (DDoS) attacks are presently
the most common and sophisticated danger to enterprises,
and they are becoming progressively difficult to overcome.
For example, GitHub became a victim of one of the greatest
DDoS attacks ever in 2018 [1]. In February, attacks on eBay,
Amazon, and Yahoo were undertaken [2]. In July 2008, a
DDoS attack on the Georgian.gov website brought down
multiple Georgian servers. The attack on Register.com in
January 2001 was carried out by abusing Domain Name
System (DNS) servers as reflectors [3]. Previous software
protection techniques and intrusion detection systems
(IDSs) can recognize and block the attack or intrusion which
is happening or already has to a specified extent. However,
with the arrival of an era of big data and the resulting

problem of uninterrupted huge data flow, previous software
protection techniques and IDSs have been faced with new
dares. For today’s high-speed networks, classic network
intrusion detection systems (NIDS) have a high rate of
packet loss and a high rate of missed detection [4].

Conventional machine learning algorithms are based on
shallow learning. Usually, emphasize feature engineering
and selection models, making them unable to properly deal
with the challenge of a dynamically growing huge amount
of data, resulting in erroneous detecting attacks. Shallow
learning is not suited for intelligent systems to predict
malevolent behaviour in huge amounts of data in particular
[5]. Deep learning has advanced quickly in recent years,
overcoming many of the shortcomings of conventional
machine learning models and providing a model that is well
fitted for IDS [6]. It is commonly utilized in various
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applications, including speech recognition, picture recogni-
tion, machine translation, and a variety of others. It can ana-
lyze vast amounts of data once again. Because deep learning
approaches can extract high-dimensional features from orig-
inal data by numerous nonlinear transformations, and the
features collected have a hierarchical structure, there is a
movement put on them in the construction of novel intru-
sion detection algorithms [7].

A comprehensive literature assessment on deep learning
approaches for intrusion detection has been published. Some
of the deep learning approaches for intrusion detection is
DNN-based DDoS detection in software-defined networks
[8], and CNN-based IDS against DDoS [9]. In the proposed
technique, a Modified Deep Belief Neural Network (M-
DBNN) [10], like most classical deep learning systems, uses
a multilayer restricted Boltzmann machine (RBM) to recog-
nize the DDoS attack. To make the network better fit the
training data and increase efficiency in intrusion detection,
optimization is employed to identify a suitable weight of
M-DBNN. The M-DBNN classifier predicts whether the
class is an attack or not attack from the dataset. Whenever
a network is attacked and M-DBNN is detected, the user
receives an alert notification. On the other hand, the
network is secure, and the dataset can be fed into the auto-
encoder [11], which compacts the income data into a
latent-space format and then restructured this data to give
an output. The outcome data of the autoencoder is stored
in cloud storage [12].

1.1. Main Contribution. Detect intrusion or DDOS attacks
from the network to protect users’ personal information.
The key contribution of the paper is given below:

(i) A deep learning system based on Modified Deep
Belief Neural Network (M-DBNN) is utilized to
detect malicious behaviours in cyber environments
and classify them based on attack types

(ii) Attributes of the dataset are preprocessed to convert
a specified format, making the detection process
easy. There are three steps to preprocessing the data:
Min-Max normalization, Equal Width Discretiza-
tion, and Correlation-based Feature Selection

(iii) The preprocessed data are separate for the
training and testing process fed in the Modified
Deep Belief Neural Network (M-DBNN) classifier,
which predicts the input data to either attack or
not attack class. The performance of M-DBNN
is improved by using the Chimp Optimization
Algorithm

(iv) For DDoS is detected, an alert message is forwarded
to the user. Otherwise, the data are allowed to be
stored in cloud storage via an autoencoder

(v) With the help of a ChOA-based M-DBNN classifier,
the CAIDA “DDoS assault 2007” dataset is used to
detect DDoS attacks. The proposed technique is
very sensitive to detecting DDoS attacks, giving
87% accuracy. In addition, the outcome of the pro-

posed technique is compared with previous tech-
niques of DNN, SVM, ANN, and NN

The rest of the paper contains the following: Section 2
presents the literature review related to detecting DDoS
attacks. In Section 3, the methodology and architecture of
the proposed part are discussed. Section 4 presents the result
and discussion of the proposed outcome and compares the
proposed and previous techniques. At last, Section 5 con-
tains the conclusion of the paper.

2. Literature Review

Numerous techniques are introduced to detect DDoS attacks
or intrusion in networks. A few techniques are discussed
below.

Sahoo et al. [13] suggested that the detection of attack
traffic is possible by using the SDN’s centralized control
feature. Various machine learning (ML) approaches were
utilized in the STN sector to prevent anomalous traffic.
However, the system had an open question about choosing
the right features and precise classifiers to detect the attack.
The dimension of feature vectors was reduced using SVM-
based KPCA, and different SVM parameters were optimized
using GA. An enhanced kernel function (N-RBF) was
employed to decrease the noise produced by feature discrep-
ancies. Compared to single SVM, the experimental results
demonstrated that the model achieves greater generalization
and more accurate classification.

Liu [14] had presented a multiscale convolutional neu-
ral network with Grayscale Matrix Feature- (GMF-) based
DDoS assault detection. The seven-tuple was distinct from
characterizing the flow of network characteristics and
translated into a grayscale feature via binary, based on
the distinct features of the normal flow and the attack flow
in the IP protocol. The convolution kernel of various
spatial scales was employed to enhance the precision of
feature segmentation and local and global features of the
network flow, which were recovered based on the network
flow Grayscale Matrix Feature (GMF). A DDoS attack
classifier was built using a multiscale convolution neural
network.

Tuan et al. [15] had suggested a botnet DDoS attack
detection using machine learning approaches. Estimation
of the method was based on the UNBS-NB 15 and KDD99
publicity datasets, which were well-known for detecting
Botnet DDoS attacks. Various machine learning methods
like artificial neural network (ANN), support vector
machine (SVM), Naïve Bayes (NB), Unsupervised Learning
(USML), and Decision Tree (DT) were used for examining
the dataset’s False Alarm Rate (FAR), accuracy, specificity,
AUC, false positive rate (FPR), Matthews correlation coeffi-
cient (MCC), and sensitivity.

Doriguzzi-Corin et al. [16] suggested a LUCID, a light-
weight deep learning DDoS detection system that used the
features of convolutional neural networks (CNNs) to distin-
guish between malware and benign traffic flows. LUCID was
compared to previous state-of-the-art recognition accuracy
while delivering a 40x reduction in processing time when

2 Wireless Communications and Mobile Computing



compared to the state-of-the-art, using the most recent data-
sets. LUCID’s output had the same representation.

Çakmakçı et al. [17] had suggested a multivariate data-
friendly online, sequential DDoS detection system. A
kernel-based learning method, the Mahalanobis distance,
and the chi-square test were all used in the learning algo-
rithm. As detection metrics, extract four entropy-based
features and four statistical-based features from network
traffic every minute. Then, utilize the entropy features to
deploy the kernel-based learning technique to recognize
suspicious DDoS input vectors. In every minute, the Maha-
lanobis distance was calculated among the distribution of
dictionary members and suspicious vectors. The Mahalano-
bis distance was then calculated using the chi-square test.
The CICIDS2017 dataset was used to evaluate the DDoS
detection strategy.

Dong and Sarem [18] had suggested an SDN technique,
and there are two methods for detecting DDoS attacks. To
recognize a DDoS assault, one way was to use the severity
of the attack, i.e., when a DDoS attack assaulted the SDN
controller, four features were examined first. The upgraded
K-Nearest Neighbor (KNN) algorithm based on machine
learning (ML) was used in other techniques to detect the
DDoS attack. A novel notion called the degree of attack
was introduced and presented for the first time to detect
DDoS attacks.

Hussain et al. [19] had suggested an enabled early
detection for distributed denial-of-service (DDoS) assaults
coordinated via a botnet that controls malevolent devices
and used real network data and deep convolutional neural
networks (CNNs). To generate a pooled DDoS assault in a
cell that can interrupt CPS operations, the puppet device
independently performs quiet call, SMS spamming, or a
blend of these attacks targeting call, Internet, SMS, signal-
ling, or a combination of these serviced, alternately.

Alzahrani [20] had suggested an attack prevention sys-
tem of CS-ANN that combines a Cuckoo Search (CS)
approach with an artificial neural network (ANN) approach
to identify DDoS attacks and allow the server side to be more
attentive. As a nature-inspired method, the cloud user fea-
tures and the attacker features were optimized using CS.
These improved features were then sent to the ANN struc-
ture. Features that were trained were saved in the database
and used at the testing phase to match the test features with
the taught features, resulting in results for both attackers and
typical cloud users.

In Ref. [13], the authors explained SDN’s centralized
control feature to detect DDoS attacks. However, the
method has some disadvantages by the rapid development
of new malware, which would necessitate collecting samples
at regular intervals to assess performance. In Ref. [14], the
novelist explained a multiscale convolutional neural network
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(CNN) to recognize DDoS attacks. But the method has sev-
eral limitations and assumptions, and the method does not
include the packet payload; so the data acquired might be
sampled. In Ref. [15], the novelists explained a machine
learning approach to detecting botnet DDoS attacks. How-
ever, there were scalability limits, and the solution was not
ideal. In Ref. [16], the authors describe a method of a LUCID
system for DDoS detection. The method is not apposite for
online systems due to some flow-level statistics. In Ref.
[17], the authors explained a multivariate data-friendly
online, sequential DDoS detection system. The method gives
high accuracy and detects accurate attacks. Yet the method is
not suitable for huge datasets. In Ref. [18], the novelists
explained the SDN technique to recognize DDoS attacks.
But the solution of the method is inefficient and complex
owing to the necessity to discern the packet protocol. In
Ref. [19], the novelists explain early detection for distributed
denial-of-service (DDoS) via CNN. The outcome is good
and also predicts accurate class. Owing to its content-based
recognition nature, it is computationally expensive, which
is the only drawback of this method. In Ref. [20], the authors
explained a CS-ANN-based DDoS attack detection tech-
nique. The drawback of the method is that it does not
predict an accurate class, so alarm rate and accuracy are less
in this approach.

3. Proposed Methodology

DDoS attacks disrupt normal server traffic and overburden
the target network or service. Money is lost, fraudulent
traffic is generated, reputation is harmed, and clients are
harmed when a DDoS attack occurs. Intrusion detection is
an important process for system security, as it prevents
server attacks and network traffic manipulation. In addition,
it improves network data security and determines, detects,
and recognizes unapproved program usage, data framework
destruction, alteration, and copying. Intrusion or DDoS
attacks are detected in the proposed study using a Modified
Deep Belief Neural Network (M-DBNN). The dataset is first
preprocessed to arrive at a numerical value. The value is then
fed into M-DBNN, with numerous invisible, hidden layers, a
visible input layer, and a visible output layer. Although the
range of the input layer is [0, 1], the values of the buried
layer are binary numbers. The modified DBNN classifies
the input dataset to determine whether or not it has been
subjected to a DDoS attack. The advanced algorithm detects
and alerts the user if an attack is detected. Data is supplied to
an autoencoder, an encoder, and a decoder after the dataset
is free of any attacks or difficulties. The modified DBNN
classifies the input dataset to assess whether it has been sub-
jected to a DDoS attack. The advanced algorithm detects and
warns the user if an attack is detected. When the dataset is
clear of attack challenges, it is sent to the autoencoder, with
both an encoder and a decoder. The architecture of the
proposed system is given in Figure 1, and pseudocode of
the overall system is given in Pseudocode 1.

3.1. Preprocessing. The data is not in a specific range, so the
preprocessing technique is used to fit the dataset in an exact

range. Several approaches are available for the normalization
of the dataset. Among them, Min-Max normalization is
more efficient. The normalization approach converts a value
from σ to σ∗ that is suitable in the range of [A, B]. Its math-
ematical expression is given below.

σ∗ = σ − σmin
σmax − σmin

: ð1Þ

The data is normalized to give an equal weight of all
attributes. After the normalizing process, discretization takes
place. The discretization process transfers the domain of the
continuous feature to an insignificant domain in the form of
a finite number. Equal Width Discretization (EWD) is pre-
ferred to transfer the continuous field to a finite number that
creates several bins. Moreover, this approach improves the
performance in large datasets, where K is used for evaluating
the bin quantity. Every bin is allied in a distinct, discrete
value. EWD split the number lines among Vmax and Vmin
at the interval of k. Generally, the value of k is set as 10. It
is known as a user predefined variable. Interval’s width is
evaluated by

W = B − A
N

, ð2Þ

Pseudocode
Input raw dataset = X
{
For all data in dataset

# Pre-processing
Re-range the dataset using Eq. (1)
Convert numerical value using Eq. (2)
Redundancy using Eq. (3)
Pre-processing data ⟹ Pre-data
# M-DBNN
Data splitting

{
Training data
Testing data
Actual class

}
# Training ChOA optimizer
For all in input dataset
{

Initialization = weight using Eq. (8)
Fitness function using Eq. (9)

Update the solution using Eq. (10)
Best solution

}
#Testing the dataset

}
End
Outcome:
Predict the class to detect the server is normal or attack

Pseudocode 1: Pseudocode of overall system.

4 Wireless Communications and Mobile Computing



where N denotes the interval and B and A are the highest
and lowest values of attributes.

Finally, select the feature. In this process, irrelevant and
redundant features present in the dataset are eliminated,
thus enhancing the accuracy and decreasing the running
cost. Here, Correlation-based Feature Selection (CFS) is
used. The evaluation role favours subsets with attributes that
are substantially correlated with the class but uncorrelated
with one another. The feature of irrelevance in the dataset
is needed to eliminate since it links to the class. In addition,
the fired feature was also eliminated because it was highly
linked with the leftover feature. The evaluation of subset in
CFS is given below:

Merits =
krcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k + k k − 1ð Þrff
q : ð3Þ

MS is the average feature-feature inter-correlation, rcf is the
mean feature-class correlation, and rff is the average feature-
feature intercorrelation of a feature subset containing k
features.

3.2. Modified Deep Belief Neural Network (M-DBNN). Deep
belief neural network is a growing approach. DBNN con-
tains a layer by layer arrangement of restricted Boltzmann
machine (RBM) [21]. RBM trains the data in greedy layer-
wise to accomplish the unsupervised filed solid execution.
The significant usage of RBMs is likely to be because there
is a lack of labelled data, and RBMs and autoencoders can
be pre-trained on unlabeled data and fine-tuned on a
small portion labelled data. Greedy layer-wise techniques
are utilized for training the data of DBN each layer at each
time. The schematic structure of M-DBNN is shown in
Figure 2.

Moreover, the method optimizes a layer with a greedy
time. Next, the completion of unsupervised training super-
vised training technique is the whole access layer; the name
of this process is fine-tune stage. This stage is a combination
of two notions: (a) an initial factor presents an effect of
major standardizing, and (b) an input distribution study will
help the study of input to outcome mapping. For the process
of pretraining, the dataset unsupervised is trained by a
greedy layer-wise approach. And the supervised layer is
trained by the fine-tuning stage from the first layer to
improve the labelled sample feature.

For RBM, h and v represent hidden and visible layers,
respectively. Here, three variables are needed for system
decision, namely,

θ = W,A, Bf g: ð4Þ

Let A = faiϵRmg and A = fbjϵRn:g:
Here, A denotes an element of visible layer, W denotes

weight matrix, and B denotes an element of the hidden layer.
ai represent the ith visible layer threshold, and bj represent
jth hidden layer threshold.

The layer of hidden and visible follows Bernoulli distri-
bution; RBM energy equation is stated as

E v, h \ θð Þ = −〠
n

i=1
aivi − 〠

m

j=1
bjhj − 〠

n

i=1
〠
m

j=1
viWijhj, ð5Þ

where θ =Wij, ai, bi. The energy function displayed the
energy value for separately visible node and hidden layer
node valuation. The overall hidden layer node set is
expressed as

P v \ θð Þ = 1
z θð Þa〠h

e−E v,h\θð Þ, ð6Þ

where zðθÞ is a standardized factor.
The RBM is linked in a way biphasic. The possibility of

the beginning of neurons in the visible layer and hidden
layer is expressed as

P hj = 1 vj� �
= σ bj +〠

i

viWij

 !
,

P vi = 1jhð Þ = σ ai +〠
j

hjWij

 !
:

ð7Þ
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Figure 2: Schematic structure of M-DBNN.

Table 1: Parameters of M-DBNN classifier.

Parameters Ranges

Number of iteration 500

Batch size 14109

Step ratio 0.1

Dropout rate 0.9
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3.2.1. Training Data. Chimp Optimization Algorithm
(ChOA) is used for weight optimization. Weight is defined
as the connection between the hidden and visible layers. A
suitable weight is used to enhance the performance of the sys-
tem. ChOA is a group hunting optimization that is a lifestyle
of chimpanzees. Four entitled chimps are a group to attack
the prey. They are drivers, barriers, chasers, and attackers.
The driver follows the prey, while the barrier blocks the prey
to move in a different direction, and the chaser moves sud-
denly to catch the prey. Finally, the attacker attacks the prey.

Step 1. Initialize the weight as an input,

Weight = W1,W2,⋯,Wnf g: ð8Þ
Step 2. Find the fitness function. Here, the error between
the real and given outcomes is evaluated to find the fitness
function.

∂E
∂wt−p

ij

= ∂E
∂yj

· 1 − yj
h i

· yt−pi , ð9Þ

where yt−pi is the output of input unit i,wt−p
ij is the weight

between input unit i and hidden unit j at time t − p, ∂E/∂yj
can be calculated by standard BP algorithm, and yj is the out-
put of hidden unit j.

Step 3. Update the outcome to find the best solution. The best
solution is not to find, but to repeat the process as Step 2.

Xchimp t + 1ð Þ =
Xprey tð Þ − a · d,  if μ < 0:5,
chaoticvalue,  if μ ≥ 0:5,

(
a = 2f r1 − f ,
d = cXprey tð Þ −mXchimp tð Þ�� ��,
c = 2r2,m = chaoticvalue,

ð10Þ

where t indicates the number of the current iteration, Xchimp
is the position vector of a chimp, Xprey is the vector of prey
position, and a,m, c represent the coefficient vector.
Through the iteration process, f is lowered nonlinearly from
2.5 to 0,m a chaotic vector intended based on several chaotic
maps, and r1 and r2 are random vectors in the range of [0, 1].

Step 4. The last step is to stop the process. When the best
solution is captured, the process goes to an end.

3.2.2. Testing Data. In the proposed work, only 80% dataset
is trained; the remaining 20% of the dataset are tested. The
test data are correctly predicted for being free from either
attack class or attack class. When the attack is recognized,
a notification is generated to alert the user.

3.3. Autoencoder. The term autoencoder (AE) is defined as
an artificial network system that contains both a decoder
and an encoder. The autoencoder compresses the data and
encodes the input data and reconstructs the data as near to
the original data [22]. The part encoder minimizes the
dimensionality of the given data; besides, the decoder
decompresses stage to reduce the noise of the given data
and create the new data. The key objective of the autoenco-
der is to reduce the error during reconstruction among input
data and reconstructed data. The loss of reconstruction is
expressed as Lp distance.

LAE θ, ϕð Þ =min E x, x̂ð Þ =min x − x̂k kp, ð11Þ

where x denotes data of input and x̂ represents the data of
reconstructed. In other words, the loss of reconstruction is
also defined as entropy.

LAE θ, ϕð Þ = −〠
D

i=1
bxi log xið Þ, ð12Þ
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Figure 3: Comparison of mean square error in proposed approach and existing approaches.
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where D is the raw data x dimensionality. The encoder
qϕðz ∣ xÞ is the next function of the probability that is
utilized to estimate inflexible function pθðz ∣ xÞ. Let us
assume pθðzÞ is Gaussian of multivariate in the covariance
matrix of diagonal. Sample point z is randomly selected from
pθðzÞ. The function of a decoder is pθðz ∣ xÞ which is a map-
ping from the latent space to the raw sample.

3.4. Cloud Storage. Cloud storage is amorphous, with no
clear range of abilities or infrastructure. Many conventional
hosted or managed service providers (MSP) provide block or
file storage in addition to standard remote management
protocols or virtual or physical server hosting, so there are
plenty of options. Other options have emerged, such as the
Amazon S3 service, which mimics flat databases built to
store huge things. Some advantages of cloud storage are
cost-effectiveness, disaster preparedness, ease of manage-
ment, and lower influence outages and upgrades [23].

4. Result and Discussion

The ChOA-based M-DBNN is developed to predict the
DDoS attack in a network environment. The proposed
ChOA-based DBN is implemented and evaluated using
MATLAB 2020b in Windows x64 bit platform with Intel
Core i5 processor and 8GB Ram. CAIDA “DDoS Attack
2007” [24] is considered the benchmark dataset to analyze
the proposed techniques. The proposed technique includes
three phases such as preprocessing, M-DBNN training, and
testing.

First, the database is taken in pcap file format; then
extract the pcap file to convert to csv file format. The data-
base contains 225746 models and 79 attributes, including
IP, source IP, source port, protocol type, and destination
port. The attributes of the database were preprocessed in
which the undesirable variables were removed from the
database. There are three steps to preprocessing a database:
normalization, discretization, and feature selection. The
dataset is first measured to fit within a given range using
the Mini-Max normalization. All properties are given equal
weight in the data, which is normalized. After that, equal
width discrimination occurs, converting successive domain
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Table 2: Confusion matrix of the proposed and existing
techniques.

Techniques Actual class
Predicted class

True False

M-DBNN
Positive 37008 6228

Negative 62300 7336

SVM
Positive 50074 4407

Negative 9352 49039

ANN
Positive 32539 37097

Negative 17356 25880

NN
Positive 32548 25843

Negative 17399 37084

DNN
Positive 10864 7587

Negative 18683 3986
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features to normal domain features with a limited number. It
leads to improved performance on larger databases. The
final stage is feature selection, an important preprocessing
stage in network traffic classification. Here, correlation-
based feature selection is used to remove unnecessary and
irrelevant information from the database to improve accu-
racy and reduce computation costs. Among these 225745
samples, only 80% dataset is trained; i.e., 180596 samples
are trained, and the remaining 20% dataset is tested; i.e.
45149 samples are tested. These samples are predicted for
either two classes like DDoS attack or not attack

For M-DBNN, the weight parameters are fine-tuned
using a supervised backpropagation algorithm, and the
tuning step employs supervised learning to fine tune the
network structure’s weight. The term weight is defined as
the interconnection of the input layer and hidden layers.
Here, the weight of the M-DBNN is selected for the Chimp
Optimization Algorithm. The Chimp Optimization Algo-
rithm (ChOA) is a new metamorphic that has just been
introduced. Surprisingly, this reflects the chimp’s social sta-
tus relationships and hunting activity. Using the Chimp
Optimization Algorithm (ChOA) to improve the appropri-
ate weight system to reduce error, the M-DBNN trains the
input of 79 attributes to detect an intrusion or DTOS attacks.
Table 1 contains the parameters of the M-DBNN classifier.
The optimal problem is solved up to 500 iteration levels in
the proposed and existing techniques. The batch size refers
to the sample used to train a model before modifying its
trainable model variables, weights, and biases. Here, 14109
batch sizes are used in the M-DBNN for attack detection.

The fitness function of the created chimps is measured
using mean square error (MSE) which is dependent on
measuring the difference between both the intended and
observed values by the generated search agents for all of
the training sets. Comparison of mean square error versus
iteration graphical model of the proposed and existing
approach like mayfly, sailfish, and water strider is sketched

in Figure 3. Among these four approaches, the proposed
ChOA give the best outcome; that is, in the first iteration,
the value of the mean square is 1%; then the error is reduced
to reach 0% at the 500th iteration. Mayfly optimization starts
from a 1% error on 1st iteration, which reached a 0.13% error
on the 500th iteration. Another Sailfish optimization starts
with a 1% error on the 1st iteration, and it reduced the error
to reach 0.22% on the 500th iteration. The final approach is
to reduce the error value to 1% on the 1st iteration of the
water striker, reducing the error to 0.33% on the 500th

repeat. This graphical model demonstrates that the proposed
ChOA gives 0% error, so the computation time of the
approach is reduced.

Area Under the Curve- (AUC-) Receiver Operating
Characteristic (ROC) curves seem to be a performance sta-
tistic for classification issues at variable threshold levels,
which is shown in Figure 4. AUC represents the measure
or degree of separation, whereas ROC is a probability curve.
Generally, the curve of AUC is reached at 1; the performance
of the system’s measure is good. But the curve is in 0 value,
the system’s measure is very poor. The curve AUC gradually
reaches 1 in 0.68 specifications in the proposed techniques.
Calculating and displaying the true positive ratio instead of
the false-positive ratio for classification at different thresh-
olds give the ROC curve. Low training capability, sophisti-
cated network attack detection, and local optimization are
all M-DBNN problems. The optimal weights and dependen-
cies of the M-DBNN classifier are determined by the ChOA
algorithm.

A confusion matrix and performance measures like
accuracy, detection rate, and are used to produce analysis
assessment. The projected class is represented by each
column in the confusion matrix, whereas the actual class is
represented by each row. For two or more class matrices, a
confusion matrix can be employed. The variables True,
False, Negative, and Positive are formulated as follows: True
Negative—the number of negative instances is identified
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Figure 5: Comparison of proposed and existing approaches. (a) Accuracy. (b) Error. (c) F1_score. (d) False positive rate.
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correctly as ordinary; True Positive—the total number of
positive instances is correctly categorized as an attack; False
Positive—the number of nonattacking incidents has been
incorrectly labelled as attacks; and False Negative—the num-
ber of assault instances is labelled as normal when they are
not. Table 2 contains the confusion matrix of proposed
and existing techniques.

The accuracy of a statistic refers to how close it is to the
actual true value. This is significant since inaccuracies in
results might be caused by faulty equipment, human error,
or inadequate data processing. The accuracy of the proposed
and existing approaches is sketched in Figure 5(a). The pro-
posed M-DBNN provides 0.87% accuracy, while the existing
DNN, SVM, ANN, and NN techniques give accuracies of
0.71%, 0.52%, 0.48%, and 0.45%, respectively. This is clearly
demonstrated, and the proposed approach is more favour-

able than existing techniques. Similarly, the error is analyzed
for the proposed and existing approaches that are shown in
Figure 5(b). The discrepancy between the calculated value
and the actual value is referred to as “error” in statistical
analysis. The error of the proposed techniques is 0.13%,
and the current techniques of DNN, SVM, ANN, and NN
are 0.29% error, 0.48% error, 0.52% error, and 0.55% error,
respectively. Then, the F1_score is analyzed and sketched
in Figure 5(c). The F1 score is a machine learning metric
that was used to calculate the system’s binary categories
and quantify the dataset’s accuracy. The precision and recall
models have a well-defined harmonic mean. The value of
F1_score in the proposed approach is 0.84. And the values
of F1_score of DNN, SVM, ANN, and NN are 0.67, 0.65,
0.35, and 0.30, respectively. Then, false positive rate is
analyzed. That is, the likelihood of rejection of the null
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hypothesis incorrectly for a test item is known as the false-
positive ratio. The relationship between the number of neg-
ative events incorrectly classified as positive and the total
number of true negative events is used to compute the false
positive rate. The false positive rates of the proposed
approach, DNN, SVM, ANN, and NN are 0.09%, 0.28%,
0.32, 0.53%, and 0.55%, respectively.

The statistical analysis of kappa is described as compar-
ing the observed values of a training dataset to the expected
value. In the proposed techniques, the value of kappa is
0.74%, 0.36% in DNN techniques, 0.32% in SVM techniques,
0.13% in ANN techniques, and 0.11% in NN techniques.
The Matthews correlation coefficient is then analyzed, and
in machine learning, the Matthews correlation coefficient
(MCC) is used to estimate the validity of two binary classifi-
cations. The Matthews correlation coefficient value of the
planned techniques is 0.74%, but those of the existing
DNN, SVM, ANN, and NN techniques are 0.42%, 0.20%,
0.15%, and 0.12%, respectively. Next, precision is analyzed,
which is presented in Figure 6(c). Precision is a labelling

strategy for the positive dataset. The split of true positives
into the addition of genuine positives and false positives
yields precision. The value of precision in proposed tech-
niques is 0.85%, and those of the existing techniques of
DNN, SVM, ANN, and NN contain 0.58%, 0.55%, 0.48%,
and 0.31%, respectively. When compared to those of existing
techniques, the precision values of the projected techniques
is extremely high.

Moreover, the sensitivity of the proposed and existing
techniques is analyzed and sketched in Figure 6(d). Sensitiv-
ity is critical for sensing network traffic since it precisely
measures the positive dataset. The proposed technique is
more sensitive, and it is utilized to detect minute variations
in the network of a server. In comparison to the proposed
techniques, the previous techniques are less sensitive. The
sensitivity of the proposed techniques is 0.83%, and the
sensitivity values of existing techniques such as DN, SVM,
ANN, and NN are 0.73%, 0.50%, 0.45%, and 0.40%, respec-
tively. Specificity is one of the statistical methods for
correctly recognizing a negative dataset. Compared to the

Table 3: Overall performance of proposed and existing approaches.

Performance Proposed M-DBNN DNN SVM ANN NN

Accuracy 0.87 0.71 0.52 0.48 0.45

Error 0.13 0.29 0.48 0.52 0.55

F1_score 0.84 0.67 0.65 0.35 0.30

False positive rate 0.09 0.28 0.32 0.53 0.55

Kappa 0.74 0.36 0.32 0.13 0.11

Matthews correlation coefficient 0.74 0.42 0.20 0.15 0.12

Precision 0.85 0.58 0.55 0.48 0.31

Sensitivity 0.83 0.73 0.50 0.45 0.40

Specificity 0.90 0.71 0.67 0.46 0.40
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current techniques, the planned method identifies the
negative energy as 0.90%, which is very positive. Previous
techniques of DNN, SVM, ANN, and NN contain 0.71%,
0.67%, 0.46%, and 0.40%, respectively. Table 3 contains
the overall performance of the proposed and present
approaches.

The suggested and existing approaches’ execution times
were also examined. The operating time of the approach
refers to the time it takes to detect an intrusion or attack
on the network. The proposed techniques detect the attack
within 270 seconds. The current approaches DNN, SVM,
ANN, and NN are 300 seconds, 400 seconds, 500 seconds,
and 600 seconds, respectively, as described in Figure 7.

Experimental results have shown that the optimal con-
figuration of M-DBNN techniques can be detected, which
increases feature exposure performance, resulting in a much
larger detection rate and shorter detection time than the
system without reducing the dimension. As a result, the
recommended ChOA-based M-DBNN classifier is best
suited for DDoS detection and should be used in real-time
applications.

5. Conclusion

An enhanced ChOA based M-DBNN is utilized to recognize
DDoS attacks in the network. The main aim of the proposed
technique is to extract representative features from the
CAIDA “DDoS Attack 2007” dataset, reduce classification
error, and correctly detect DDoS attacks. The preprocessing
of the dataset is to remove redundant and irrelevant features
from the dataset and to convert it to a finite number of
values. The predata are fed to the M-DBNN to predict the
class. An enhancement of M-DBNN is used for ChOA opti-
mization, which reduces the error to select the best weight
that is interconnected between the input and hidden layer,
so the advanced M-DBNN very accurately predicts the
classes. The proposed ChOA based M-DBNN gives high
diagnostic accuracy which was demonstrated. Many
performance measures of the proposed technique show a
significant improvement when compared to the previous
technique. The suggested technique had a detection accuracy
of 87% and a false positive rate of 0.09% on the CAIDA
“DDoS Attack 2007” dataset. In the future, advanced hybrid
optimization will be used to predict the class more effec-
tively. In addition, high-speed machine learning is used to
detect anomalies in the network.
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This study is aimed at reducing the occurrence of oil spill accidents in the engine room of ships and carries out risk prevention for
the equipment of the port ships, thereby reducing pollution to the marine ecological environment. Firstly, the concepts and
principles of cluster analysis and ship automatic identification system are expounded. Secondly, the data information collected
by the ship’s automatic identification system (AIS) is combined with density-based cluster analysis. The accident area and
extent at different stages of the ship’s engine room equipment are classified. Finally, cluster analysis is used to evaluate the risk
of equipment of the port ship engine room. The results show that there are 43000 ship operation information points in port a,
the average operating speed of ships is 9 kilometers, and the fastest operation speed is 16.9 kilometers. In addition, many ship
routes in port a need to take risk prevention measures to minimize the impact between ships and reduce the risk of oil leakage
in the engine room. The proposed cabin model can easily and quickly analyze the orientation information of the ship and
classify all the data into different types according to the surrounding information points. AIS can realize the information
transfer between ships and between ship and shore. Information such as the position, speed, and direction of the ship needs to
be accurately known to ensure safety at sea. These data need to relate to some terminals and networks to form a maritime
monitoring network. The ship AIS based on cluster analysis can cluster the areas where the ship’s speed and direction change
significantly in the port area, effectively preventing accidents. Scientific risk prevention measures can effectively reduce the oil
leakage risk of ship engine room equipment, improve the working efficiency of marine engines, and provide a strong
foundation for the entire marine ecological environment protection.

1. Introduction

Since the 20th century, with the use of super large commercial
ships, the pollution of the marine ecological environment
caused by oil leakage in ship work has becomemore and more
serious, which has also attracted the attention of all countries
in the world. Since 1924, the United States promulgated the
regulations on marine oil pollution caused by the ship oil spill.
Most governments have also enacted conventions and rules on
marine oil pollution. These laws and regulations have signifi-
cantly reduced the oil pollution of the marine ecological envi-
ronment, and the measures taken for the oil pollution of ships
have changed from control to protection.

The marine oil spill is very harmful to the ocean, not only
to the organisms in the sea but also to the restoration of the
whole marine ecological environment. Therefore, the risk
assessment of ship oil leakage equipment is also concerned by
all countries [1]. At present, various electronic information
devices have been used in the risk assessment of ship oil leakage
equipment globally, such as GPS (global positioning system)
and ship self-intelligent identification system [2]. At present,
there are various ways to evaluate the risk of the data collected
by electronic information devices. Analyzing the collected data
is also a problem to be solved. Therefore, the clustering analysis
of information mining [3] is born globally. It classifies the
initially collected data and analyzes the meaning of these data.
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The cluster analysis of ship engine room equipment risk
assessment techniques is introduced, and the purpose and
main motivation are to describe the concept and analysis
method of cluster analysis. The main finding of the study is
to implement a mathematical systemmodel with an automatic
ship identification function, which provides strong technical
support for the entire marine ecological environment protec-
tion. This is also the main innovation point. The main prob-
lem is that there is too little detailed data on oil spills in ship
engine rooms. Data can only be obtained through experimen-
tal simulation, which is also the fundamental problem of this
discussion. The solution is to implement a mathematical
model of ship engine room risk assessment by optimizing
and improving machine learning-related algorithms com-
bined with cluster analysis algorithms.

The overall structural logic is the following: Section 1
introduces commercial ships, and the theme is introduced
through the introduction of the hazards of marine oil spills
to the ocean related to the background. Section 2 implements
a mathematical model for automatic identification of ship data
by using the cluster analysis method combined with artificial
intelligence technology. Section 3 takes port a as an example,
the risk assessment level is constructed, and the corresponding
measures should be taken through the case analysis of ship
engine room equipment accidents. Section 4 introduces the
experimental environment and the main data collection
process and collects the main datasets. Section 5 draws conclu-
sions by systematically analyzing the experimental results and
expounds the content of marine ecological environment
analysis. These research contents can provide the basis and
direction for the risk assessment of ship engine rooms.

2. Recent Related Work

Many related studies have been carried out by scholars on ship
engine room equipment and digital modeling technology.
Yunlong et al. [4] conducted 3D design and research on ship
engine room equipment based on knowledge engineering.
Based on the knowledge engineering module, they studied
the 3D layout design of the multipurpose cargo ship engine
room. They established the classification rules of the ship
engine room to improve the efficiency of knowledge acquisi-
tion. The result is as expected. The feasibility and effectiveness
of knowledge engineering are verified in the 3D layout design
of the ship engine room. Zhang et al. [5] designed and
researched the virtual ship engine room system based on the
Unity3D platform. The mathematical model of the rudder is
established based on the introduction of the related concepts
of the ship system. Their proposed method enhances the oper-
ating experience with the same working environment in the
cabin. Park [6] used transfer learning to classify marine engine
room machines. The results show that the ship’s engine room
has improved automation systems. Wang et al. [7] studied the
condition monitoring method of marine engine room equip-
ment based on machine learning and proposed a condition
monitoring method based on manifold learning and isolation
forest. They introduced the isolation forest algorithm to train
and build multiple state models using standard condition data.
The model has a significant reference value for detecting and

repairing marine engine room equipment. Jou et al. [8] studied
the bonded discrete element method of ship-ice interaction in
sea ice fields. They conducted icebreaking studies on continu-
ous horizontal ice sheets by loading a single-degree-of-freedom
model of the icebreaker. The experimental simulation results
verify the effectiveness of the proposed model. Cheng et al.
[9] studied the data-driven modeling method of ship motion
based on a neural network. They present a global sensitivity
analysis method that combines artificial neural networks and
sparse polynomial chaos expansion techniques. The findings
can provide technical support for high-dimensional sensor data
collected from ship motion. Liu et al. [10] conducted research
on ship collision risk modeling based on the cloud model and
developed an inference engine system based on the cloud
model to assess ship collision risk. The results are used to verify
the feasibility of the proposed ship collision risk modeling.
Compared with the traditional ship collision risk model, the
proposed ship collision risk model has the advantages of simple
implementation, accurate results, and short time required to
generate the risk model.

In summary, to avoid collisions with key objects during
navigation, many scholars have constructed a cloud model of
ship navigation based on global sensitivity and uncertainty.
The model can be used in ship collision risk analysis to reduce
the dimension of risk parameters and reveal the main factors
of unstable collision risk [11–13]. However, these results are
insufficient for evaluating the uncertain results in hazard
calculations, making it challenging to predict accidents accu-
rately. Therefore, the proposed risk assessment model of ship
engine room combined with clustering analysis and AI can
provide reasonable suggestions for basic navigation safety. In
this way, marine pilots can make timely and correct decisions
to reduce or avoid collisions.

3. Mathematical Model of Room Risk
Assessment of Ship Engine Combined with
Cluster Analysis and AI

During the navigation of the ship, the condition of the ship’s
engine room directly affects the navigation risk of the ship.
To assess the risk of the ship’s voyage, firstly, the data from
the ship’s engine room is analyzed in detail. During the
voyage of the ship, the dimension and total amount of data
in the engine room will increase exponentially. Manual pro-
cessing of all the data in the dataset is difficult to accomplish.
Therefore, through the clustering method, the data with the
same characteristics in the data is gathered in a group and
analyzed and evaluated as a whole.

3.1. Cluster Analysis. Cluster analysis [14] divides the data
information into relatively similar groups and then analyzes
the data information of these groups. Cluster analysis is a kind
of thinking mode of human beings. Its purpose is to gather and
analyze information based on a comparable basis. There are
many types of clustering, including digital-related data, com-
puter information, statistical information, biological informa-
tion, and economic-related information. Although they are all
in different fields, they are all similar analyses of data, and sim-
ilar data information is gathered. From the perspective of
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machine learning, clustering analysis is unsupervised learning.
It depends on a predefined group or part of the data informa-
tion that has been analyzed. Cluster analysis is also learning
with observation property and exploration significance. At
the beginning of cluster analysis, there is no need for a cluster-
ing basis model. Cluster analysis can analyze and classify
according to the most original data information, and the begin-
ning and end of clustering must be the same. Clustering analy-
sis can be used as a feature task of data mining, which can
aggregate the scattered data information and then analyze it.

At present, clustering analysis includes system clustering,
decomposition, addition, dynamic clustering, ordered sample
clustering, overlapping clustering, and fuzzy clustering [15].
The clustering analysis calculationmethod is shown in Figure 1.

3.2. AIS. Firstly, the AIS [16] is a piece of information and
maritime safety intercommunication system between ships
and between ships and shore. It consists of VHF (very high
frequency) communication equipment, GPS, ship display
equipment, sensor equipment, and other devices that can
communicate. The equipment realizes the information
between ships and between ships and the shore and accu-
rately grasps the ship’s position, sailing speed, direction,
and other information. The AIS in the vessel can send data
to the outside. The VHF equipment can accept similar infor-
mation from other ships so that the ship can automatically
answer. AIS is an information dissemination system that
communicates with the outside world. It can connect some
terminals and networks to form a marine monitoring net-
work. In the absence of radar, AIS can effectively reduce ship
traffic accidents. Among them, the main body of AIS equip-
ment is composed of shore-based (base station) facilities and
ship-borne equipment. With the help of the global position-
ing system, dynamic ship data such as ship position, ship
speed, course change rate, and heading can be transmitted
to nearby waters through high-frequency digital signals.
The test information of AIS is shown in Figure 2.

In Figure 2, if the data of the automatic identification
system (AIS) are similar or close to the same level, the
similar data is filtered, and only the data points with the
same feature in the center of the set are retained. The rest
of the data information will be packed and compressed
[17]. If the distance between two ship track points is less
than 1/2 of the ship length, lossless data compression
can be adopted to compress data signals by converting
the values of all attributes of the same column in the stor-
age column into binary groups to improve the efficiency of
data transmission. The information compression process is
shown in Figure 3.

Through preliminary analysis of the information of the
AIS, the service identification code, operation address, and
operation track point of each ship’s waterborne mobile com-
munication are known, as shown in Table 1.

The information in Table 1 is initially analyzed. Then,
the form of the data is analyzed. After the data features are
extracted, the similarity between the data is calculated [18].
If the extracted information is N , the calculation method is
as shown in

N =
xor ⋯ x1d

xe1 ⋯ xed

" #
: ð1Þ

xor represents the r-dimensional information of the 0th
data. 1d represents the number of samples.

The basic equations are used to calculate ship distance:
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Equations (2)–(4) denote different representations of the
space position coordinates of the ship’s distance. ðdo, drÞ
represents the distance between two ships during the voyage.
The calculation of the spatial position Qop and the angle θop
of the ship’s sailing distance from the port is shown in
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Finally, the density-based clustering algorithm is selected
according to the information characteristics [19]. This clus-
tering algorithm uses the path between the information to
analyze whether the information is a unit. It can analyze
the orientation information easily and quickly and signifi-
cantly reduce noise to the analysis results. In the density-
based clustering algorithm, information points can divide
all information into three types under the information
points around them, including center points, edge points,
and noise points. Its distribution is shown in Figure 4.

How to judge the area described by the information
point mainly depends on two coefficients. One is the area
of the information point, which is determined by the radius
of the circular area. The other is the total number of other
information points. The center point refers to the informa-
tion point in the radius field of the circular area that exceeds
the initial range value of the area, as point c shown in
Figure 4. The edge point refers to the information point in
the radius field of the circular area that cannot meet the ini-
tial range value of the area, as point b showed in Figure 4.
The noise point refers to the information point collected that
does not meet the above two situations, as point a shown in
Figure 4.

3.3. Accident Analysis of Ship Engine Room Equipment:
Taking Port a as an Example. Firstly, the general situation
of the accident of the engine room equipment of the ship
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is the oil leakage accident [20]. According to the number and
area of the oil leakage, the measures taken are also different.
It is necessary to prepare the actions to be taken in the face
of emergencies to reduce the risk of accidents. The interna-
tional marine management organization has formulated a

unified risk specification for ships’ engine rooms [21]. The
scope and quantity of all risks can be represented by a
matrix, including the probability matrix and the resultant
impact matrix. Different engine room accidents lead to dif-
ferent risk levels. The risk levels of varying engine rooms
are analyzed.

Firstly, the base level of the matrix represents the risk of
an accident in the ship’s engine room, which is minimal, and
the threat it poses is relatively tiny. Therefore, preventive
measures are not needed.

Secondly, the upper part next to the base layer is the
middle part of the matrix. This part has a medium probabil-
ity of engine room accidents. Therefore, specific prevention
measures are needed to reduce the possibility of risk.

Thirdly, the section close to the upper level has the most
significant probability of accidents in the ship’s engine room.
Moreover, this type of accident has a significant impact on
the ocean, causing severe pollution and the slow recovery of
the sea. For the risk of this kind of level, reduce the risk of
the upper deck to the middle tier by preventing it in advance.
If the means of prevention cannot downgrade this kind of risk,
it should be analyzed from the source of this kind of accident.

According to different risk levels, the required solutions
are shown in Table 2.

Clustering
algorithm

classification

Partition based method

Hierarchical approach

Density based approach

Network based approach

Model based approach

Fuzzy clustering method

K-means algorithm; K-Medoids; Algorithm other

Agglomerative algorithms; Decomposition
algorithm; Hybrid algorithm

DBSCAN; OPTICS; DENCLULDE; Other

WAVECLUSTER; STING; CLIQUE; Other

Method based on statistics; Method based on
neural network; Other

FCM; PCM; PFCM; Other

Figure 1: General clustering algorithms.

Location 1

Location 2

Figure 2: Multi-round-trip ship automatic identification data.

A B

Figure 3: Information compression.

Table 1: Track composition.

Water mobile
communication service
identification code (m)

Address Track point

M1 I1 (I11, Y11), (I12, Y12) …

M1 I2 (I21, Y21), (I22, Y22) …

M1 I3 (I31, Y31), (I32, Y32) …

M1 I4 (I41, Y41), (I42, Y42) …

M2 I5 (I51, Y51), (I52, Y52) …
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Secondly, judge the critical areas in port a where acci-
dents may occur.

Step 1. Judge the navigation speed of the ship. If there is
a potential safety hazard, the ship will change the navigation
speed. According to the specific technology, the operating
rate of vessels in port a is analyzed, as shown in Figure 5.

According to the analysis of the figure, there are 43000
ship operation information points in port a. The average
operation speed of the ship is 9 km, and the fastest operation
speed is 16.9 km.

Step 2. Judge the ship’s direction of navigation. The ves-
sel has seven recommendations in total, and there is a 45-
degree difference in each order.

3.4. Density-Based Cluster Analysis Method to Process Data.
The density-based clustering method can better identify
the same feature of the data and can ensure that all the data
in the database can be processed. Therefore, the density-
based cluster analysis method is used to process the data
during the ship’s voyage. Through the analysis of AIS data
and information, port a is basically from south to north
and from east to west. Density-based cluster analysis is
employed. Step 1: find a relatively close information point
and increase the density of the central area. Step 2: calculate
the information by density-based cluster analysis—the high-
density range where the speed and direction of ships in port
a change rapidly are obtained. The navigation channels are
complex in the above measurements compared with other
areas. Firstly, the threshold is fixed. The threshold is gener-
ally derived from the specific ship performance of the ship
sailing, and the speed and direction of the ship are regulated
by the threshold [22]. After the threshold is specified, the
information points of the ship’s operating route that need
to be calculated can be obtained. Then, density-based cluster
analysis is used to perform calculations on the data to
remove noise points. Clustering data for port a is obtained.

In Figure 6, the A sea area is the gathering point of ship
speed and direction changes. There are many berthing areas
in this sea area, these areas are scattered on the edge of the
sea area, and collision accidents are very likely to occur in
the process of ships entering and leaving the sea area. There-
fore, ships entering and leaving the sea should reduce their
speed, pay attention to changes in direction, and assess risks
promptly to avoid collisions.

3.5. Risk Prevention Measures. From the result of cluster
analysis on the data obtained from the AIS of ships, it is
known that many ship routes in port need to take risk pre-
vention measures, thus minimizing the impact between ves-
sels and reducing the risk of oil leakage in the engine room.
According to the data results of the above analysis, the pre-
vention of oil leakage accidents in the engine room of the
ship can be carried out from the following aspects:

(1) The computer network and radar are used to moni-
tor the ship and provide helpful information for the
vessel in motion, thus improving the ship’s safety.
During the ship’s operation, the communication
between the vessels and the working post in the port
shall be strengthened to form a real-time intelligent
management system [23]

(2) When the total oil volume of ships in the port
exceeds 3000 tons, the port should set up prompt
signal devices in the water area with high ship den-
sity, making the ships passing by or ready to stop
pay attention to the current port conditions. Addi-
tionally, the silt at the border of the port shall be
removed. In extreme weather, the port shall timely
inform the ship of a lower speed or prohibit the ves-
sel from passing

(3) Scientific berthing specifications shall be formulated in
the port’s ship berthing area and anchoring water area,
and the berthing application shall be made before the
ship enters the port, as well as the traveling speed after
entering the port. In the case of many vessels, separa-
tion measures should be taken [3] to avoid collision
and oil leakage between ships, thus causing pollution
to the marine ecological environment

(4) The ships entering and leaving should be supervised
with antipollution measures. Spot check the antipollu-
tion equipment of the vessel and prohibit the vessels
with weak antipollution equipment from entering
and leaving the port. The ship’s antipollution equip-
ment is mainly divided into complicated and soft
equipment [24]. The hard equipment specifically
includes the oil filtering device, degreasing agent, and
water-oil separation device in the ship. The supervi-
sion of this equipment must be subtle and careful.
The soft equipment is mainly related to norms and
systems. According to different risk prevention, differ-
ent prevention and solution measures are developed,
reducing the risk rate of oil leakage. The international
standards include Oil Pollution Prevention Certificate
and Oil Pollution Emergency Plan on Board

4. Risk Assessment of Ship Engine
Room Equipment

4.1. Experimental Environment. The sea area in ports is
divided into grids, and the average speed of ships in ports
is calculated to study the behavior characteristics of vessels
in ports. After the data is analyzed, the grid width is defined

a

R

R

R
b

c

Figure 4: Density-based clustering analysis points.
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as 100m. The overall grid division of the study area is carried
out with a grid of 100m ∗ 100m. According to the grid width,
the sea area to be studied is divided into 11457 grids. The
experimental equipment adopted is a navigation simulator
experimental platform. Firstly, data on the hydrological condi-
tions of Tianjin Port are collected. Ship navigation conditions
are modeled by simulating ship operations.

4.2. Dataset Collection and Data Preprocessing. The experimen-
tal dataset is from the Maritime Comprehensive Database.
When the ship is sailing, the intelligent sensors installed on
the waterway will transmit the on-site ship data to the data

acquisition unit through standard signals. The standard digi-
tized signal is loaded into the server via the communication
network. In addition, the data receiving equipment on the ship
will be connected through the cloud server of communication
network language. The processed data will be sent to the coast
center server. The data is subjected to preprocessing operations.
The data collected in the experiment are divided into a training
set, validation set, and test set according to the ratio of 6 : 3 : 1.
The data in the training set can enhance the model training,
while only the data in the test set is used to obtain the final
model output. The experimental dataset includes ship number,
driving speed, heading, system reporting time, and ship naviga-
tion coordinates. A sample example of the dataset is shown in
Table 3.

4.3. Parameter Setting. In traditional model training, ele-
ments in the dataset with significant numerical differences
may make model training difficult. For this purpose, the ship
data is subjected to data tagging. The route trajectory of each
ship is interpolated and smoothed. The state values of all tra-
jectories are placed between ½0, 1�. In the spatial network of
nonlinear function mapping, the number of hidden nodes
in each layer is set to 128. The number of iterations is set
to 500, and the batch size is set to 1024. The ship’s trajectory
data is used for model testing. The initial learning rate is
0.001, and the learning rate decay factor is 0.95.

4.4. Performance Metrics. Mean absolute error (MAE) and
root mean square error (RMSE) are used to evaluate the per-
formance of the proposed model algorithm. The smaller the
MAE and RMSE values and the smaller the quotient of the
within-group variation and the degrees of freedom of error
in the analysis of variance, the smaller the sample standard
deviation difference between the predicted and observed
values (called residuals). To illustrate the degree of disper-
sion of the samples, in nonlinear fitting, the smaller the
RMSE and MAE, the better.

4.5. Performance Evaluation and Discussion. The performance
evaluation results of the model are analyzed and discussed.
After cluster analysis divides all ship navigation data into
information, an AI algorithm constructs ship navigation AIS.
The service identification code, operation address, and opera-
tion tracking point of each ship’s water mobile communica-
tion are recorded through the preliminary analysis of AIS
data. Additionally, ship engine room accidents are analyzed
by measuring ship speed and distance. Port a is used as an
example, and the density-based cluster analysis method is used

Table 2: Risk level and corresponding measures taken.

Risk level Risk resolution

Low level
In the basic situation, no measures should be taken, but the problem should be prevented from expanding. For example, the

oil leakage in the ship’s engine room is less than ten tons.

Medium level
Take risk reduction measures, and the funds needed to be considered when using the standards, which shall not exceed the

budget. For example, the amount of oil leakage in a ship’s engine room is between ten and fifty tons.

High level
Take all feasible measures to reduce the risk level until it reaches the medium level. For example, the amount of oil leakage

in a ship’s engine room is more than fifty tons.
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to process the data. The results can provide necessary references
for ship navigation risk prevention. Furthermore, the model
prediction errors of the LSTM algorithm, EKF, and BPNN
algorithms on the test dataset are compared. The data results
show that both the mean absolute error and the root mean
square error of the LSTM algorithm are the smallest. Among
them, the mean absolute error is 0.005, and the root mean
square error is 0.002. The specific parameters of each perfor-
mance index are shown in Table 4. Therefore, the prediction
error of the proposed LSTM algorithm is smaller than the other
two algorithms, and the model prediction accuracy is higher.

5. Conclusion

Marine pollution damage caused by oil spills in ship engine
rooms is not only persecution of aquatic life but also massive
harm to the entire marine ecological environment. This con-
tamination requires a very long recovery time. Effective mea-
sures must be taken to prevent oil spills in engine rooms and
reduce pollution to the marine environment. Cluster analysis
and artificial immune systems are presented and analyzed.
Density-based cluster analysis is combined with data informa-
tion collected by AIS. The risk of ship engine room accidents is
classified through cluster analysis. Additionally, the speed and
direction of the ships in port a are analyzed. Ships in a port are
subject to accident risk management. Finally, the correspond-
ing risk preventionmeasures are proposed. Port a is used as an
example to assess the risk of ship engine room equipment. The
results show that the adjustment of the ship’s running speed
and direction by the threshold significantly impacts the occur-
rence of oil leakage accidents in the ship’s engine room. There-
fore, ships should pay attention to changes in ship speed and
direction when entering and leaving the sea. The risk assess-
ment of ship engine room accidents has high value for protect-
ing the marine ecological environment. However, some
shortcomings are unavoidable. Some vessels are operating
illegally in port waters, and these vessels with abnormal behav-
ior need further behavior detection. In future research, the fea-
tures of ship data in different ports are extracted to strengthen
the monitoring of ship behavior.
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With the emergence of big data and the interest in deriving valuable insights from ever-growing and ever-changing streams of
data, machine learning has appeared as an effective data analytic technique as compared to traditional methodologies. Big data
has become a source of incredible business value for almost every industry. In this context, machine learning plays an
indispensable role of providing smart data analysis capabilities for uncovering hidden patterns. These patterns are later
translated into automating certain aspects of the decision-making processes using machine learning classifiers. This paper
presents a state-of-the-art comparative analysis of machine learning and deep learning-based classifiers for multiclass
prediction. The experimental setup consisted of 11 datasets derived from different domains, publicly available at the
repositories of UCI and Kaggle. The classifiers include Naïve Bayes (NB), decision trees (DTs), random forest (RF), gradient
boosted decision trees (GBDTs), and deep learning-based convolutional neural networks (CNN). The results prove that the
ensemble-based GBDTs outperform other algorithms in terms of accuracy, precision, and recall. RF and CNN show nearly
similar performance on most datasets and outperform the traditional NB and DTs. On the other hand, NB shows the lowest
performance as compared to other algorithms. It is worth mentioning that DTs show the lowest precision score on the Titanic
dataset. One of the main reasons is that DTs suffer from overfitting and use a greedy approach for attribute relationship analysis.

1. Introduction

The rapid development in web technologies resulted in the
creation of immense volume of data, which requires efficient
data extraction and intelligent data analysis for identifying rel-
evant information. Machine learning (ML) is a relatively new
domain of data analysis which plays an important role in emu-
lating human intelligence in electronic devices. Resultantly,
these devices can learn and progressively improve their perfor-
mance on specific tasks without explicit programming [1]. A

recent report suggests that ML will be the center of innovation
in near future [2]. ML techniques have been successfully
employed in web search [3], recommendation systems [4],
email filtering [5], ad placement [6], fraud detection [5], credit
scoring [7], stock trading [8, 9], and many other applications.

ML techniques are mainly divided into four categories:
(1) supervised, (2) unsupervised, (3) semisupervised, and
(4) reinforcement learning. In supervised learning, the clas-
sifiers are trained through examples. The classifier identifies
patterns from the labeled data and learns from the
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observations till achieving a certain level of performance. On
the contrary, unsupervised learning interprets the structure
of data and uses this information for organizing the data into
groups or clusters. Unsupervised ML does not use data labels
or any information about the desired outcome in advance.
Similarly, semisupervised learning uses a combination of
both labeled and unlabeled data for mining meaningful
patterns. Research identifies that accuracy can improve sig-
nificantly when unlabeled data is used in conjunction with
labeled data [10]. Finally, reinforcement learning is a new
area in ML that is concerned with achieving an optimal out-
come through trial and error [11].

The objective of the paper is to present a comprehensive
performance analysis of various classification algorithms for
multiclass prediction using multiple datasets. The algo-
rithms include Naïve Bayes (NB), decision trees (DTs),
random forest (RF), gradient boosted decision trees
(GBDTs), and DL-based convolutional neural networks
(CNN). NB and DTs are classic ML algorithms. NB is one
of the simplest and oldest classifiers which is based on
Bayesian theorem. NB is particularly suited in situations
where input dimensions are relatively high. Similarly, DTs
present the decision results in a tree-like graph with all pos-
sible consequences, including chance event outcomes. DTs
are mostly applied in decision analysis and operation
research for identifying an effective strategy. On the other
hand, RF [12] and GBDTs [12] are ensemble-based tech-
niques. An ensemble technique uses multiple base
algorithms for better classification results that could be
obtained through any of the constituent base algorithm
alone. GBDT is a stochastic prediction method that repre-
sents an ensemble or collection of single regression trees
which are combined (i.e., mean) to give a final prediction.
Similarly, RF takes multiple samples of training data, creates
models for each data sample, and takes an average of these
sample models for making a better estimate of true outcome.
Finally, CNN [13] is a recently developed neural network-
based classification approach. CNNs are like traditional
neural network with neurons having learnable weights and
biases. A neuron can receive many inputs, performs a
weighted sum, and passes it to an activation function for
the final output.

This study is inspired by some recent machine learning
and deep learning-based studies in information technology,
biology, and medicine. For instance, the study of Amiri
et al. [14] employs six popular machine learning classifiers
for examining radiomic features which are based on the
computed tomography for predicting the risk of chronic kid-
ney illness, particularly in patients undergoing radiation
therapy for diseases such as abdominal cancer. Similarly,
the study of Loreto et al. [15] addresses the challenge of
discharge of patients from Intensive Care Units as ICU read-
missions are linked to unfavorable outcomes such as lengthy
expenses and high morality rates. The study shows that
improving risk stratification for identifying patients highly
susceptible of clinical deterioration might enhance the situa-
tion for chronically ill patients who are under hospital care.

This study is aimed at exploring the behavior of well-
established ML and DL-based algorithms and presents a

performance analysis of simple as well as ensemble-based
ML algorithms against convolutional neural networks on
multiple small and large datasets. The experimental setup
consisted of thirteen datasets derived from different
domains, publicly available at the repositories of UCI
and Kaggle. The classifiers are evaluated using standard
ML measures, i.e., accuracy, precision, and recall. In addi-
tion, we separately analyze the training and prediction
time of DL and other established classifiers.

The key contributions of this study are summarized as
follows:

(i) This study explores the behavior of well-established
ML and DL-based algorithms for multiclass
predictions

(ii) This study presents a performance analysis of sim-
ple as well as ensemble-based ML algorithms
against convolutional neural networks on multiple
small and large datasets

(iii) The study evaluates the performance of the classi-
fiers using statistical measures such as accuracy
and precision and concludes that gradient boosting
decision trees (GBDTs) outperform other classifiers.
This study also enlightens the researchers in
choosing a baseline algorithm or proposing an
ensemble-based technique using any of the exam-
ined classifiers

The rest of the paper is organized as follows: Section 2
presents the most relevant work to this study. Section 3 pre-
sents a brief introduction of the classifiers to be compared
and discuss their underlying techniques. Section 4 presents
the details of experimental setup including datasets and per-
formance evaluation measures. Section 5 presents the results
and discussion based on the experimental setup, and finally,
Section 6 concludes the study based on the research findings.

2. Related Works

Several studies have been proposed in literature for empiri-
cally comparing the performance analysis of different
classification algorithms. However, these studies do not fully
analyze the classifier performance on datasets with varying
attributes, types of attributes, and sizes.

In StatLog project, Caruana and Niculescu-Mizil [16]
compare the performance of nine classifiers on large-
scale datasets. The classifiers are selected from different
branches of supervised classification including symbolic
learning (using C4.5), statistics (using linear regression
(LR), NB, and k-nearest neighbor (kNN)), and neural net-
works (NN). The findings of the study indicate that the
performance of classifiers is solely dependent on the
characteristics of datasets under investigation. Class
imbalance is one of the leading reasons of performance
degradation for classifiers, even for well-established classi-
fiers such as latent Dirichlet allocation (LDA), support
vector machine (SVM), and classification trees. Traditional
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classifiers show serious deficiencies in predicting the
instances of minority class [17].

Similarly, Brown and Mues [18] empirically evaluate
the predictive power of eight supervised classifiers by grad-
ually increasing class imbalance through random under-
sampling. The results of the study prove that RF and
GBDTs perform significantly better on credit scoring data-
sets with pronounced class imbalances as compared to
other classifiers. Research identifies that in credit scoring,
data quality issues pose a challenge in scorecard develop-
ment and risk measurement. However, with specific
domain knowledge, the accuracy of credit scoring models
can be significantly enhanced [19]. In addition, the predic-
tive nature of data such that the captured characteristics
are directly associated to the customer defaulting or not
poses a serious challenge.

Surprisingly, over the past decade, DL has shown
remarkable success in various research domains of artificial
intelligence. DL-based techniques show superior perfor-
mance [20] as compared to other ML methods in areas such
as natural language processing, image, and voice recogni-
tion, among others. Luo et al. [21] present a performance
analysis of Deep Belief Networks (DBN) against popular
credit scoring methods such as LOGREG, multilayer percep-
tron (MLP), and SVM on a credit scoring dataset and iden-
tified that DBN outperforms other classifiers. However, the
experiments conducted are restricted to Boltzmann
machines only. Similarly, Sewak et al. [22] compared the
performance of deep neural networks (DNN) against RF
for malware classification using different sets of features.
Though RF shows better performance as compared to
DNN, however, the performance difference is negligible
which requires further testing on complex datasets.

On the other hand, Abellán and Castellano [23] identify
that a simple classifier with imprecise probabilities, when
used as a base classifier in an ensemble scheme, can enhance
the performance of other more complex classifiers for pre-
dicting credit risks. However, the study did not specify a
standard criterion for selecting a base classifier. In this con-
text, Lessmann et al. [24] proposed an ensemble-based
approach which creates various noise-free balanced seg-
ments from large-scale raw datasets and builds multiple clas-
sifiers on these segments using a specific classification
technique. The model combines results from multiple classi-
fiers using specific ensemble rules. The results of the study
from forty-six imbalanced datasets identify that the ensem-
ble rule MaxDistance performs better with data balancing
methods of SplitBal and ClusterBal as compared to other
ensemble rules. In addition, the proposed ensemble-based
approach outperforms the conventional external data balan-
cing methods.

In addition to proposing a novel ensemble approach, a
review of relevant literature identifies several studies which
present a performance analysis of existing ensemble-based
techniques. The work of Lorena et al. [25] identifies that
RF shows better performance as compared to other classi-
fiers through modelling the potential distribution of plant
species using nine supervised ML classifiers. Each classifier
extracted a different representation of relations between the

distribution profile of plant species and environmental con-
ditions. However, performance analysis was based only on
image data with no multiclass attributes. Li et al. [26] inves-
tigate the performance of DTs, RF, and SVM. The authors
have modeled the potential distribution of various local for-
est communities in New York State’s Huntington Wildlife
Forest (HWF). The results of the study indicate that RF
and SVM produce better multitemporal predictions as com-
pared to DTs. In addition, RF and SVM reflect changes in
forest type much more effectively. On the other hand, Macià
and Bernadó-Mansilla [27] presented the design of a mind-
ful repository with properly characterized ML datasets.
Consequently, the design of the repository lays the founda-
tion of a well-supported methodology which can effectively
assess a learner and provides a rich set of artificial
benchmarks.

Similarly, automatic extraction of keywords is significant
for text mining, information retrieval, and natural language
processing. The study of Onan et al. [28] empirically ana-
lyzes effectiveness of the statistical keyword extraction
approaches in conjunction with the ensemble learning
methods. On the other hand, the study of Onan [29]
proposed a recurrent neural network-based approach for
opinion mining on instructor review database using an
ensemble of classical text representation and word-
embedding schemes. The results show the superiority of
deep learning-based techniques over conventional machine
learning-based algorithms. In sentiment analysis, sarcasm
is a form of nonliteral language where users usually express
negative emotions by using words having positive literal
meanings. The study of Onan [30] presents a deep
learning-based model for detecting sarcasm by comparing
the predictive performance of topic-based word-embedding
schemes against conventional word-embedding approaches.
In addition, the study incorporates several implicit and
explicit word-embedding-based features. Similarly, in their
study [31], Onan and Toçoğlu presented an inverse
gravity-based term weighted framework of word embedding
with trigrams. The study assigns higher priority to critical
words by considering word-ordering information. In addi-
tion, the authors introduce a three-layered architecture
based on an efficient stacked bidirectional memory scheme.
Finally, the study of Onan [32] presented supervised hybrid
clustering that is based on k-means and cuckoo search algo-
rithm for partitioning data samples from each class into
different clusters resulting in higher diversity of training
subsets.

Diagnostic classification of fatal diseases such as cancer
can greatly improve the surveillance and treatment proce-
dures for patients. The study of Ma et al. [33] proposed an
extreme gradient boosting-based classification model by
employing dense multiomics data for segregating early and
late stages of cancer. On the other hand, predicting PPI (pro-
tein-protein interaction) sites can be significant for getting
an insight into the biological activity. The study of Wang
et al. [34] proposes a machine learning algorithm that
employs eXtreme gradient boosting enhancing the predic-
tion of PPI sites and alleviating heavy expenses associated
with running costly and time taking biological experiments.
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3. Performance Analyses of ML Algorithms

This study is aimed at presenting the performance analysis
of well-established ML techniques against newly developed
DL-based algorithms for multiclass prediction; thereby
assessing to what extent these classifiers are affected by
increasing the complexities of the datasets in terms of size,
attributes, and types of attributes. A brief explanation of
each of the techniques applied in this study is given in the
following.

3.1. Machine Learning-Based Classifiers. ML-based
algorithms range from classic Naive Bayes (NB) to
ensemble-based decision trees (DTs), random forest (RF),
and gradient boosted trees (GBDTs).

3.1.1. Naïve Bayes (NB). Naïve Bayes (NB) is a supervised
ML technique which uses probabilistic Bayesian rule for
classification. The probabilistic rule allows representing
the uncertainty about the model by determining the prob-
abilities of outcome. Given the class label, NB assumes
that the features of a dataset are conditionally indepen-
dent. In [35], the Bayes theorem is given as

PðÞ = PðÞP hð ÞP Dð Þ, ð1Þ

where PðhÞ and PðDÞ are prior probabilities of hypothesis
h and training data D, respectively. On the other hand,
Pðh/DÞ represents probability of hypothesis h given the
training data D. Similarly, PðD/hÞ represents the probabil-
ity of training data D given the hypothesis h. NB is among
the most practical models because of speed and space effi-
ciency. It is widely used in text classification, diagnostic,
and predictive problems. However, in datasets where the
features are not conditionally independent, such as gene
expression data due to coregulation, NB suffers
performance deficiencies.

3.1.2. Decision Trees (DTs). A DT generates a tree struc-
tured decision rule from a large input sample and extracts
knowledge to classify the sample input into one of its
possible classes. The existing literature presents various
DT-based algorithms. However, this paper uses C4.5 as
the underlying DT algorithm for classifying the input
datasets. C4.5 [36] is an extended version of Iterative
Dichotomiser 3 (ID3). ID3 starts from the given set of
attributes (S) as the root node. And, for each of the itera-
tions, it computes the information gain and entropy of
every unused attribute of the set (S). The attributes with
maximum information gain (or minimum entropy) are
selected, and the set (S) is partitioned based on the
selected attributes resulting in subsets of data. The
algorithm continues by considering only the attributes
never selected before on the subsets of data and stops
when there are no more attributes left for selection or each
element in the subset belongs to same class thereby turn-
ing into a leaf node. ID3 is based on greedy search. Using
the concept of information gain, ID3 selects a test and

avoids other possible choices. Information gain is
computed as in [36]

Gain S, Að Þ = entropy Sð Þ −〠
v

Svj j
Sj j entropy Svð Þ, ð2Þ

where S represents the training set, A indicates a specific
attribute, v denotes all possible values of attribute A, and
jSj and jSvj are number of elements in S and Sv , respec-
tively. Similarly, C4.5 works in the same manner as ID3.
However, the splitting is based on normalized information
gain (NIG) which effectively solves overfitting problem.
DTs offer many advantages such as the ability to classify
numerical, nominal, and textual input types. DTs can
handle datasets with missing values and are available in
different data mining packages or platforms.

3.1.3. Gradient Boosted Trees (GBDTs). Gradient boosting
[37, 38] is an ensemble approach for classification and
regression problems, which employs forward-learning
mechanism. GBDT produces a prediction result through
an ensemble of weak prediction models, mostly decision
trees. Weak learners are iteratively integrated into a single
and strong prediction model. The algorithm begins by train-
ing a decision tree where each observation is given an equal
weight. After evaluating the first tree, the weights are
increased for those observations which are difficult to clas-
sify and decreased for the observations which can be easily
classified. The second tree is grown upon the improved pre-
dictions of the first tree and computes the classification error
from this 2-tree ensemble model. Similarly, the algorithm
continues to grow a third decision tree for predicting the
revised residuals. This process continues to repeat for a spec-
ified number of iterations. Therefore, the final prediction of
GBDT is based on the weighted sum of predictions made by
the previous trees resulting in improved classification of
observations which are not well classified earlier. Gradient
boosting can be easily explained in terms of least-squares
regression setting where the aim is to “teach” a model F
for predicting values of the form ŷ = FðxÞ by minimizing
mean square error given as

Mean square error = 1
n

ŷi − yið Þ2, ð3Þ

where i is an index over some training dataset of size n and y
is the response or output variable. At each iteration m such
that 1 ≤m ≤M, it is assumed that there exists some weak
learner Fm and each subsequent learner Fm+1 is an improve-
ment to its predecessor Fm by adding an estimator h given as
in [38]

Fm+1 xð Þ = Fm xð Þ + h xð Þ: ð4Þ

In [38], we can also find the perfect value of h:

Fm+1 xð Þ = Fm xð Þ + h xð Þ = y ð5Þ
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or equivalently,

h xð Þ = y − Fm xð Þ: ð6Þ

Finally, GBDTs fit h to the remaining y − FmðxÞ. These
remaining or residuals for a given model FðxÞ represent
the negative gradients of squared error loss function given
as under

Squared error loss function =
1
2

y − F xð Þð Þ2: ð7Þ

Therefore, GBDTs are, in fact, gradient descent func-
tions. Gradient boosting is simple and effective, particularly,
for learning nonlinear functions. One of the biggest advan-
tages of GBDTs is that it decreases human interpretability.
However, GBDTs take longer time to produce classifier
outcome.

3.1.4. Random Forest (RF). Random forest (RF) consists of
multiple DTs which operate as an ensemble [12]. Each indi-
vidual tree in RF produces a class prediction, and the class
with maximum votes is selected as the model’s prediction.
The algorithm performs an implicit feature selection using
a small subset of “strong variables” which leads to superior
performance on high-dimensional data [39]. The results of
feature selection can be visualized through Gini index [40]
which indicates the importance or feature relevance.

Gini index measures an attribute’s impurity with respect
to each class. At each node within binary trees of the random
forest, the optimal split is achieved using Gini impurity
which is computationally efficient as compared to entropy.
Gini impurity measures how well a potential split is separat-
ing samples of the two classes at a particular node. In
addition, Gini impurity indicates the frequency of selecting
a specific feature for a split and the extent of its overall dis-
criminative score for the given classification problem. Let T
be a given training dataset, selecting an attribute at random
and checking whether it belongs to some class Ci; Gini index
is computed as in [40]

〠〠
j≠i

f Ci, Tð Þ
Tj j

� �
f Ci, Tð Þ

Tj j
� �

, ð8Þ

where ð f ðCi, TÞÞ/jTj represents the probability with which
the selected attribute belongs to the class Ci. RF selects the
best feature among the random subset of features while split-
ting a node, and it has only two parameters to adjust, i.e.,
number of variables in a random subset at each node and
number of DTs in the forest. RF has many advantages over
other ensemble methods. It works well for a large range of
items and shows less variance as compared to a single DT.
In addition, RF are flexible and output higher accuracy even
without scaling of data. However, generating RF is much
harder and time-consuming as it requires more computa-
tional resources.

3.2. Deep Learning-Based Classifiers. Conventional ML
methods are limited in their ability for processing natural

data in raw form. DL-based methods are representation
learning methods which allow a machine to be fed with the
raw data and automatically discover the representations
required for classification. In addition, DL exploits simple
but nonlinear modules for transforming the representation
at raw input level into a representation at higher or abstract
level. Several deep learning techniques have been developed
so far; however, this study analyzes only convolutional neu-
ral network (CNN) given as follows.

3.2.1. Convolutional Neural Network (CNN). DL has proven
to be an outstanding classification technique in image/
speech recognition and other relevant applications [13].
The classification process in DL begins by training large
multilayer neural networks (MLPs), also called deep neural
networks (DNN). MLPs are, in fact, feedforward networks
which are trained with standard backpropagation algorithm.

Currently, several DL-based techniques have been pro-
posed. However, this paper employs convolutional neural
network (CNN) which is a type of DNN. CNNs utilize mul-
tiple layers for multiclass predictions such as one or more
pairs of max-pooling layer, a convolutional layer, and one
or more fully connected hidden layers. These layers use neu-
rons with tanh, maxout, and rectifier functions for the
purpose of identifying a set of locally connected neurons.
CNNs continuously extract several low-level characteristics
into compressed high-level abstractions and representations.

One of the advantages of CNNs includes fewer parame-
ters and easier training as compared to other deep neural
networks. In addition, CNNs show higher accuracy using
advance features such as adaptive learning, momentum
training, rate annealing, dropout, and L1 or L2 regulariza-
tion techniques. DL has become a popular research domain
in recent years. Therefore, a comprehensive performance
analysis is required against well-established machine learn-
ing techniques. Table 1 presents a comparison between the
machine learning algorithms discussed in the study.

4. Experimental Setup

The choice of an appropriate algorithm in response to a
specific classification problem is based not only on prior
knowledge about the classifiers’ performance but also on sys-
tematic evaluation in order to replicate and generalize the
results. The recent progress in publicly available datasets
has led the machine-learning community to effectively vali-
date and share the experimental results. The experiments
were performed on Intel Quad-Core i5-82500U at 1.8GHz
with 8GB RAM, running 64-bit Windows 10 Home Edition.
The datasets were partitioned using 10-fold cross-validation.

In this study, 10-fold cross-validation technique [41] is
utilized for measuring accuracy of the classifiers. In this
setting, the training dataset is divided into ten equal-sized
subsets such that each of these ten subsets is tested using
the classifier that has been trained on the remaining nine
subsets. The advantages of tenfold cross-validation include
reduced computation cost as the process is repeated only
ten times. In addition, 10-fold cross-validation results in less
biasness as compared to other validation techniques where
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each data point is tested for exactly once and is utilized in
training (10-1) times.

4.1. Datasets. The performance analysis of the classifiers is
visualized on eleven datasets from the popular UCI [42]
and Kaggle [43] repositories. Table 2 summarizes the char-
acteristics of the datasets. The datasets can be divided into
three categories: small, medium, and large based on number
of instances and type of attributes. Datasets having less than
10,000 instances are taken as small datasets. Thus, Horse
Colic, Titanic, CTG, Spambase, and NYS Dept. of State Busi-
ness Filings fall under the category of small datasets. On the
other hand, datasets with a number of instances between
10,000 and 50,000 are considered as medium datasets.
Therefore, Avila, WHO Suicide Statistics, and Adult datasets
are categorized as medium-sized datasets. Finally, datasets
with a number of instances between 50,000 and 250,000
are taken as large datasets. The study includes TripAdvisor
Restaurant, NYS Nyserda, and Black Friday as the large
datasets.

4.2. Performance Evaluation Measures (PEMs). The perfor-
mance of the classifiers is evaluated using the widely used
confusion matrix-based metrics, namely, accuracy, preci-
sion, and recall. The confusion matrix represents the relation

between predicted values and actual values. Therefore,
accuracy, precision, and recall play a significant role in
determining an algorithm’s strength.

4.2.1. Accuracy. The accuracy of a classifier is computed as
the number of correctly predicted instances divided by total
number of predictions. In other words, accuracy is the over-
all percentage of correctly predicted values given as

Accuracy = TP + TN
TP + TN + FP + FN

, ð9Þ

where TP and TN represent true positive and true negative,
respectively. Similarly, FP and FN represent false positive
and false negative, respectively. TP and TN show that model
predictions agree with the original class values whereas FP
and FN indicate the incorrect prediction of the model as
compared to original class values.

4.2.2. Precision. Precision represents exactness, and it shows
the percentage of correctly predicted positive results (i.e.,
TP) from all positive predictions given as

Precison =
TP

TP + FP
: ð10Þ

Table 1: Comparison of ML- and DL-based classifiers.

Classifier
Underlying
methodology

Classifier
applicability

Nature of
prediction/
label class

Advantage(s) Disadvantage(s)

Naïve Bayes [35] Bayes theorem Classification Categorical

Less parameter tuning,
less data learning
requirements,

computationally fast

Conditional independence
between attributes

Decision trees [36]
Iterative

Dichotomiser 3
(ID3)

Classification,
regression

Categorical,
continuous

Simple to interpret, shows
higher accuracy

Target attribute must have
discrete values; dataset
must not have complex
and many attributes (i.e.,
imbalance); uses greedy
approach for generating
DTs; prone to overfitting

Random forest [12]

Aggregation of
(decision) trees
using bagging
with C4.5
algorithm

Classification,
regression

Categorical,
continuous

Not susceptible to
overfitting, reduces error
rate while generating DTs

Generates parallel DTs,
computationally slow on
large and complex datasets

Gradient boosted trees [37, 38]
Adaptive

boosting using
C4.5 algorithm

Classification,
regression

Categorical,
continuous

Boosting reduces error by
reducing bias and to some
extent variance sequential

tree generation with
improved learning in each

iteration

Uses shallow weak learner
trees, computationally
faster than RF, harder
parameter tuning

Deep learning [13]
Convolutional
neural networks

Classification,
regression

Categorical,
continuous

Higher accuracy
sometimes exceeds

human-level performance;
DL algorithms scale with

data; CNNs require
relatively little
preprocessing

Requires large amounts of
labeled data and

substantial computing
power
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Precision is an effective measure to determine the cost
associated with false positives. For example, detecting spam
emails, a false positive indicates the number of nonspam
emails which are identified as spam.

4.2.3. Recall. Recall answers what percent of positive cases is
predicted correctly. Recall is also referred to as the true-
positive rate given as

Recall =
TP

TP + FN
: ð11Þ

5. Results and Discussion

The section presents results of the classifiers discussed in this
study using the performance measures of accuracy,
precision, and recall. Figure 1 presents the accuracy of the
classifiers. NB shows more than 80% accuracy on the Adult
dataset and more than 60% accuracy on NYS Nysedra,
Horse Colic, CTG, and Spambase datasets. However, the
accuracy results of NB are below 50% on Avila, TripAdvisor
Restaurants Info, and Titanic datasets, respectively. A possi-
ble explanation of such behavior could be that Adult dataset
is primarily created for binary classification whereas NYS
Nysedra, Horse Colic, CTG and Spambase datasets have
multiple types of attributes and these datasets are mainly
designed for multiclassification. On the other hand, Avila
and TripAdvisor Restaurants Info are complex datasets with
several prediction classes and multiple types of attributes.
Surprisingly, NB shows lower accuracy on the Titanic data-
set. One of the key reasons is that the Titanic dataset has

different proportions of missing values in different
attributes.

The accuracy of DTs on Titanic, Spambase, and NYS
Dept. of State Business Fillings datasets is above 90%. Simi-
larly, DTs show more than 80% accuracy on the Adult
dataset and more than 70% accuracy on Horse Colic and
Black Friday datasets, respectively. However, the accuracy
of DTs is below 60% on Avila and WHO Suicide Statistics
datasets. DTs effectively analyze the statistical relationship
between a given input and output. Therefore, DTs show
higher accuracy overall as compared to NB on multiclass
datasets and datasets with missing values.

On the other hand, ensemble-based GBDTs show more
than 70% on Horse Colic and WHO Suicide Statistics data-
sets and above 80% accuracy on CTG and Adult datasets.
Similarly, the accuracy of GBDTs is above 90% on Titanic,
Spambase, Avila, and Black Friday datasets, respectively.
GBDT employs bootstrap bagging to integrate weak leaners
for overall improvement. Therefore, GBDT shows higher
accuracy as compared to DTs, particularly on complex and
multiclass datasets such as Avila.

Similarly, RF is another ensemble approach which shows
more than 90% accuracy on Titanic, Spambase, and NYS
Dept. of State Fillings datasets; more than 80% accuracy on
Adult and Black Friday datasets; and more than 70% accu-
racy on the Horse Colic dataset, respectively. However,
accuracy results are below 65% on Avila, CTG, and WHO
Suicide Statistics. While comparing with DTs, RF shows
small improvements on Avila, CTG, and WHO Suicide Sta-
tistics datasets. However, on datasets having noisy classifica-
tion or regression, RF shows overfitting tendency and in the

Table 2: Characteristics of selected datasets.

Dataset No. of attributes No. of instances Attribute types No. of prediction classes Dataset library

Small datasets

Horse Colic [42] 27 368
Categorical,
integer, real

02 UCI

Titanic [43] 12 891
Categorical,
integer, real

02 Kaggle

CTG [42] 23 2126 Real 03 UCI

Spambase [42] 57 4601 Integer, real 02 UCI

NYS Dept. of State Business Filings [43] 24 9745
Categorical,
integer

10 Kaggle

Medium-sized datasets

Avila [42] 10 20867 Real 10 UCI

WHO Suicide Statistics [43] 6 43800
Categorical,
integer

06 Kaggle

Adult [42] 14 48842
Categorical,
integer

02 UCI

Large-sized datasets

TripAdvisor Restaurant [43] 11 126000
Categorical,
integer, real

07 Kaggle

NYS Nyserda [43] 23 223000
Categorical,
integer, real

06 Kaggle

Black Friday [43] 11 234000
Categorical,
integer

10 Kaggle
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case of categorical attributes with different numbers of levels,
RF favors those attributes having more levels. This behavior
is evident on Avila, CTG, and WHO Suicide Statistics data-
sets where GBDT shows higher accuracy as compared to RF.

Finally, convolutional neural networks (CNN) show
more than 90% accuracy on the Titanic dataset; more than
80% accuracy on Horse Colic, Spambase, and Adult datasets;
and more than 70% accuracy on NYS Dept. of State Fillings
and Avila datasets, respectively. On small datasets, the per-
formance of CNN suffers as DL-based classifiers are slow
to train [44]. On the other hand, RF requires tuning of fewer

hyperparameters which makes RF a faster algorithm. There-
fore, on small datasets such as Horse Colic and NYS Dept. of
State Fillings, RF outperforms CNN in terms of accuracy.
One of the drawbacks of RF is that it often yields suboptimal
performance on large-scale datasets using the greedy
approach of tree construction [45]. Therefore, on Avila
and Black Friday datasets, RF shows lower accuracy results
as compared to CNN.

Surprisingly, GBDTs outperform all other classifiers dis-
cussed in this study in terms of accuracy, particularly, on
datasets with multiclassification and missing values. A
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Figure 1: Accuracy of the classifiers.
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Figure 2: Precision of the classifiers.
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possible explanation of such phenomena could be that
GBDTs utilize the concept of boosting to shallow the classi-
fication trees which results in model simplicity and tuning is
limited to the parameters of the gradient boosting algo-
rithms itself. GBDT performs optimization in function space
that results in flexible use of custom loss function. In addi-
tion, boosting is computationally efficient as compared to
deep learning [46–48].

Figure 2 presents the precision results of the classifiers.
NB shows more than 90% precision on Titanic, Spambase,
and WHO Suicide Statistics; more than 80% precision on
NYS Dept. of State Fillings; more than 70% precision on
CTG; and below 60% precision on the rest of the datasets.
The precision results are different from the accuracy results
as shown in Figure 1. This is because precision is indepen-
dent of accuracy and is concerned with the fraction of
positive predictions which are identified as positive in actual.
On the other hand, accuracy is simply the fraction of total
sample that is correctly identified.

The precision of DTs on Horse Colic, NYS dept. of State
Fillings, WHO Suicide Statistics, and Adult datasets is above
90%. Similarly, DTs show more than 70% precision on CTG
and Spambase datasets and below 50% precision on Titanic,
Avila, and Black Friday datasets, respectively.

It is worth mentioning that DTs show more than 90%
accuracy on the Titanic dataset. However, the precision
results of DTs on the Titanic dataset are below 40%. On
the other hand, NB shows more than 90% precision on
the Titanic dataset. However, the accuracy of NB on the
Titanic dataset is below 50%. One of the prime reasons
is that NB is a simple algorithm less prone to overfit.

On the other hand, DTs suffer from the inability to grasp
the relationship between features of the dataset and utilize
the greedy learning approach which leads to suboptimal
model [38]. Overall, DTs efficiently predict the true posi-
tives; therefore, precision results on DTs are higher on
most datasets as compared to NB.

On the other hand, GBDTs show more than 60% preci-
sion on NYS Dept. of State Fillings, TripAdvisor, and NYS
Nysedra datasets and more than 80% precision on Horse
Colic, CTG, Avila, WHO Suicide Statistics, and Black Friday
datasets. Similarly, precision results are above 90% on Spam-
base and Adult datasets. The precision results are below 50%
on the Titanic dataset. GBDTs show higher precision on
complex datasets such as Avila and Black Friday and data-
sets with missing values such as Titanic as compared to
DTs. Similarly, ensemble-based RF shows almost the same
behavior as DTs, except on Titanic and Black Friday datasets
where RF shows higher precision. Comparing with GBDTs,
RF shows lower precision results which show that GBDT
classifies the true positives efficiently as compared to RF on
complex datasets and datasets with missing values.

Finally, CNN shows more than 60% precision on Horse
Colic, CTG, NYS Dept. of State Fillings, TripAdvisor, and
Black Friday datasets. Similarly, precision results are above
90% on Titanic, Spambase, and WHO Dept. of State Fillings
datasets. However, CNN shows below 50% precision on the
Avila dataset. Comparing with RF, CNN shows mixed per-
formance results. On the Horse Colic dataset, CNN shows
significantly lower precision results. However, precision
results of CNN are significantly higher on the Spambase
dataset. Comparing with GBDTs, CNN shows significantly
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Figure 3: Recall score of the classifiers.
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lower overall precision which indicates that GBDTs can
output higher precision as compared to CNN on large, mul-
ticlass datasets.

Figure 3 presents the recall of the classifiers. The recall of
NB, DTs, GBDTs, RF, and CNN is almost similar to their
precision results as shown in Figure 2. A possible explana-
tion of this phenomenon is that both precision and recall
are concerned with correctly identified positive predictions.
The difference lies in that in precision, the correctly
identified positive predictions are from the total positive pre-
dictions whereas in recall, the correctly identified positive
predictions are from actual positive values. Overall, GBDTs
shows higher recall as compared to other classifiers. DTs
show more than 90% recall on Horse Colic, NYS Dept. of
State Fillings, WHO Suicide Statistics, and Adult datasets.
The recall is above 60% on Spambase, TripAdvisor, and
NYS Nyserda datasets. However, the classifier shows below
40% recall on Avila and Titanic datasets, respectively. The
recall results of DTs are almost similar to the precision
results on the datasets analyzed in this study.

The recall of GBDTs on Spambase and Adult datasets is
above 90%. The classifier shows more than 80% recall on
Horse Colic, Avila, WHO Suicide Statistics, and Black Friday
datasets. On NYS Dept. of State Fillings, TripAdvisor, and
NYS Nyserda, the recall is above 60%. However, GBDTs
shows below 50% recall on the Titanic dataset. The recall
results of GBDTs are nearly similar to its precision on the
datasets discussed in this study.

RF shows nearly similar recall results as precision on the
datasets used for experimental setup. For instance, on Horse
Colic, Titanic, NYS Dept. of State Fillings, WHO Suicide
Statistics, and Adult datasets, the recall is above 90%; more
than 60% recall on CTG, Spambase, Trip Advisor, and
NYS Nyserda datasets; and below 40% recall on the Avila
dataset, respectively.

Similarly, the recall results of CNN are almost similar to
its precision results on the datasets tested. For example, on
Titanic, Spambase, and WHO Dept. of State Fillings data-
sets, the recall is above 90%. CNN shows more than 60%
recall on Horse Colic, CTG, NYS Dept. of State Fillings, Tri-
pAdvisor, and Black Friday datasets. On the other hand,
recall is below 50% on the Avila dataset. As the ML-based
NB and DTs, ensemble-based GBDTs and RF and DL-
based CNN show nearly similar recall results; therefore, the
recall of GBDTs is higher than that of the other classifiers.

6. Conclusions

The study presents a state-of-the-art comparative analysis of
machine learning and deep learning-based algorithms for
multiclass prediction. The study can serve as a guideline
for new researchers in selecting a baseline algorithm or
proposing an ensemble-based technique using any of the
classifiers examined in this study. The study evaluates the
performance of the classifiers using statistical measures such
as accuracy, precision, and recall and shows that gradient
boosting decision trees (GBDTs) outperform other classifiers
discussed in this study. Similarly, decision trees (DTs) show
significantly better performance as compared to classic

Naïve Bayes (NB). On small datasets, random forest (RF)
shows higher accuracy, precision, and recall scores as com-
pared to convolutional neural networks (CNN). However,
on large and regression-based datasets, CNN outperforms
RF. The results show that DTs and RF suffer serious perfor-
mance issues in the case of large and complex datasets due to
the underlying greedy approach and overfitness. In the
future, we plan to extend this work to include other classi-
fiers and evaluate their performance on significantly large
text datasets and image data.

In future work, we plan to apply diverse deep learning
(DL) algorithms on larger datasets in addition to the datasets
mentioned above. We plan to compare the performance of
DL algorithms such as Long Short-Term Memory Networks,
Recurrent Neural Networks, and Generative Adversarial
Networks using multiple evaluation metrics.
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The study is aimed at assessing and managing the green credit risk of banks, reduces the systemic risk in the financial industry,
and improves the efficiency of the use of bank funds. With the development and evolution of efficient wireless data
communication and transmission technology, the study combines theoretical and empirical green credit analysis to analyze
listed companies in different industries quantitatively. The index system of credit risk assessment is established through
wireless data transmission technology combined with mobile computing and machine learning neural networks. A back-
propagation neural network (BPNN) model is confirmed by principal component analysis and factor analysis, and the
performance of the model is verified with example data. The results show that the BPNN-based credit risk assessment model
can provide 95% accuracy. In addition, 99% of the sample companies have low risk and no green credit risk. However, most
companies in the coal industry are at greater risk. Overall, medium and high-risk companies accounted for 11.5%. Compared
with other state-of-the-art models, the machine learning neural network adopted here has better data fitting and prediction
accuracy, higher learning efficiency, and higher accuracy. The model established inefficient wireless communication is suitable
for bank credit risk assessment and has good reference value and practical significance for bank credit risk assessment and
management in different industries.

1. Introduction

As ecological civilization and city construction develop rap-
idly in China, many companies and individuals have begun
to change their concepts and attitudes toward green, envi-
ronmentally-friendly, and energy-saving industries [1]. Eco-
nomic growth is the core of social development; however,
how to achieve high-quality, sustainable, and healthy devel-
opment has become a social problem worldwide [2]. To
improve the environment and achieve sustainable economic
development, the Chinese government vigorously promotes
green civilization construction [3]. In the financial sector,
banks are actively launching the green credit business, that
is, increasing the financing costs of high-polluting industries
and companies, increasing investment in environmental
protection companies and industries, and guiding the
upgrading and replacement of industries. This has funda-

mentally regulated and restricted the industries [4]. Credit
business is the source of bank revenue. While this approach
brings income to the bank, it also brings huge risks. When
banks handle green credit business, various companies must
be audited, and environmentally-friendly companies often
have problems such as a single source of income and meager
profits, creating difficulties for banks in dealing with such
businesses [5]. Banks must investigate a company’s environ-
mental protection work, operating status, and qualifications,
as well as the status of the industry. They also need to estab-
lish and review appropriate loan lines for companies with
poor capabilities. Therefore, assessing and managing banks’
green credit risks play a very prominent role in promoting
the upgrading of industries in China and ensuring the stabil-
ity of the financial market [6].

Backpropagation neural network (BPNN) has complex
classification capabilities and good multidimensional
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function mapping capabilities. Compared with traditional
linear analysis approaches, BPNN can solve nonlinear prob-
lems and has been better applied in different scenarios [7].
Wang et al. (2017) designed a BPNN model with air temper-
ature as the input parameter and established the association
between the data and solar radiation error and air tempera-
ture. This method could provide good performance, proving
that BPNN had a powerful nonlinear fitting function. Thus,
BPNN was very suitable for monitoring wireless sensor air
temperature [8]. Cui et al. (2019) developed a BPNN analy-
sis platform based on the engineering geological database.
They established a geotechnical parameter prediction model
based on analyzing the characteristics of geotechnical mate-
rials and the distribution of geotechnical sediments and geo-
technical parameters. Results found that BPNN could
improve model prediction accuracy [9]. Yuan et al. (2019)
proposed a fingerprint activity detection method based on
BPNN. The proposed method could provide higher classifi-
cation efficiency and better detection performance [10]. The
above works can prove the advantages of BPNN in analyzing
nonlinear problems. There are many reports on applying
BPNN to financial risk assessment; however, the accuracy
is maintained at about 85%, which cannot meet the ever-
increasing requirements of financial risk assessment [11].
Therefore, proposing an adequate green credit risk assess-
ment and management model has become a hot topic.

Therefore, back propagation neural network (BPNN) is
used to build a risk assessment and management model for
bank green credit risk. The data of listed companies in differ-
ent industries are used to optimize the parameters and test
the model’s performance. Principal component analysis
and factor analysis are used to determine the main optimiza-
tion parameters of the back-propagation neural network
model. The results have practical value for promoting the
green and healthy development of the financial industry
and industrial upgrading. The innovations are as follows:
(1) the current problems of banks’ green credit risk and
the factors affecting green credit are analyzed in detail. (2)
BPNN is applied to green credit, and a risk assessment and
management model is established. (3) The parameters and
process of BPNN are optimized. The predictive and analyti-
cal capabilities of the model are significantly improved.

There are five sections in total. Section 1 highlights the
importance of exploring banks’ green credit risk control and
management and determines the research ideas. Section 2
clarifies recent works on BPNN in green finance and financial
credit risk models and determines the research gaps. Section 3
proposes the green credit risk assessment model for banks
based on BPNN and elaborates the modeling details, parame-
ters, and datasets. Section 4 analyzes the model performance
using sample data, derives the version and advantages of the
model, and compares the proposed model with other algo-
rithms. Section 5 gives conclusions, including the actual con-
tributions, limitations, and prospects.

2. Related Work

2.1. Green Credit Risk Assessment. Green credit risk assess-
ment is the cornerstone of sustainable socioeconomic devel-

opment. It can increase banks’ profits and income, reduce
banks’ credit risks, and promote industrial upgrading [12].
There have been many reports on green credit risks. Cui
et al. (2018) practiced least squares regression and random
effect panel regression based on a five-year dataset of 24 Chi-
nese banks to test whether a higher green credit ratio would
reduce banks’ nonperforming loan ratio. Results showed
that allocating more green loans to the total loan portfolio
would reduce banks’ nonperforming loan ratio [13]. Taking
150 listed renewable energy companies in China as exam-
ples, He et al. (2019) constructed a threshold effect model
and studied the nonlinear correlation between renewable
energy investment and green economic development.
Results found that the impact of renewable energy invest-
ment on the green economy development index had a dou-
ble threshold effect. Increasing environmental pollution
control expenditures and adjusting the industrial structure
were conducive to improving the green economy develop-
ment index. Taghizadeh and Yoshino (2019) found that
increasing the proportion of green credit could reduce the
risk of green finance, increase the rate of return of green
energy projects, and increase the transparency of green
finance and investment [14]. Song et al. (2019) established
a dynamic panel model for 12 Chinese commercial banks
and seven international commercial banks. They adopted
the generalized moment method to study the impact of
green credit on commercial banks’ profitability and clarified
the differences between China and other countries. Results
demonstrated that the project financing ratio of interna-
tional banks positively impacted banks’ profitability. In con-
trast, the green credit ratio of Chinese commercial banks was
inversely proportional to its profitability. The profitability of
Chinese banking was positively affected by the growth rates
of asset size, management expense ratio, cash ratio, and
Gross Domestic Product (GDP) [15].

2.2. BPNN to Assess Credit Risks. BPNN implements a map-
ping function from input to output and can approximate
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any nonlinear continuous function with arbitrary precision.
It can automatically extract the “reasonable rules” between
output and output data by learning and adaptively memoriz-
ing the network weights. Nevertheless, there is little research
on BPNN applications in credit risks. Zhou et al. (2019) pro-
posed a BPNN-big data mining method based on particle
swarm optimization (PSO). Results suggested that the paral-
lel risk management model had fast convergence speed, pre-
dictive solid ability, and screen default behaviors.
Simultaneously, the distributed implementation on the big
data cluster significantly reduced the processing time used
for model training and testing [16]. Shen et al. (2019) put
forward an integrated model based on comprehensive
minority oversampling technology and BPNN classifier
optimization technology for personal credit risk assessment.
They found that this model was more effective in process-
ing credit data than other classification models in China
[17]. Guo (2020) proposed a loan risk assessment algorithm
based on BPNN. Results found that the algorithm based on
BPNN was better than traditional logistic regression, which
could effectively reduce investors’ risk [18]. Du et al. (2021)
established a BPNN credit risk early-warning model.
Trained by 450 data samples from 90 companies in 5 years,
the network output rate could reach 85%. The genetic algo-
rithm (GA) was employed for optimization so that warn-
ings were more accurate and errors were more minor.
Afterward, the accuracy rate could reach 97%. Therefore,
using BPNN to warn and assess the internet credit risks
had excellent accuracy and computational efficiency, which
could expand BPNN applications in internet finance and
provide a new development direction for early financial
warning [19].

2.3. A Summary of Research Problems. In summary, green
financial tools have been quite mature worldwide. Among
the works on credit risk assessment, scholars have focused
on improving and perfecting the assessment methods,
including big data, artificial intelligence, and vector
machines. There are very few reports assessing green

Table 1: Variables and their numbers.

First-level indicators References Second-level indicators Abbreviations Numbers

Profitability ×1 Le et al. (2020) [24]

Return on equity ROE ×11
Return on assets ROA ×12
Sales margin SM ×13

Solvency ×2 Guerini et al. (2020) [25]

Current ratio CR ×21
Quick ratio QR ×22

Assets and liabilities AAL ×23
Interest coverage ratio ICR ×24
Cash coverage ratio CCR ×25

Development capacity ×3 Ika et al. (2017) [26]

Earnings per share EPS ×31
Net assets growth rate NAGR ×32
Total assets growth rate TAGR ×33
Inventory turnover IT ×34

Accounts receivable turnover rate ARTR ×35

Competency ×4 Maksymchuk et al. (2020) [27]

Total assets turnover TAT ×41
Cost of sales QC ×42

Management cost MC ×43

Environmental quality ×5 Ali et al. (2019) [28]

Waste gas emissions WGE ×51
Wastewater discharge WD ×52
Solid waste emissions SWE ×53

Table 2: Factor analysis results.

Kaiser-Meyer-Olkin 0.763

Bartlett’s spherical test

Chi-square value 2989.004

Df 182

Sig. 0.000
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Figure 2: Gravel experiment results of factor analysis.
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credit risks because environmental credit financing uses
bonds, funds, and equity. The research and practice of
green credit in China have started late, and green credit
has only been implemented for about ten years. In China,
works on credit risks focus on Analytical Hierarchy Pro-
cess (AHP), information entropy weighting, data mining,
and fuzzy evaluation, with limited tools for assessing and
using green credit risks. Moreover, there are a few types
of companies involved in green credit risk assessment.
Therefore, BPNN, a deep learning approach, will be
applied for assessing and predicting the green credit risks
of different companies in China, proposing comprehensive
management and control recommendations for green
credit risks.

3. Research Methodology

3.1. Risk Assessment Model. BPNN has good classification
and prediction functions. Assessing banks’ green credit risks
is classifying companies with similar credit risks. BPNN can
learn the relationships between the companies’ financial and
environmental indicators and the corresponding risks to dis-
cover the laws and nonlinear functions. Then, it extracts the
valuable information of the test data through the functional
relationship found above to judge and analyze the green
credit risks of companies [20]. BPNN emphasizes the depth
of the model structure, usually up to 10 hidden layers.
Figure 1 shows the constructed BPNN bank risk assessment
model. The model contains four layers: the input layer, the
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node layer, the output layer, and the hidden layer. The input
layer inputs all indicator data and is constructed as per the
details of the subsequently constructed indicator system.
The node layer learns data as per the corresponding indica-
tors. The calculation process uses the error of each node
layer as the evaluation factor. Finally, the evaluation result
for a company can be output. Compared with other models,
BPNN can provide more hierarchical results, present a better
performance in data modeling or exploration, and simulate
more complex models. Therefore, unlike recent works, deep
learning algorithms are applied to study the green credit
risks.

4. Indicator System Construction

Indicators are selected referring to previous documents
[21–23]. Two indicators, company finance and environ-
ment, are selected. Sixteen financial indicators are selected
from profitability, solvency, development capacity, operating
capacity, and performance environment. The environmental
indicators include waste gas emissions, wastewater dis-
charge, and solid waste emissions. Details of indicator defi-
nitions and variables are summarized in Table 1. As per
the recent works on green credit risk assessment, the indica-
tor particularity and the data availability can be considered.
Hence, the selected 19 evaluation indicators conform to the
construction principles of the indicator system.

5. Model Parameter Settings

(1) Input and output layers are as follows: the input layer has
19 neurons, which is determined by 19 corporate financial
and environmental indicators. The output layer has1 neu-
ron, which is determined by the default risk level indicator
of the green credit companies. (2) Hidden layer is as follows:
according to previous experiments and references, the learn-
ing efficiency and prediction accuracy of multiple hidden
layers are significantly higher than that of a neural network
with only one hidden layer. Therefore, a neural network with
two hidden layers is utilized. It is imperative to determine
the number of hidden layer neurons. There are three empir-
ical methods to determine the best number of neurons [29]:

〠
n

j=0
Cj
nj >m, j ∈ 0, n½ �, ð1Þ

n1 =
ffiffiffiffiffiffiffiffiffiffiffiffi
n +m

p
+ α, α ∈ 1, 10½ �, ð2Þ

n2 = logn2 : ð3Þ
In Eqs. (1)–(3), m indicates the number of samples, nj

indicates the number of hidden layer neurons, n represents
the number of input units, and n1 represents the number
of output layer neurons. Since the input layer has 19 neurons
and the output layer has one neuron, the best value range of
hidden layer neurons can be obtained by combining the
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above empirical equations [4, 15]. The optimal neuron dis-
tribution is defined according to minimizing neural network
errors. The RStudio software is employed for cyclic calcula-
tion programming. The number of neurons in each hidden
layer should be controlled within [4, 15]. Once the error
reaches the minimum, the system stops the calculation.

(3) Learning rate is as follows: a learning rate of 0.01 is
determined according to the experience [30]. Threshold is
as follows: according to the equation of the hidden layer
and the output layer, Eq. (4) can be obtained:

Hi = f 〠
n

i=1
ωijxi − αj

 !
, j = 1, 2,⋯, l: ð4Þ

In (4), Hi represents the output of the hidden layer, ωij
indicates the connection weight between the input layer
and the hidden layer, f denotes the activation function of
the hidden layer, l represents the number of hidden layer
neurons and αj indicates the threshold.

ok = 〠
n

i=1
Hjωjk − bk, k = 1, 2,⋯, m ð5Þ

In (5), ok represents the output of the output layer, ωjk
represents the connection weight between the hidden layer
and the output layer, and bk represents the threshold. The
above calculation process suggests that both the outputs of
the hidden layer and the output layer must be thresholded.
According to the data of the input layer, the threshold is
set to 0.01, meaning that only when the sum of the input
layer values is greater than 0.01, the hidden layer and the
output layer can calculate and have outcome.

6. Data and Performance Analysis

China’s energy-saving and environmentally friendly compa-
nies and coal mining companies are selected as the green
credit risk evaluation objects to compare the influence of
environmental risks on green credit defaults [31]. Data of
164 listed companies of “energy-saving and environmental
protection” and 26 “coal mining companies” are selected.
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Figure 5: BPNN prediction results.
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The deadline for data reporting is December 31, 2019. Data
sources include the RESSET financial database and the
annual reports, social responsibility reports, and environ-
mental information disclosure reports of various companies.
The missing environmental information of some companies
is calculated using the output value method [32]. Factor
analysis [33] screened the above indicators and reduced the
data dimension. The financial indicators and environmental
indicators of the companies are the input data, and the risk
indicators of the companies are the output data. The data
are standardized first. Here, the maximum-minimum
method normalizes all the data to the interval [0, 1], as
shown in Eq. (6)

x =
xiij −min xij

max xij −min xij
, i = 1, 2,⋯, n, j = 1, 2,⋯,m: ð6Þ

According to experience, 70% of the sample data are
determined as the training set; that is, data of 133 companies
consist of the training set. The remaining 30% of the sample
data are defined as the test set; that is, data of 57 companies
constitute the test set. Both the training set and the test set
are selected randomly. The factor analysis equation is shown
in Eq. ((7)):

X1 = b11 f1 + b12 f2+⋯b1mf m + ε1

⋯

Xp = bp1 f1 + bp2 f2+⋯bpmf m + εp

8>><
>>: ð7Þ

In (7), Xp indicates p explanatory variables, and f m dem-
onstrates m principal components. This equation represents
the linear combination relationship between each variable
and the principal components. Before factor analysis, the
data applicability should be tested. Here, the Kaiser-Meyer-
Olkin (KMO) and Bartlett’s spherical test are adopted to test
the structure validity.

7. Result Analysis

7.1. Factor Analysis Results. As shown in Table 2, the KMO
coefficient is 0.763, indicating that the data can be subjected
to factor analysis. The chi-square of Bartlett’s spherical test is
2989.004, and the P value of corresponding adjoint probabil-
ity is 0.000, which is significant at the 99% confidence level.
The null hypothesis is rejected, and the correlation matrix
between variables is not independent. Hence, the selected
19 indicators can undergo factor analysis.

In Figure 2, the common factor is extracted from the
data given that the feature root is greater than 1. The gravel
experiment results indicate that when the number of princi-
pal components exceeds 6, changes in the total information
in the feature root tend stable, and the sixth feature root is
still greater than 1. Hence, it is most appropriate to extract
six principal components.

Figure 3(a) is the result of the initial feature, Figure 3(b)
is the loaded result of the extracted sum of squares, and
Figure 3(c) is the rotated sum of squares. The cumulative
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variance of these six eigenvalues reaches 71.496%, indicating
that the first six principal components explain more than
70% of the original variables. Therefore, these concentrated
factors can be used for principal component analysis.

Figure 4(a) displays the rotation component matrix
results of profitability and solvency, Figure 4(b) displays
the rotation component matrix results of development
capacity, and Figure 4(c) displays the rotation component
matrix results of environmental performance. The PCA
results unquestionably show how each principal component
concentrates the original information.

8. Risk Prediction

In Figure 5, green credit risk is divided into four categories
(1-4), represented by different numbers to indicate the risk
level of other companies. Figure 5(a) is the A1-A14 risk pre-
diction result of the environmental protection company.
Figure 5(b) is the A29-A42 risk prediction result of the envi-
ronmental protection company. Figure 5(c) is the A15-A28
risk prediction result of the coal company, and Figure 5(d)
is the A43-A57 risk prediction result of the chemical com-
pany result. Among them, Figure 5(a) shows that in the
A1-A14 risk prediction results of the environmental protec-
tion company, the predicted values of A8 and A12 have a
significant deviation from the actual value results. The fore-
casts of the remaining companies are not too far from the
actual results. In Figure 5(b), the predicted value of the two
groups of data A34 and A40 deviates greatly from the actual
value. In Figure 5(c), the predicted value of the two groups of
data A19 and A21 has a large deviation from the actual
value. In Figure 5(d), the deviation of the predicted value
results of A47, A52, and A56 from the actual value exceeds
the estimated range. Among them, the difference between

the predicted value of the experimental data of the A47
group and the predicted value of the other groups is too sig-
nificant, which may be because the BPNN is not adjusted
accurately, resulting in a significant error in this group of
experiments. The results showed that five companies’ green
credit risk forecasts were incorrect. The overall prediction
accuracy of the model reaches 91.23%. Therefore, BPNN
can provide conservative results on banks’ green credit risk.

Figure 6(a) shows the matrix of different risks, and
Figure 6(b) shows the correct prediction rate. According to
the classification of neural network’s prediction results,
among the 47 energy-saving and environmental protection
companies predicted, there are no high-risk and medium-
risk companies and only two low-risk companies. A total
of eight coal companies are predicted, including one
medium-risk company and one low-risk company.

21 3 4

1

2

3

Actual

Pr
ed

ic
tio

n

Prediction
Linear Fit of Sheetl B "Prediction"

Equation y=a+ b⁎x
Plot Prediction

Weight No weight
Intercept 0.25942±0

Slope 0.76078±0
Residual Sum of 4. 60944

Pearson's r 0.73946
0. 5468
0.50903

R-square (COD)
Adj. R-square

(a)

0.50.0 1.0

0.0

0.5

Actual

Pr
ed

ic
tio

n

Equation V =a +b⁎x
Plot Prediction

Weight No weightin
Intergent 0.02186±0

Slope 0.82325±0
Residual Sum of 0.2743

Pearson's r 0.90699
0.82262
0.81277

Prediction
Linear Fit of Sheetl B “Prediction”

R-square (COD)
Adj. R-square

(b)

Figure 8: Fitting of actual values and predicted values ((a) simple linear regression; (b) BPNN).

X11
X12
X13
X21
X23
X24
X25
X31
X33
X34
X35
X42
X43
X51
X52

4.16
3.25
4.36
1.25
2.48
3.35
1.46
1.57

Figure 9: BPNN structure with a single hidden layer.

8 Wireless Communications and Mobile Computing



Chongzhou Coal has a medium risk due to its high three-
waste emissions.

In Figure 7, low-risk companies account for 4.08% of all
146 energy-saving and environmental protection companies,
and 95.92% are risk-free. There are no high-risk companies
in coal mining companies; however, medium-risk and low-
risk companies account for 25%, while risk-free companies
account for only 75%. This result can reflect that the green
credit risks of coal mining companies are generally much
more significant than those of energy-saving and environ-
mental protection companies.

9. Model Performance Comparison

Figure 8(a) displays the prediction results using the simple
linear regression method, and Figure 8(b) displays the pro-
posed method’s results. The error rate of simple linear
regression is 2.471839878, and the error rate of BPNN is
0.1308943154. The error of simple linear regression is about
18.88 times that of the BPNN. Hence, the predicted value of
BPNN is closer to the fitted line, while the expected value of
simple linear regression has more considerable white noise
than the fitted line.

According to Figure 9, BPNN with a single hidden layer
is adopted to predict and assess banks’ green credit risks to
test the advantages of BPNN over the single-layer neural
networks. Given one hidden layer, BPNN’s threshold and
learning rate are 0.01. The number of neurons with the
minor error found through cyclic calculation is 7. At this
point, the model error rate is 0.1391539131, more significant
than that of BPNN with double hidden layers.

Figure 10(a) presents the matrix of different risks
obtained by a single-layer network, and Figure 10(b) pre-
sents the correct prediction rate of a single-layer network.
There are 57 predicted sample companies in total, while
the green credit risk predictions of 6 companies are incor-
rect. Precisely, the four low-risk companies are mistakenly
predicted as being risk-free, one medium-risk company is
mistakenly predicted as being risk-free, and one high-risk
company is incorrectly expected as medium-risk. Compared

with BPNN, the single-layer network has more false predic-
tions for low-risk companies. The overall prediction accu-
racy is lower than BPNN. Both the simple linear regression
and the single hidden layer network have weaker prediction
effects than BPNN. Therefore, the established green credit
risk assessment model is scientific and practical.

10. Credit Risk Assessment

There is one high credit risk company in the coal industry,
accounting for 3.85% of the total. Due to the increased emis-
sion of “three wastes,” the company has a very high credit
risk due to environmental factors. The credit risk of coal
mining companies is significantly greater than that of energy
conservation and environmental protection companies.
Therefore, companies with large emissions of “three wastes”
such as coal are more prone to credit defaults. There are no
high-risk companies in the energy conservation and envi-
ronmental protection industry. Two energy-saving and envi-
ronmental protection companies have medium credit risk,
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accounting for 1.22%. Two coal mining companies have
medium credit risk, accounting for 7.69%. The number of
high-risk companies in the coal industry is greater than that
of energy-saving and environmental protection companies,
indicating that environmental problems have seriously
affected the company’s credit assessment. The penalties
imposed by the regulatory authorities on the company’s
environmental pollution problems can directly affect its
business development, which indirectly affects its ability to
repay when due. In addition, the credit risk assessment uses
a logistic regression model to score underlying credit. Credit
accounts are classified at different levels by managing the
account life cycle and possible account cancellation periods.
Credit scores and risk levels are used for risk assessment.
These variables help to establish a sound credit risk assess-
ment system. The true value of green credit risk is to evalu-
ate the risk level of bank customers and to improve the
stability of customer fund storage while ensuring the bank’s
operating performance. The risk assessment models for dif-
ferent industries are shown in Figure 11.

11. Conclusions

Factors affecting the green credit risks are analyzed. Nine-
teen indicators covering six dimensions of profitability, sol-
vency, development capacity, operating capacity,
performance environment, and environmental quality are
summarized, and an indicator system for green credit risk
assessment is established. BPNN is employed to evaluate
and predict green credit risks, and the results are compared
with those of BPNN with a single hidden layer and simple
linear regression. Results suggest that the proposed model
has better performance and higher prediction accuracy.
Although the research builds the contribution evaluation
model, there are still some weaknesses. (1) Due to data col-
lection limitations, when determining a company’s environ-
mental protection indicators, only the information of “three
wastes” can be collected. Other environmental protection
data cannot be obtained or used because there is no uniform
statistical caliber. Therefore, proper screening should be car-
ried out when selecting research data, focusing on the valid-
ity of data collection. (2) When choosing an industry, only
considering the energy-saving and environmental protection
industry and the coal mining industry is limited to a certain
extent. In the future, these two aspects will be analyzed to
improve the green credit risk assessment model further.
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Due to the wide application of cognitive wireless network, the network structure is becoming more and more complex. It is
difficult to establish the corresponding mathematical model to simulate the high complexity network environment. The
algorithm based on recurrent neural network in deep reinforcement learning can effectively solve this problem. In addition,
with the rise of deep learning in recent years, the combination of reinforcement learning and deep learning shows excellent
ability in dealing with complex problems and data operation. This paper is aimed at studying dynamic spectrum allocation
based on cyclic neural network. This paper briefly introduces MATLAB, sets up the network environment of algorithm
simulation, then analyzes the overall performance of the improved genetic algorithm, and explores the influence of genetic
algorithm-related parameters and network environment-related parameters on the performance of the algorithm. The results
show the improved genetic algorithm. The network efficiency can be improved by about 2%, but the spectrum switching
frequency can be reduced by 69%. When the number of primary users in the network is large, the network benefit of
improving the genetic algorithm is superior to the other two algorithms. In addition, when the crossover probability is 0.6 and
0.1, the fitness value is higher than the crossover probability of 0.9 and 0.5; the interference of authorized users in the network
initially has less impact on the secondary user.

1. Introduction

The “object” in the Internet of Everything, that is, the sensor
and other intelligent objects in the Internet, is used to detect
various kinds of data that are artificially needed and timely
guide the changes of various states and parameters in the
current situation. It can be seen that the significance of sen-
sor network for the era of Internet of all things is extraordi-
nary [1, 2]. The wireless sensor network is an important part
of the Internet of Things. It plays a role similar to the “sen-
sory” and directly affects the Internet of Things to make the
next judgment. The wireless sensor network is a multihop
network formed by a large number of sensor nodes disposed

in the detection area through self-organization. Its main
function is data collection, processing, and transmission.
When establishing a wireless sensor network, it can be man-
ually deployed or directly use the flight device to scatter the
sensor nodes to the monitoring area, and then, the nodes
self-organize into a network [3, 4]. The main task of the
wireless sensor network is to collaboratively sense and col-
lect data between nodes and report the monitoring informa-
tion to users; its advantages include rapid deployment, self-
organizing into the network, and good concealment, so it
is in intelligent transportation and battlefield targets. Appli-
cations in areas such as rapid positioning, physiological data
collection systems, and marine data detection have excellent
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performance, but the limitations are that the energy of the
sensor is limited and the communication capacity between
nodes is limited [5, 6].

At the same time, with the wide application of wireless
communication in various industries, the number of various
forms of wireless communication has increased dramati-
cally, while the spectrum resources are very limited, and
the frequency band becomes more and more crowded. Of
course, scientists are constantly trying new wireless commu-
nication technology theory to alleviate this situation. There-
fore, for traditional communication systems, scientists have
proposed link adaptive technology and multiantenna tech-
nology to coordinate the contradiction between the high
demand of wireless communication services and the scarcity
of spectrum resources [7, 8]. However, due to the satisfac-
tion of Shannon’s theorem, the transmission efficiency of
the spectrum cannot be improved without limit, and the
contradiction is not improved. The utilization of spectrum
resources is still very unbalanced, although the spectrum
resources at this stage have been saturated. The information
transmission between wireless sensor network nodes adopts
IEEE802.15.4 protocol. The IEEE802.15.4 protocol is the
basis of Zigbee, MiWi, and Thread specifications. It works
in the ISM frequency band and has the lowest transmission
power, the smallest transmission distance, and short opera-
tion time and is easy to be subject to other communication
system and noise interference characteristics. The ISM band
is an unlicensed band and is used by many types of networks
because it has no authorized use restrictions. Currently, at
least three kinds of wireless communication protocols use
this frequency band, which are IEEE802.11b/g protocol,
Bluetooth, and IEEE802.15.4 protocol [9, 10]. Along with
the wider application range of wireless sensor networks,
the possibility of multiple wireless sensor networks in the
same area is increasing, so the wireless sensor network itself
will also cause interference, affecting the performance of
both. Therefore, it is necessary to apply the dynamic spec-
trum allocation technology in cognitive radio to wireless
sensor networks to solve the problem of imbalance in spec-
trum utilization [11, 12].

Zhang proposed a new dynamic spectrum allocation
method for hybrid accessed cognitive femtocell. In this
method, a macro base station (BS) allocates a portion of
the subchannels to a femto access point (FAP) to motivate
the FAP to serve macro users (MUS). The FAP then allo-
cates subchannels and power to maximize femtocell network
utility while guaranteeing the throughput of the served
MUS. In addition, we attribute the corresponding resource
allocation problem to a utility maximization problem and
propose a method to solve by the dual decomposition
method. The simulation results show that the method has
good effects on wireless service providers and femtocells
[13, 14]. Touzri proposed a game-based design method for
dynamic spectrum allocation mechanism of cognitive radio
networks. The secondary user (SU) detects when channels
can be used without disturbing any primary users and
attempts to opportunistically use them. When the SU detects
an idle channel, it estimates its capacity and sends its esti-
mate to the central manager. The manager calculates the

conflict-free allocation by implementing a real mechanism.
SUS must pay the amount allocated, depending on a set of
valuations, which are expressed as profit maximizers. Touzri
proposed and tests two mechanisms for realizing this idea,
which are proven to be real and easy to handle and approx-
imately effective. We show the flexibility of these mecha-
nisms and show how they can be modified to achieve other
goals, such as fairness, and how they can run without actu-
ally charging SUS [15, 16]. In dynamic spectrum allocation
(SA) of elastic optical networks (EONS), spectral fragmenta-
tion will have a significant impact on spectrum utilization. In
order to reduce the segmentation, the SA algorithm should
fully consider various factors to achieve the purpose of opti-
mization. Prasan studied the SA problem with long-term
awareness in dynamic scenarios. First, Prasan designed a
new metric that considers the effects of debris from the per-
spective of occupied frequency slots (FSS) and idle frequency
slots (FSS), measuring the fragmentation in the path. Using
this metric, a hold time sensing algorithm is proposed,
which considers the different overall fragment states in the
network and selects the optimal spectrum allocation
method. The performance of the algorithm is verified by
simulation. Compared with the traditional algorithm, the
algorithm has lower blocking probability and can better uti-
lize network resources [17, 18]. The service provider and the
D2D service group solved the user spectrum allocation prob-
lem by using Bertrand game theory. The utility functions of
the D2D service group and the cellular service provider are
improved, respectively. Hoffmann also proposed optimal
pricing for cellular service providers and dynamic price
adjustment strategies for D2D service groups. In addition,
the existence of the Nash equilibrium state and the conver-
gence of the algorithm are proved. Through simulation
and experiment, the influence of different cellular users
and different learning factors on the performance of the
scheme is analyzed. Compared with the existing scheme, this
scheme not only improves the spectrum utilization rate but
also improves the system fairness [19, 20].

The purpose of this paper is to study dynamic spectrum
allocation based on cyclic neural network. This paper intro-
duces several models of dynamic spectrum allocation. The
improved genetic algorithm is simulated on MATLAB plat-
form to verify the performance of the algorithm. The influ-
ences of network environment parameters on the network
revenue are compared with CSGC, traditional genetic algo-
rithm, and improved genetic algorithm. The conclusion is
drawn that the improved genetic algorithm can guarantee
the network revenue and reduce the energy loss caused by
the spectrum switching frequency.

2. Proposed Method

2.1. Overview of Dynamic Spectrum Allocation. Dynamic
spectrum allocation is a method of saving spectrum. The
system assigns an idle channel to the mobile station in real
time according to the call application of the mobile station.
After the users are used, they will be redistributed by the sys-
tem recycling channel.
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2.1.1. Wireless Sensor Network. Wireless sensor network
(WSN) is a distributed sensor network, whose end is a sen-
sor that can sense and check the outside world. Sensors in
WSN communicate wirelessly, so the network settings are
flexible, the location of devices can be changed at any time,
and they can also be connected with the Internet in wired
or wireless way. A multihop ad hoc network is formed by
wireless communication. As a key field of Internet of Things
applications, the task of wireless sensor network is to coop-
erate among nodes to sense and collect data. Its architecture
is generally composed of three parts: cognitive node, sink
node, and user management center. Its structure is shown
in Figure 1.

The transmission of wireless sensor networks is based
on the spectrum resources in the network. However, in
the process of the development of wireless communication
technology, the limited spectrum resources are used by
various wireless communication methods, and the prob-
lem of resource shortage is becoming more and more seri-
ous. In order to improve the utilization of spectrum
resources and solve the problem of unbalanced spectrum
utilization, various dynamic spectrum allocation methods
are proposed.

2.1.2. The Concept of Dynamic Spectrum Allocation. There
are two types of basic users in cognitive radio networks,
authorized users and unauthorized users, which are also
called primary user (PU) and secondary users (SU), respec-
tively. At present, the fixed spectrum allocation policy is to
allocate the licensed spectrum to the main users, so they
have the absolute priority to use the licensed spectrum. Sec-
ondary users have the ability to detect spectrum holes in real
time (spectrum holes are frequency bands not occupied by
PU in the spectrum domain), that is, when the authorized
spectrum is idle at a certain moment and not occupied by
the primary users, secondary users can access this spectrum
and then use this spectrum for data transmission.

Dynamic spectrum allocation technology is a cognitive
radio-based spectrum switching technology. The two most
important features of cognitive radio systems are the spec-

trum sensing and spectrum reconfiguration of the physical
layer. The dynamic spectrum allocation technology can
detect which channel frequency band is idle in the current
state and record and share all the busy and idle states. In
each cycle, the system parameters are adjusted in real time,
and when there is a free frequency band, assign authorized
users in a timely manner. When spectrum allocation is per-
formed on cognitive users, it is necessary to dynamically
detect whether there is a free spectrum or whether the
authorized user is in a free time state. The spectrum alloca-
tion is based on the above-mentioned allocation method,
and the frequency band resources are dynamically utilized
to maximize the utilization of the spectrum and the trans-
mission rate. The cognitive radio theory topology is shown
in Figure 2.

As can be seen from Figure 2, cognitive radio theory in
other words is to use the spectrum for secondary utilization,
that is, in the case where the spectrum resources are scarce,
and the cognitive user and the authorized user need to
occupy the channel information at the same time, the autho-
rization is realized. Users and cognitive users can share spec-
trum resources fairly and efficiently with each other,
maximizing the occupation of spectrum information and
reducing waste of spectrum resources. Dynamic spectrum
allocation follows the principle of authorized users, and the
cognitive user is supplemented by the dynamic and flexible
allocation of spectrum. In the cognitive wireless sensor net-
work system, the bandwidth, user location, and number of
channels are not fixed. Dynamic spectrum allocation can
adaptively adjust the spectrum allocation strategy according
to user requirements or the system’s own indicators, thereby
improving system flexibility and avoiding waste of spectrum
holes, so dynamic spectrum allocation has a great advantage
over the static spectrum allocation method in solving the
problem of spectrum resource sharing. According to the net-
work structure, spectrum allocation is divided into central-
ized and distributed. The centralized allocation method
collects spectrum resources by a dedicated network coordi-
nator and establishes a schedule, broadcasts to the secondary
users, and performs spectrum allocation according to the

Cognitive
node

Sink node

Internet

User Management center

Figure 1: Wireless sensor network structure.
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wireless environment monitoring information uploaded by
the secondary users, and the cognitive users assigned to the
spectrum start to transmit data. The centralized allocation
method can take into account the different needs of different
users. The network coordinator is responsible for coordinat-
ing the spectrum configuration of each user to avoid mutual
interference. The information exchange causes a large
amount of scheduling overhead and energy consumption.
When the network scale is large, the disadvantage is as fol-
lows. Once the network coordinator fails or is damaged,
the entire network will be partially or even completely para-
lyzed. Distributed requires each sensor node to have the abil-
ity to perceive global or local spatially available spectrum
and compete for spectrum allocation based on monitoring
information between local and neighbors. It is suitable for
nonfixed networks with low complexity, but distributed allo-
cation due to each node participates in the allocation and is
more susceptible to wireless environments such as channel
fading.

2.1.3. Dynamic Spectrum Allocation Model. The current
models for dynamic spectrum allocation mainly include
interference temperature, auction bidding, graph theory col-
oring, and game theory. The game theory model and the
auction bidding model are mainly used in the distributed
spectrum allocation model, while the graph theory coloring
model and the interference temperature model are mostly
used in centralized spectrum allocation. The four spectrum
allocation models are briefly described below.

(1) Interference Temperature Model. The interference tem-
perature model is an underlay spectrum access method,
which means that the power of the receiver is reduced to
the extent that the primary user can withstand by adjusting
the power of the transmitter, as long as the transmission
power of the secondary user does not exceed that set by
the primary user. Interfering with temperature, you can
coexist with authorized users, wherein the interference tem-

perature is quantized as the ratio of the interference power
to the bandwidth, and the representation method is

TI f c, Bð Þ = PI f c, Bð Þ
kB

: ð1Þ

In formula (1), TI is the interference temperature, PIð
f c, BÞ is the average noise power (unit W) of the receiving
device with f c as the center frequency, B is the bandwidth,
k is the Boltzmann constant, and 1:38 ∗ 10−23J/∘C is received
by the main user. The sum of the temperature corresponding
to the transmission power of the secondary user and the
interference temperature TI is less than the threshold TL,
that is, according to

TI +
PL
S

kB
≤ TL: ð2Þ

This means that the secondary user can use the same fre-
quency within the same communication range as the pri-
mary user without affecting the primary user.

(2) Auction Bidding Model. The auction bidding model per-
forms spectrum allocation based on the bidding idea of the
most profitable person in economics. The auction bidding
model is usually applied to the centralized spectrum alloca-
tion. Each secondary user passes its own network revenue
to the BS, and there is no information transmission between
the secondary users. Therefore, the centralized allocation
method can reduce the overhead and be closer to the princi-
ple of wireless sensor network energy saving. When using
the auction bidding model for spectrum allocation, the auc-
tioneers in the auction are usually simulated by the base sta-
tion or the fusion center, and each cognitive node is a bidder.
For each auction, the cognitive node will price and bid on
the demand for spectrum resources, and the auctioneer will
determine the spectrum allocation scheme for the purpose of

Radio environment
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Figure 2: Cognitive radio theory topology.
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maximizing network revenue. In the auction bidding model,
the network can formulate rules according to its own needs,
such as maximum throughput, time fairness, and fairness of
opportunity. The bidder obtains the relevant spectrum allo-
cation scheme according to the rules.

(3) Graph Theory Coloring Model. Graph theory is a mathe-
matical model function in discrete mathematics. First, the
specific practical problems are abstracted into graphs, and
the constructed graphs are discussed and studied. Shading
a graph means that all the vertices of the graph are colored,
but adjacent nodes must use different colors and then the
minimum number of colors to use. This is the research back-
ground of the graph theory coloring model. Figure 3 is a
schematic diagram of a graphing coloring model. In the fig-
ure, the A area is adjacent to the B area and the C area, and
the B area is adjacent to the D area so that the colors of the
three areas A, B, and C are different, and the color of the B
area and the D area are also different, which can satisfy the
requirements of different colors of adjacent areas in the
graph coloring. In a distributed network, the graph theory
coloring model maps the network distribution of authorized
cognitive radios to cognitive users, as shown in Figure 3.

As can be seen from Figure 3, the topology diagram
shown in Figure 2 shows the network structure in which
the primary and secondary users coexist in cognitive radio.
If two network common channels A, B, and C are assumed,
we use the aggregate symbol channel − fA, B, Cg to repre-
sent the user. The symbol of -IV is used to indicate, and
the authorized users occupy channels A, B, C, and C, respec-
tively. The range within the circle indicates that the autho-
rized users cannot share the same channel, and the
spectrum occupancy of the cognitive user cannot affect the
normal spectrum usage of the authorized user. For example,
in the topology diagram, if the channel occupied by the
authorized user IV is channel C, the cognitive user cannot
use channel C within the coverage of the authorized user
IV, so the available channel set is channel5 − fA, Bg; other
cognitive users and authorized users should also follow such
rules. The line in Figure 2 indicates that there is interference
at two points of the line segment, that is, if the two vertices
in the figure are connected by a common line, it means that
the two lines share the same frequency band. At the same
time, each vertex exists in a set, which represents the spec-
trum resources that can be used in the area, because the
spectrum usage information of the authorized users changes
in real time. As the network environment changes, each
node in the network topology updates the network topology
information in the database in each cycle of the system
through interaction and exchange of information.

2.2. Dynamic Spectrum Allocation Algorithm Based on Cyclic
Neural Network. The main problems caused by channel allo-
cation in available spectrum space are adjacent channel
interference and cochannel interference. For adjacent chan-
nel interference, nonoverlapping channels can be used to
eliminate it. For cochannel interference, it is necessary to
carry out optimal channel allocation in cognitive wireless

networks to avoid conflicts caused by selecting the same
channel. Aiming at the joint problem of dynamic power
control and channel allocation, in order to overcome the
large amount of computation caused by the large space state
and partial observability of complex problems, a joint algo-
rithm of dynamic power control and channel allocation
based on cyclic neural network is proposed. So that the sec-
ondary users can successfully access the channel, make the
best use of the optimal power control strategy, avoid harmful
interference to the primary users, and improve the overall
performance of cognitive wireless networks and the utiliza-
tion of spectrum resources.

2.2.1. Long- and Short-Term Memory Cycle Neural Network.
Long-term and short-term memory is a special cyclic neural
network, which mainly includes forgetting stage, selective
memory stage, and output stage. It is realized through for-
getting gate, input gate, and output gate, respectively. The
core of long-term and short-term memory is to control the
unit state through three interactive gating states, remember
the information that needs to be remembered for a long
time, and forget the unimportant information. Therefore, it
shows excellent performance in solving the problems of gra-
dient disappearance and gradient explosion in the process of
long sequence training.

(1) Forgetting Stage. The first stage of long-term and short-
term memory is the forgetting stage, which is mainly to selec-
tively forget the input transmitted from the previous node,
which is determined by the sigmoid activation function of
the forgetting gate, as shown in the following formula.

f = σ Wf n ht−1, xt½ � + bf
� �

: ð3Þ

(2) Selective Memory Stage. It is mainly to memorize and select
the input value and determine the new information that
should be stored in the unit state. Firstly, the sigmoid function
layer determines the updated value, and then, the tanh func-
tion layer creates the candidate value vector ~C to help adjust
the neural network and then creates the state combined with
the updated value and the candidate value, as shown in the fol-
lowing formula.

C

DB

A

Figure 3: Graph coloring model.
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it = σ Win ht−1, xt½ � + bið Þ, ð4Þ

~C = tanh WCn ht−1, xt½ � + bCð Þ: ð5Þ
(3) Output Phase. In this stage, the results of forgetting stage
and selective memory stage are summed, and the output value
is obtained by sigmoid function and tanh function, as shown
in the following formula. The new cell state and the new hid-
den state are then transferred to the next step.

C = f t ∗ Ct−1 + it ∗ ~C, ð6Þ

ot = σ Won ht−1, xt½ � + boð Þ, ð7Þ

ht = ot ∗ tanh Cð Þ: ð8Þ
2.2.2. Algorithm Flow. We consider using long-term and
short-term memory combined with deep Q network to inte-
grate some known observation information collected and
obtain the optimal control strategy through online learning
and distributed methods. The unique network structure of
long-term and short-term memory can better estimate the
state of the channel and improve the probability of successful
access to the channel, as shown in Figure 4.

2.3. Research on Dynamic Spectrum Allocation Algorithm
Based on Genetic Algorithm

2.3.1. Characteristics and Processes of Traditional Genetic
Algorithms. The genetic algorithm performs search calcula-
tion and problem-solving according to the law of natural
selection. In recent years, through in-depth research by
scholars at home and abroad, many problems that cannot
be solved by traditional mathematics have been solved. The
advantages of genetic algorithms are as follows:

(1) Searching in units of populations, multiple individuals
simultaneously comparing with inherent parallelism

(2) The search ability size has nothing to do with the
problem to be solved

(3) It has strong scalability and can be combined with
other models and algorithms to optimize the perfor-
mance of the algorithm

(4) The evaluation function mechanism is adopted in
the search process to reduce the complexity

(5) Iteratively using the probability mechanism, the ran-
domness is strong

Genetic algorithm as a classical evolutionary algorithm
also has its own drawbacks:

(1) The initial population has a great influence on the
performance of the algorithm, which can be
improved by adding some prior knowledge

(2) The three operations of selecting, crossing, and
mutating in the algorithm involve multiple parame-
ters, such as crossover probability and mutation

probability. The difference of these parameters will
affect the performance of the algorithm. In practical
applications, multiple tests are needed to find the
optimal parameters

(3) The genetic algorithm does not use the feedback
information of the network in time, so it takes a lot
of training to get an accurate solution, but this
reduces the efficiency of the algorithm

(4) It is prone to “premature” phenomenon

2.3.2. Adaptive Genetic Algorithm. Adaptive genetic algorithm
means that some parameters in the genetic algorithm can
change with the evolution process, which increases the diversity
of the algorithm population. The adaptive genetic algorithm is a
derivative algorithm based on traditional genetic algorithm. It
inherits the advantages of traditional genetic algorithm and
abandons the shortcomings of traditional genetic algorithm so
that the algorithm performs crossprobability and mutation
probability in the process of implementing adaptive genetic
algorithm. It will change with the increase of evolutionary alge-
bra and the change of population fitness value, so it fills the
inadequacies of traditional genetic algorithm to some extent.
Adaptive genetic algorithm can be adaptive from various angles,
such as fitness function, crossover probability, mutation proba-
bility, selection probability, and population size. The most com-
monly used are crossover probability and mutation probability.
Generally, in the early stage of evolution, crossoperation can
produce individuals with high fitness values. Therefore, increas-
ing the probability of crossover and reducing the probability of
mutation can speed up the optimization process. In the later
stage of evolution, crossoperation cannot produce better indi-
viduals, andmutation operation is required for global optimiza-
tion, so reduce the crossover probability, reduce the probability
of mutation, reduce the amount of redundant operations, con-
tinue to enhance the diversity of the population, and avoid the
phenomenon of “premature.”

2.4. Improved Genetic Algorithm

2.4.1. Improve the Background Proposed by Genetic
Algorithm. The routing protocol or any algorithm in the
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Figure 4: Structure of long-term and short-term memory depth Q
network.
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wireless sensor network should be based on energy conser-
vation. The cognitive radio and the wireless sensor network
are combined to make the spectrum resources be used in a
rational and balanced manner. The wireless sensor network
can transmit data more smoothly. However, this combina-
tion also invisibly adds to the WSNS, the burden of nodes
detecting spectrum holes and increasing traffic. At the same
time, in the process of dynamic spectrum allocation, the
nodes continuously switch the frequency to gain greater
bandwidth gain, which makes the energy consumption
problem more serious. In terms of reducing energy con-
sumption, domestic and foreign experts and scholars have
done research on reducing the number of transmission
nodes and node dormancy and reducing the number of sec-
ondary user perceptions and achieved certain results. In
terms of dynamic spectrum allocation, many domestic and
foreign research scholars have carried out research and pro-
posed model algorithms such as game theory model, graph
theory coloring model, and interference temperature model
to allocate spectrum. Later, many scholars used the
improved intelligent optimization algorithm to distribute.
The intelligent optimization algorithm has the characteris-
tics of simple and easy to use, multi-issue, and robust,
among which quantum genetic algorithm, leapfrog algo-
rithm, and immune cloning algorithm have achieved good
results. As a mature search-based heuristic algorithm used
in computational science to solve optimization problems,
genetic algorithm also has a good performance in spectrum
allocation. Because wireless sensor networks have limited
energy characteristics and spectrum switching will bring
about data packet collision, data transmission failure
retransmission, redetection of spectrum holes and spectrum
allocation, the algorithm proposed in this paper is aimed at
maximizing network benefits and minimizing the frequency
of spectrum switching to ensure that the entire network con-
sumes the least amount of energy in spectrum allocation.
The improved genetic algorithm has improved in coding,
crossover, mutation, and fitness function. The simulation
results show that the algorithm improves the network reve-
nue, reduces the energy consumption caused by the spec-
trum switching process, and avoids the genetic algorithm
convergence too fast.

2.4.2. Algorithm Theory Model. Solving problems in the field
of computing often comes down to a model that uses models
to describe specific problems. The establishment of the the-
oretical model requires specific analysis of specific problems.
The models used in different problems are different, and the
problems applied by different models are different. There is
no fixed match between the two. The model chosen is not
good or bad, only suitable and inappropriate; there is no uni-
versal model for all problems. When using the search opti-
mization algorithm to solve the dynamic spectrum
allocation problem, based on the existing model, the optimal
solution obtained by the optimization algorithm is replaced
by the optimization algorithm, which is the allocation
scheme for the spectrum allocation. For the centralized spec-
trum allocation method, the graph theory coloring model or
the interference temperature model is adopted, and the

graph theory coloring model itself has the advantage of
avoiding mutual interference between cells. The dynamic
spectrum allocation problem channel assignment model is
mathematically described, then the objective function is for-
mulated according to the actual network conditions, and the
genetic algorithm is used to find the optimal solution under
the objective function.

2.4.3. Encoding. Coding is the first step of the genetic algo-
rithm. It is the bridge between the genetic algorithm and
the problem to be solved. It has a decisive influence on the
performance of the algorithm. If the coding method is not
properly selected, the algorithm search space will be greatly
increased, and the coding will be increased. And the amount
of computation of the decoding process would take up too
much memory. The purpose of the encoding process is to
construct the chromosome according to certain rules and
follow the process in the genetic algorithm with the chromo-
some as the basic unit. When the algorithm initializes the
network environment, the primary user and the secondary
user position are randomly determined. The algorithm
obtains the benefit matrix B, the available channel matrix L
, and the interference constraint matrix C in the graph the-
ory coloring model according to the location information
of the two. The operation of the genetic algorithm is based
on chromosomes. If the chromosomes are represented by S
and each chromosome S represents a conflict-free and feasi-
ble spectrum allocation scheme, then the chromosome S
should correspond to the element an,m in the distribution
matrix A = fan,mjan,m ∈ f0, 1ggN×M . This coding method will
generate a lot of redundant bits in the chromosome S, which
makes the algorithm search space increase, and it is more
difficult to find the optimal solution and reduce the perfor-
mance of the algorithm. At the position where the available
channel matrix L is 0, the channel is definitely not allocated
to the user, so the allocation matrix is A definitely 0 at the
corresponding position. Since there is such a relationship
between the available channel matrix L and the distribution
matrix A, we can only use the chromosome S to record the
allocation matrix elements at the position where the avail-
able channel L element is 1. The chromosome S length LðS
Þ obtained after such mapping is shown in formula (3),
which is the number of nonzero elements in the available
channel matrix L.

L Sð Þ = 〠
ln,m−1

ln,m, ð9Þ

L =

1 0 1 0 0 1
0 0 0 1 1 0
0 1 0 0 0 1
0 0 0 1 0 0
1 0 0 0 0 0

2
666666664

3
777777775
, ð10Þ

7Wireless Communications and Mobile Computing



S = 0 1 1 0 1 1 0 1 0½ �A =

0 0 1 0 0 1
0 0 0 0 1 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0

2
666666664

3
777777775
: ð11Þ

The mapping relationship between the chromosome S
and the available channel matrix L and the distribution
matrix A is as shown in Figure 5, and the elements of the dis-
tribution matrix corresponding to the nonzero position in
the available channel matrix A are recorded in the chromo-
some S. Since the available channel matrix L for each alloca-
tion process is unchanged and the location of the nonzero
elements in the channel matrix L is determined, the chromo-
somes do not change the number of bits due to the different
allocation scheme. It should also be noted that the interfer-
ence constraint matrix C = fcn,k,mjcn,k,m ∈ f0, 1ggN×N×M
specifies that when the user cn,k,m = 1 and the user n jointly
use the channel k when m, interference may occur. If an,m
= ak,m is satisfied in the allocation matrix A, an,m or ak,m
need to be randomly set to zero. That is, the channel m is
not allowed to be simultaneously allocated to user n and user
k, and only one of the users can be assigned to channel m. At
this time, the corresponding position in the chromosome S
should also be set to zero.

2.4.4. Cross and Variation. Crossover and mutation opera-
tions are the core of the whole genetic algorithm. Since both
crossover and mutation are random operations, there may
be disadvantages to the performance of the convergence effi-
ciency of the algorithm. Crossoperation is a kind of local
optimization process. It is suitable for individuals with
higher fitness in the early stage of evolution. When the pop-
ulation is large, the mutation operation can optimize the
problem globally. It is suitable for the late evolution and
the population fitness value is universal. It is too high, and
the difference between individuals is very small, which is
close to the optimal solution. At this time, the cross process
can no longer produce better individuals, so the mutation
process is needed to produce individuals closer to the opti-
mal solution. The crossover probability and the mutation
probability are fixed constants in the traditional genetic
algorithm and are independent of each other. Their size
needs to be determined empirically. The crossover probabil-
ity ranges from 0.40 to 0.99, and the variation probability is a
constant between 0.0001 and 0.1. Fixed crossover probability
and mutation probability often reduce the convergence rate
of the algorithm, causing the algorithm to “prematurely
mature” and reduce the efficiency of the algorithm to find
the optimal solution. This section adds adaptive crossover
probability and mutation probability to the traditional
genetic algorithm so that the crossover probability and
mutation probability can be adjusted in real time according
to the chromosome being operated. Appropriately increas-
ing the crossover probability and reducing the mutation
probability in the early stage of evolution can shorten the

process of finding the optimal solution by using the cross
process and reduce the calculation amount. In the later stage
of evolution, it is suitable to reduce the calculation amount
of the cross operation, and the crossover probability should
be reduced to increase the mutation probability. It can avoid
the algorithm falling into local optimum, prevent the genetic
algorithm from converge too fast, and speed up the search
for the global optimal solution. We assume that the cross-
over probability and the mutation probability are repre-
sented by pc and pm, respectively. The adaptive
mathematical expressions for pc and pm are

pc =
pc1 ∗

pc1 − pc2ð Þ f − f avgð Þ
f max − f avg f ≥ f avg,

pc1 f < f avg,

8><
>:

ð12Þ

pm = pm1 ∗
pm1 − pm2ð Þ f max − f ′

� �

f max − f avg f ′ ≥ f avg,

pm1 f ′ < f avg:

8>><
>>:

ð13Þ
In equations (6) and (7), f max is the maximum value of

the fitness value in the current population, f avg is the aver-
age value of the fitness values in the current population, and
f is the larger fitness value of the two individuals to be
crossed. f ′ is the fitness value of the individual to be
mutated; pc1, pc2, pm1, and pm2 are constants. The individ-
ual’s crossover probability and mutation probability are lin-
early transformed between the average fitness and the
maximum fitness value according to the individual’s fitness
value. In order to ensure that the superior individuals of
each generation do not participate in the crossvariation pro-
cess, the genetic algorithm proposed in this paper adopts
adaptive crossover probability and mutation probability. If
the optimal individual fitness value of the current population
is better than the optimal individual fitness value of the next
generation population, then all the individuals whose fitness
value is greater than the optimal fitness value of the next
generation are directly replaced by the individuals whose fit-
ness value is the worst in the next generation. When the
individual’s fitness value is greater than the group average
fitness value, the individual’s crossover probability and
mutation probability will be reduced so that the solution
can be protected into the next generation; when the individ-
ual fitness value is less than the group average fitness value,
both take larger values, making the solution easier to
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Figure 5: Mapping process of chromosomes.
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eliminate, ensuring population diversity and avoiding “pre-
mature” phenomena.

2.4.5. Fitness Function. In genetic algorithms, the pros and
cons of an individual are represented by the size of the fit-
ness value. The fitness value has a certain mapping relation-
ship with the objective function in the actual problem. In
some problems, the objective function can be directly used
as the fitness function, but the fitness function must be non-
negative and continuous and needs to consider the complex-
ity of the overall algorithm, convergence time, etc., and then,
the target function needs to be processed accordingly to
achieve adaptation, meeting the requirements of fitness
function. The fitness function of the improved genetic algo-
rithm proposed in this paper is determined by the special
conditions of wireless sensor network energy limitation. In
the wireless sensor network, the sensor as a network node
has the characteristics of difficulty in replacing the battery
and limited energy. In addition, the cognitive radio technol-
ogy is added to the wireless sensor network, and the node
needs to constantly perceive the spectrum hole to maintain
the network system. The revenue frequently switches the
spectrum, and the switching spectrum is bound to bring
problems such as packet transmission failure and retrans-
mission. These additional functions greatly increase the
node energy consumption. The node energy imbalance is
easy to cause the node to fail. After the node fails, it needs
to be restarted. Building a network topology and reallocating
the spectrum put a heavier burden on the nodes. From this
point of view, it is necessary to reduce the overall spectrum
switching frequency for the network, so the minimum spec-
trum switching frequency is added to the objective function.
The current spectrum allocation strategy makes the spec-
trum utilization low, and the generation of cognitive radio
technology solves this problem. In order to avoid the imbal-
ance of spectrum allocation, the network function is maxi-
mized in the objective function. In a conflict-free allocation
case, the user n return is rn, and the network system revenue
is represented by U , and its size is related to the distribution
matrix and the benefit matrix. The mathematical expression
is shown in equation (8).

U = 〠
N

n−1
rn = 〠

N

n−1
〠
M

m−1
an,m ⋅ bn,m: ð14Þ

Assuming that the spectrum allocation scheme before
the spectrum allocation is the initial allocation matrix A1,
the switching frequency is determined by the current alloca-
tion matrix A and the initial allocation matrix A1, and him is
used to indicate the frequency switching frequency of the
node i on the spectrum m, and then, him mathematical
expression is shown in (9).

him = 1 − a1i,m ⋅ bn,m, i ∈N , m ∈M: ð15Þ

Then, the mathematical expression of the frequency
switching frequency H of the overall spectrum allocation
system of the WSNS is shown in equation (10).

H = 〠
N

i

〠
M

m−0
him, i ∈N , m ∈M: ð16Þ

For each spectrum allocation, the larger the H value, the
more users need to switch the frequency compared with the
original allocation scheme, and the smaller the H value, the
smaller the number of users who need to switch frequency,
the more in line with the principle of low switching fre-
quency. If the objective function itself meets the require-
ments of the fitness function, it can be directly used as the
fitness function. The objective function is represented by
Obj F. The mathematical expression of Obj F is as shown
in formula (11). The larger the network gain, the larger the
objective function close to the demand; because the switch-
ing frequency takes the minimum value, it should be nega-
tive to ensure that the fitness value is larger, and the
chromosome is closer to the optimal solution to be searched.

Obj F =U −H = 〠
N

n−1
〠
M

m−1
an,m ⋅ bn,m − 〠

N−1

i

〠
M−1

m−0
him: ð17Þ

Shown in Figure 6 is a flowchart to improve the hybrid
algorithm of genetic algorithm and recurrent neural network.

3. Experiments

3.1. Experimental Methods. The improved genetic algorithm
is simulated on the MATLAB platform to verify the perfor-
mance of the algorithm. The experimental process mainly
includes the deployment of the network environment, exper-
imental parameter setting, simulation of the algorithm,
obtaining relevant data, and finally analyzing the data to
obtain conclusions. For parameter setting, refer to the
parameters recognized by many people in previous studies.

3.2. Experimental Environment and Parameters. In the
experiment, a square network area of 10m ∗ 10m is con-
structed. In this network area, all interference factors such as
noise are ignored. All users use the same transmit power,
and the coverage radius and interference radius are the same.
The node position of the wireless sensor network does not
change substantially, ensuring that the network topology does
not change during the primary spectrum allocation process.
The benefit matrix B, the available matrix L, and the interfer-
ence constraint matrix C in the graph theory coloring model
do not change. In terms of network environment parameters,
it is assumed that the primary and secondary user transmis-
sion distance is a minimum of 1m, the maximum value is
4m, and the primary user’s coverage radius is 2m, that is,
the primary user is the center, within 2m radius, and the sec-
ondary user shall not use the same spectrum as the primary
user to transmit data. In the experiments in this paper, in
order to avoid the existence of accidental errors, the average
of 40 experimental results was taken for each set of data. In
addition to studying the effects of primary users, secondary
users, and available channels on algorithm performance, other
experiments were set to 15 primary users, 10 secondary users,
and 10 available channels.
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3.3. Improve the Overall Performance Simulation of Genetic
Algorithm. The improved genetic algorithm will be com-
pared with the color-sensitive coloring algorithm in the tra-
ditional genetic algorithm and graph theory coloring model
in terms of switching frequency, network benefit, and fitness
value. Color-sensitive graph theory coloring is an important
branch of the graph theory shading model algorithm. It can
set whether the relationships between users are coordinated
and can also set six different labeling criteria as needed.
Since the fitness value is only set in the genetic algorithm,
the color-sensitive coloring algorithm only compares the
network revenue and the switching frequency and does not
involve the comparison of the fitness values. The fitness
value is limited to the genetic algorithm for comparison.

4. Discussion

4.1. Overall Performance Simulation of Improved Genetic
Algorithm. The comparison results of fitness values of two

genetic algorithms in the same network environment are
shown in Figure 7.

The abscissa in the figure is the evolution algebra, and
the ordinate is the fitness value. It can be seen from
Figure 7 that with the continuous increase of evolution alge-
bra, the fitness value of the improved genetic algorithm is
not much different from that of the traditional genetic algo-
rithm before the 18th generation, but the whole process of
the improved genetic algorithm is constantly searching for
the optimal solution, while the optimization speed of the tra-
ditional genetic algorithm is relatively slow; there are only
some changes around the 63rd and 148 generations. Com-
pared with the traditional genetic algorithm, the perfor-
mance of the improved genetic algorithm is improved. The
traditional genetic algorithm is easy to fall into the local
optimal, but cannot find the global optimal solution.

4.2. Influence of Genetic Algorithm Parameters on the
Performance of Improved Genetic Algorithm. The improved
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The binary tournament method
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crossover and mutation

Quick non-dominant sorting and the
choice of elite strategy

Update the code position according
to the search position ofthe beetles,

and generate a new code

Dominate the old encoding?

Figure 6: Hybrid algorithm of improved genetic algorithm and recurrent neural network.
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genetic algorithm with two sets of crossover probability is
compared with the traditional genetic algorithm, comparing
its optimization ability, and the results are shown in
Figure 8. The abscissa is the evolutionary algebra, and the
ordinate is the fitness value.

It can be seen from Figure 5 that when pc1 = 0:9 and pc
2 = 0:5, the fitness value is even lower than that of traditional
genetic algorithm, while when pc1 = 0:6 and pc2 = 0:1, the fit-
ness value is much higher than that of traditional genetic algo-
rithm, the optimization ability of traditional genetic algorithm
is relatively poor, and the optimal solution is not much differ-

ent from the initial solution. Comprehensive comparison
shows that when the crossprobability is 0.6 and 0.1, the fitness
value is higher than that when the crossprobability is 0.9 and
0.5, while the traditional genetic algorithm is between them,
so when the crossprobability is not selected, the performance
of the improved genetic algorithm is not as good as that of
the traditional genetic algorithm, but the optimization ability
of the improved genetic algorithm of the two groups of cross-
probability is worth affirming. Therefore, it can be seen that
the network allocation efficiency has been significantly
improved when the number of household users is different.
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4.3. Influence of Network Environment Parameters on
Performance of Improved Genetic Algorithm

4.3.1. Influence of Network Environment Parameters on
Switching Frequency. The change of switching frequency in
the process of increasing the number of main households
from 5 to 50 is shown in Figure 8. In the figure, the abscissa
is the main number of users, and the ordinate is the switch-
ing frequency.

As can be seen from Figure 9, with the increase of the
number of main users, the switching frequency of CSGC
algorithm shows an overall upward trend, while the switch-
ing frequency of the two genetic algorithms tends to decline
after a short rise in 5-10 main users. The interference of
authorized users in the network has little effect on the sec-

ondary users at first, but the number of primary users is
increasing, but the available channels are not increasing,
which leads to less and less channels that the secondary users
can allocate. Genetic algorithm, considering that it wants to
switch less frequency, wants to find a stable and assignable
channel to allocate to the secondary users, and the switching
frequency is also becoming smaller and smaller.

4.3.2. The Influence of Network Environment Parameters on
Network Revenue. The relationship between network reve-
nue and the number of primary users is shown in
Figure 10. The abscissa is the number of users, and the ordi-
nate is the network revenue.

As can be seen from Figure 7, with the increase of the
number of main users, the overall trend of network revenue
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of the three algorithms is declining. It can be seen from the
descending slope that CSGC algorithm declines the fastest,
while the two genetic algorithms are relatively slow. When
the number of primary users is less than 10, the network
income of CSGC algorithm is the highest; when the number
of primary users is between 10 and 18, the network income
from high to low is improved genetic algorithm, CSGC algo-
rithm, and traditional genetic algorithm; when the number
of primary users is greater than 18, the network income of
improved genetic algorithm is the highest, followed by tradi-
tional genetic algorithm. The network income of CSGC
algorithm is the least. It can be seen that the improved
genetic algorithm can improve the network efficiency by
about 2%, but the spectrum switching frequency can be
reduced by 69%. When the number of main users in the net-
work is large, the improved genetic algorithm has advan-
tages over the other two algorithms. In the follow-up
experiments, the calculation time of the algorithm is also
compared, and the result is very similar to that of Figure 9,
so I will not explain it too much.

5. Conclusions

In recent years, with the rapid development of wireless com-
munication technology, the scarcity and low utilization of
wireless spectrum resources become more and more promi-
nent. With the increasing density of network systems, intel-
ligent algorithms that can be adjusted quickly are needed for
the management of spectrum resources. With the continu-
ous development and technical maturity of cyclic neural net-
work, it has gradually become an effective solution.

In this paper, MATLAB is briefly introduced, the net-
work environment of algorithm simulation is set up, then
the overall performance of the improved genetic algorithm
is analyzed, and the relevant parameters of genetic algorithm
and the suitable network environment are explored. The
performance of the improved genetic algorithm with differ-
ent crossover probability and mutation probability is com-
pared with that of the traditional genetic algorithm, and
the influence of the number of main users on the network
revenue and switching frequency of the improved genetic
algorithm, the traditional genetic algorithm, and the CSGC
algorithm is explored. The simulation results show that the
improved genetic algorithm can improve the network reve-
nue and reduce the switching frequency, which is more suit-
able for small networks with more primary users or
networks with more primary users but less node density.

In view of the scarcity of wireless spectrum resources, it
can now be strengthened by networking technology. There-
fore, for this research, the Internet of Things technology will
be deeply discussed in the follow-up research.
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Internet-based cloud computing is currently an important core technology for computer development in China. It can be used not
only in marketing but also in various industries. At the same time, people-oriented and green projects and products that focus on
the development of the ecological environment and green consumption dominate the current market trend. The purpose of this
paper is at studying the development model of enterprise green marketing based on cloud computing. This article compares and
analyzes enterprise green marketing systems through big data algorithms and statistical methods. It starts with the basic
characteristics of cloud computing, studies the opportunities and challenges that cloud computing brings to enterprises’ green
marketing efforts, describes the green marketing processes and characteristics of enterprises, and analyzes cloud. The feasibility
of the construction of the computing system, the basic architecture of the cloud computing system, and the construction of a
complete cloud computing data processing flow are proposed. The research data found that the combination of the green
marketing development model and cloud computing in the enterprise operating system is conducive to the development of the
enterprise; it improves the discovery efficiency of the enterprise and reduces the pollution in the production of the enterprise;
the cloud computing can greatly improve the work efficiency of the employees. Cloud computing can improve employees’
speed to complete tasks by about 20% and reduce the error rate by about 50%. The cloud computing enterprise green
marketing development model has guiding significance for the long-term development of the enterprise.

1. Introduction

The meaning of green marketing is that the company takes
“protect the environment, start with me” as its work purpose
and uses “green ecology” as its guiding core and “reduces the
damage to the global ecological environment” as its service
center, positioning the starting point as a new marketing
model that “meets consumers’ green consumption.” Since
then, the company’s green marketing model has been rap-
idly promoted in developed countries and some developing
countries [1].

In today’s Chinese society, sustainable development has
become an important theme in a new era [2]. In order to
enhance market competitiveness, enterprises have established
a good corporate image, controlled pollution, saved energy,
and reduced consumption and improved efficiency has

become an urgent need for an enterprise to succeed [3]. At
the same time, the wave of Internet development has also pro-
vided some convenient conditions for companies to imple-
ment a series of measures. Therefore, we propose the “cloud
computing-based enterprise green marketing development
model” [4]. At the same time, China’s existing market is
fiercely competitive and most companies place too much
emphasis on micro- and near-term interests. In addition, the
current legal system is not sound and the system is not rela-
tively speaking [5]. It is perfect, which has caused many prob-
lems and obstacles for the company’s green marketing. As a
new type of computing model, cloud computing is used in
many fields. People are willing and looking forward to cloud
computing to achieve interconnection, collaborative work,
and knowledge sharing. People also urgently need reliable
and efficient technical means and implementation models.
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Well, we are also thinking about whether we can combine
cloud computing and enterprise green marketing to achieve
the “cloud computing enterprise green marketing develop-
ment model” [6, 7].

Cloud computing is changing information technology [8].
As information and processes are being migrated to the cloud,
this is not only a place where computing is done, but funda-
mentally, how is it done? As a result, more and more compa-
nies and academia are investing in this technology, which will
also greatly change the way IT professionals work. Cloud com-
puting solves many problems of conventional computing,
including handling peak loads, installing software updates,
and redundant computing cycles. However, new technologies
also bring new challenges, such as data security, data owner-
ship, and transcode data storage. Arora discussed the cloud
computing security problem mechanism, the challenges that
cloud service providers are facing in cloud engineering, and
proposed a metaphorical study of various security algorithms
[9, 10]. In addition, companies that undertake a large number
of batch-oriented tasks with Armbrust can obtain results as
soon as their programs are scaled up, because the cost of using
one server for 1,000 hours is only 10% higher than the cost of
using one server for 1,000 hours [11]. This flexibility of
resources does not have to pay a high price for large-scale pur-
chases, which is unprecedented in IT history.

Cloud computing is an important prerequisite for long-
term green development of enterprises [12]. The purpose of
this paper is to study the development model of enterprise
green marketing based on cloud computing. This article com-
pares and analyzes enterprise green marketing systems
through big data algorithms and statistical methods. It starts
with the basic characteristics of cloud computing, studies the
opportunities and challenges that cloud computing brings to
enterprises’ green marketing efforts, describes the green mar-
keting processes and characteristics of enterprises, and ana-
lyzes cloud. The feasibility of the construction of the
computing system, the basic architecture of the cloud comput-
ing system, and the construction of a complete cloud comput-
ing data processing flow are proposed. The use of cloud
computing for green marketing in practice serves the purpose
of changing the traditional way of developing the use of struc-
tures and exploring a more effective marketing model in the
modern sense from the perspective of cloud computing busi-
ness marketing.

2. Programs Method

2.1. The Connotation of Cloud Computing. Cloud computing
is a relatively new form of supplement, consumption, and
delivery implemented by Internet technology. It mainly
takes virtual resources as the object of service and has
dynamic scalability [13]. It can use the Internet to calculate
data and use the underlying server, storage, and network
technology architecture as a computing resource in an
abstract way. And it can access the configurable computing
resource sharing space through the network to achieve a cer-
tain degree of management, so as to quickly provide com-
puting resources to demand users in [14].

2.1.1. Characteristics of Cloud Computing. The main charac-
teristics of cloud computing include the following aspects:
first, it can provide self-service; according to the needs of
users to allocate, users can operate freely on the interface,
so as to achieve the smooth application of resources and in
the process of use can also be adjusted and released various
resources [15]. The second point is that the time period of
network access in cloud computing is very free and not lim-
ited by the location [16]. The service platform provided by
cloud computing can be accessed in various ways, which
greatly facilitates users. Third, cloud computing can reach
the state of resource pooling. In this way, the physical
resources of the computer do not belong to a specific indi-
vidual and will be occupied only when they are needed; oth-
erwise, there is no need to occupy them. Fourth, it has a
large elastic space, can timely adjust and allocate resources
to meet the needs of customers, and has strong shrinkage
and expansion performance [17, 18]. We have a general
understanding of the main features of cloud computing,
which is a way to make our lives more convenient and our
businesses more successful. Time is free, resources are
shared, there is a lot of flexibility, and the characteristics of
cloud computing determine its position in enterprise
applications.

2.1.2. Cloud Computing Architecture. Cloud computing has a
huge architecture, including five major structural layers,
which are organically unified, as shown in Figure 1, namely,
cloud client, cloud application, cloud platform, cloud infra-
structure, and service layer [19]. This study uses a B2B
model.

(1) The cloud client, also known as the cloud terminal or
cloud computer, is the part that connects with the cus-
tomer most closely. The composition of the cloud cli-
ent mainly includes computer hardware and
computer software. Among them, hardware is neces-
sary, while the existence and use of software are largely
determined by the specific application degree of cloud
computing. The design of software should meet the
standards of cloud services to play an effective role
[20]. Currently, the main cloud clients are mobile
phones (Linux-based Palm, Android, iPhone, etc.),
fat clients (Cherrpal, Wyse, etc.), and thin clients [21]

(2) Requirements for cloud application foundation: the
first is that cloud infrastructure is a kind of commer-
cial software that is easy to manage and operate
under the premise of network access. The second
point is the reasonable and scientific control of the
software through the server. Only in this way can
the client use the form of Web to access the applica-
tion system remotely and achieve the desired effect
[22]. Third, in the delivery of cloud applications,
the main pattern is one-to-many, in terms of archi-
tecture, price, and partners [23]. Fourth, the func-
tionality of cloud applications is centralized when
they are updated, which means that there is no need
to download patches and upgrade packages from the
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cloud client. At present, the types of cloud applica-
tions mainly include “Web applications,” “software
as a service,” and “software + services” [24, 25]. In
the cloud computing market, SaaS services account
for about 58% of the total. The growing maturity of
cloud computing and the gradual growth of the
industry chain are driving the rapid development of
SaaS services

(3) The cloud platform is usually referred to as platform
as a service; the main feature is the computer plat-
form or it could be multiple solutions as a specialized
service, it mainly plays the function of its service
program on the basis of cloud infrastructure, so
you do not have to process more complex procure-
ment activities, also can reduce the underlying hard-
ware and software of the corresponding
management program of computing time, and
improve the ability of system application deploy-
ment [26, 27]. The main types of cloud platforms
currently in use include solution stacks and struc-
tured storage. Solution stack, for example, Google
App Engine, is mainly designed by combining the
convenient environment of cluster development with
the platform of hosting Web applications; currently,
the programming languages adopted mainly include
Python and Java. The database types of structured
storage are all cloud-based databases, including the
Amazon-distributed database and BigTable database
system, which generally do not directly provide rele-
vant business services to the outside world. The types
of storage on the basis of cloud files mainly include

the Amazon online storage service, which is fee
based and targeted at the public. In the process of
using the Web, various digital data can be saved
through this online storage method, which is also
very convenient to look up

(4) Cloud infrastructure is usually also an example of
infrastructure as a service, which is the delivery of
computer infrastructure, usually through the creation
of a platform-virtualized environment to achieve the
desired purpose. Major types include the use of phys-
ical machines and virtual machines, physical host rent
is usually provided by different kinds of IDC, the vir-
tual machine is on the basis of the operating system
virtualization, the virtual to physical machine can have
multiple parallel operation systems, each system has a
relatively independent operation, and between its
types are mainly Amazon EC2. Rackspace improves
the utilization efficiency of the server. GoGrid is used
for Cloud computing. In particular, Amazon EC2 is
also called the horse into play, can have very high flex-
ibility in strengthening the self-recovery system,
reduce artificial maintenance features of cloud com-
puting, and can be calculated according to the cus-
tomer’s resources for expansion and contraction of
the corresponding use of virtualization technology; it
will be an independent virtual machine, as an example,
its function and virtual dedicated servers at the same
equipment

(5) The composition of the server layers mainly includes
computer hardware and, when necessary, computer
software. The design and application process of

Cloud client

Cloud
applications

Cloud platform

Cloud
infrastructure Service level

Figure 1: The composition of the cloud computing.
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software and hardware is consistent with the delivery
process of cloud services and has the coordination
and unity of architecture

The application of cloud computing to green marketing
and wireless networks is mainly attributed to the advantages
of on-demand deployment, flexibility, reliability, and cost
effectiveness of cloud computing.

2.2. Enterprise Green Marketing Development Mode. In
order to comply with the requirements of environmental
protection and sustainable economic development in
China, the 18th national congress of the communist party
of China (CPC) advocated “green” development. Under
the background of ecological civilization, the enterprise
green marketing development model has become a new
marketing model and gradually developed in China. The
development mode of green marketing is relatively slow
in China due to its late start and the insufficient under-
standing of some enterprises. At the same time, the
growth of national economy and the improvement of peo-
ple’s material level will be restricted by resources and the
environment. Therefore, it is necessary to speed up the
intensity and process of the development mode of green
marketing, so as to promote the green management of
enterprises into a normal track.

2.2.1. Conduct Objective Quantitative Analysis and
Evaluation on the Efficiency of the Enterprise Collaborative
Network. Objective quantitative analysis and evaluation of
the efficiency of the enterprise collaborative network are
an important link to ensure and promote the optimization
of the collaborative business chain. The network optimiza-
tion is realized based on the multilevel and multistage
complex random analysis of the collaborative business
chain. On the basis of the proof of the phase type for a
randomly distributed system, a computational method of
complex coordination and a quantitative expression of
the system efficiency are presented in this paper. This
method has the advantages of wide application range and
easy to parse.

(1) In the network cooperative organization of enter-
prises following pH distribution (network organiza-
tion U): Ui is the ith unit of the organization, U2,
U3 is the intermediate unit, and U4 is the task termi-
nation unit

U = 〠
4

i=1
Ui,

y n½ � = 〠
N

i=1
〠
L

l=1
wi lð ÞSi n − lð Þ,

ρj = ρi
jet + j − 1ð Þer
iet + i − 1ð Þer

ð1Þ

(2) Smn is the state transition probability, that is, the
probability of successful task delivery between units.
Satisfy, according to the image,

〠
Ui

Sui = 1,

EC =NCV2
dd

ð2Þ

2.2.2. Based on the Enterprise Efficiency Monitoring System.
The energy consumption of the monitoring network node
based on enterprise efficiency is mainly concentrated on
the data transmission unit. The energy consumption at the
transmitting end is mainly generated by the transmitting cir-
cuit and the power amplifier circuit, while the energy con-
sumption at the receiving end is mainly generated by the
receiving circuit. Energy consumption at the transmitting
end is shown in formula (3), while energy consumption at
the receiving end is shown in formula (4):

Etr k, dð Þ =
kEelec + kEapm1d

2,  d < d0ð Þ,
kEelec + kEamp2d

4,  d ≥ d0ð Þ,

8
<

:
ð3Þ

Erx kð Þ = kEelec, ð4Þ
Where E is the number of bits of data sent or received, k is
the distance between two nodes, d is a constant, and the
value is related to the network environment:

d0 =
ffiffiffiffiffiffiffiffiffiffiffi
Eapm1
Eamp2

s

,

dρie
idλ ⋅ et + i − 1ð Þλd ⋅ er

= β,

A δð Þ = 1 + αi1δ
−1 + αi2δ

−2+⋯+αinδ−n:

ð5Þ

Sustainable supply chain management and green mar-
keting have become key themes in academic research and
management practice since the concept of sustainability
was transformed into the mainstream of business. Great
progress has been made in both areas. It has been recognized
that green marketing and sustainable supply chain manage-
ment should be seamlessly integrated to better meet the
needs of green customers through supply chain functions.
Existing research has explored point-to-point integration
methods. Liu proposed a new hub-and-center integration
model that integrates green marketing and sustainable sup-
ply chain management from six dimensions (product, pro-
motion, plan, process, people, and project (called 6P)).
Empirical studies have been conducted with the industry to
test the 6P integration model. This paper presents the empir-
ical research results on the driving factors and obstacles of
integration dimension, integration strategy, and multidi-
mensional integration, as well as the significance of manage-
ment. The new integrated model allows the flow of resources
such as information, materials, and capital between green
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marketing and sustainable supply chain management
through a variety of direct channels. According to the triple
bottom line goal, it is possible to achieve better overall busi-
ness performance.

2.2.3. Sustainable Industrial Chain Management. As global
warming intensifies, both developed and developing coun-
tries are committed to sustainable development. Committed
to sustainable development, it has been in the form of the-
matic study of sustainable supply chain collaborative man-
agement and is based on the traditional theory to explore
how to synergize in order to promote the sustainable devel-
opment of the world’s stakeholders, one of the characters of
economic man hypothesis, which has the self-interest prefer-
ence, always in its own interests, for maximum core con-
cerns, to determine how to build and implement
sustainable global supply chain collaborative management.
As a decision criterion, it does not take into account the psy-
chological factors and their behavior. In 1965, the American
strategic management expert H. Igor Ansofr first applied the
idea of collaboration in this field. Behavioral economic
research shows that a large number of scientific experiments
and empirical studies have confirmed the advantages of the
application of writing ideas in management but the current
research collaborative management concept has no unified
behavioral tendency and does not have realistic objectivity.

The government supervision of sustainable supply chain
collaborative management is the mainstream direction of
supply chain collaborative management research. In
response to global warming, countries have issued a series
of policies, which has set off a research upsurge in the aca-
demic circles and has triggered everyone's thinking and
exploration of the future. Before companies bear part of
the losses, most of the existing research is to guide macro-
recommendations or government subsidies, etc. In the sup-
ply chain management of enterprises, in addition to consid-
ering economic issues, it is also necessary to promote the
development of sustainable supply chain collaborative man-
agement from the perspective of government supervision, as
well as environmental and social factors. In other words,
companies are subject to government regulation. However,
the goal of sustainable supply chain collaborative optimiza-
tion seldom considers the maximum social welfare. The
future can be based on government regulation management
which refers to the economic, environmental, and social
impact of enterprises based on the product life cycle.

2.2.4. Integration Model of Central Radiation. With the con-
tinuous development of information technology, data types
and data storage are constantly increasing and the construc-
tion of enterprise informatization is accelerating. Due to the
inconsistency of data standards, the difficulty of data com-
munication between enterprises and enterprises is increasing
and the number of data islands increases sharply. How to
make good use of the acquired data to effectively support
the business activities and decisions of enterprises has
become a crucial issue in the process of enterprise informa-
tization. In the face of the increasingly complex data envi-
ronment, it is the primary task of enterprise

informatization construction to establish exchanges among
multiple data islands. By analyzing the distribution, hetero-
geneity, and autonomy of data sources in the data center
construction of downhole operation branch, this paper stud-
ies the virtual data integration model and its realization
technology, proposes the virtual data integration architec-
ture, constructs the virtual data integration metadata model,
and realizes the data integration among information islands
based on the model. We set up a data source layer for data
source dispersion. A metamodel of virtual data integration
is established by using metadata technology, through the
metamodel to realize the logical integration of multiple scat-
tered data sources to form the unified data access logical
interface. In order to effectively solve the problem of low
data source access efficiency, the data access layer is con-
structed by data segmentation technology. The granularity
of the accessed data is refined to improve the efficiency of
data access.

2.2.5. Analysis of the Path for Enterprises to Build Green
Marketing

(1) Change the concept of the environment and establish
a “green” consumer culture. Enterprises should
change the misconception of “polluting first, then
treating,” establish an environmental concept, con-
dense environmental protection awareness into the
values of each employee, strengthen the concept of
green marketing, and establish a “green” corporate
culture. Enterprises should use a variety of publicity
methods and publicity methods to continuously pub-
licize environmental protection and green consump-
tion knowledge to help consumers establish green
consumption awareness. Enterprises should guide
consumers in a variety of ways to consume reasonably
and moderately, put an end to comparison consump-
tion and show off consumption, and promote the
awareness of green consumption in the society by pro-
moting the knowledge of green consumption and
forming an atmosphere of green consumption

(2) Improve the green management organization and
establish green rules and regulations. To implement
green marketing, enterprises must rely on effective
organization and management. First of all, the enter-
prise should set up a special green management
organization, which is responsible for the green
design, green production, and green marketing of
the company. Establish full-time environmental pro-
tection functional departments at all levels, imple-
ment internal hierarchical management, integrate
corporate resources, and jointly complete ecological
environmental protection and construction. Sec-
ondly, we should carry out green education activities
for employees, help employees understand basic
environmental protection knowledge and master
specific environmental protection skills, and
improve the teaching effect by establishing a corre-
sponding reward and punishment system. Finally,
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through strengthening management and technologi-
cal innovation, enterprises must strive to obtain
green environmental label certification and interna-
tional environmental standard system certification
in developed countries in Europe and America,
establish a green image of the enterprise, enhance
the competitiveness of the enterprise, and break
through the restrictions of green barriers in devel-
oped countries. In addition, enterprises should con-
struct a green evaluation index system to monitor
their green marketing behavior

The core elements of the development model based on
workflow efficiency mainly include the following aspects:

Roles: different configurations of roles under different
organisational structures, with clear correspondence
between roles and people.

Responsibilities: definitions of responsibilities for differ-
ent roles, used to clarify the stages and timing of interven-
tion in the process.

Processes: definition of the sequence of nodes in the cor-
responding process according to the scenario, e.g. develop-
ment, testing, deployment.

Nodes: clear definition of roles in different nodes, as
enablers for the orderly completion of the nodes.

A rational process management mechanism that facili-
tates efficient work; in order to avoid excessive complexity
in process collaboration, collaboration rules are also
established.

3. The Experiments

3.1. Experimental Settings

3.1.1. Experimental Background. In response to the require-
ments of the green marketing development model of the enter-
prise, this experiment investigated the speed of completing the
operational tasks of 40 enterprises across the country, the time
required for multilevel managers to hand over tasks, and the
accuracy and superiority of the assigned tasks to reduce envi-
ronmental pollution. From the perspective of improving safety
production and monitoring accuracy, test the advantages and
popularity of cloud computing in the green operation model
of enterprises and combine cloud computing with the green
development model of enterprises to make it play the greatest
role in enterprise management and development.

3.1.2. Experimental Setup Process. The experiment sets up a
control group and an experimental group. The control group
adopted the traditional enterprise marketing model, and the
experimental group adopted the human-computer interac-
tive cloud computing green marketing model. Because cloud
computing is a relatively large concept, we conduct research
through specific tasks, give full play to the advantages of
enterprise personnel, and get results.

3.2. Experimental Steps

3.2.1. Data Accuracy of Human-Computer Interaction
Adjustment in the Enterprise Green Marketing System. Using

human power to transmit data, 40 companies are divided
into four groups, each group of 10 companies, named A, B,
C, and D groups. Traditionally, four sets of data are used
to transmit data and the efficiency of manpower in transmis-
sion is detected based on the time required to complete the
given task plan.

3.2.2. Meetings and Tasks Are Performed by Manpower
throughout the Day. Divide 40 companies into eight groups
of 5 companies, 4 groups of experimental groups, and 4
groups of control groups, using manual testing as the control
group, and the experimental group uses the cloud comput-
ing submethod, using Internet thinking for testing, and treat
each process as each node, and each node can be detected,
and time is used as the main observation parameter to detect
the accuracy of the data obtained. In turn, these datasets are
often entered as parameters and analyzed by the necessary
algorithms to produce the final result.

3.2.3. Convenience of Detection Using Cloud Computing. Use
artificial detection as a control group to collect data on the
cloud computing of the nodes. Through multiple experi-
ments and integrations, the time and workflow are planned
to obtain the optimal combination ratio.

3.2.4. Feasibility of Cloud Computing in the Development
Model of Corporate Green Marketing. According to the mon-
itoring plan given by the cloud computing and the moni-
tored parameters of the enterprise’s green marketing
model, the simulation parameter estimation scheme through
the simulation database is feasible.

4. Discussion

4.1. Comparative Analysis of Two Different Schemes

(1) From Table 1 and Figure 2, it can be seen that the
four sets of situation data indicate that the data of
pure human resources in the enterprise operating
system are compared with the data measured
through cloud computing. It can be clearly seen that
the efficiency of the nodes based on cloud computing
is significantly higher than the efficiency of manual
work. By comparing the entire work, it is found that
the error rate has been greatly reduced and the work-
ing time has been reduced. When the error rate is
33.2%, the node’s efficiency is 44.8%. The working
efficiency is increased by about 20% compared with
that of the control group. It can be seen that the mar-
keting model under the cloud computing situation is
conducive to the conservation of corporate resources
and has a promoting effect on the green develop-
ment model of the enterprise

(2) Table 2 and Figure 3 are the results of research on
the use of cloud computing to set the nodes of enter-
prise resources. Enterprise work detects people’s
work errors every two hours, and compares the data

6 Wireless Communications and Mobile Computing



of cloud computing and professional manual detec-
tion, from 7:00 am to 11:00 am. There is a slight
error; the temperature data of human-computer
interaction detection measured from 13:00 noon to
21:00 pm is compared with the data of manual detec-

tion. The experimental results show that the error of
each working line in cloud computing is much
smaller than that of professional manual measure-
ment. From the data shown in Table 2 and
Figure 3, it can be seen that the number of errors
of each working line is higher than that of the profes-
sional work. The number of errors is small, and the
number of errors in the experimental group is about
50% lower than that of the control group on average.
This shows that if the company wants to develop a
marketing model from green, the combination with
cloud computing is essential

4.2. Advantages of Using Cloud Computing in the System of
Enterprise Green Marketing

(1) The data shows that after excluding some experi-
mental errors, the data obtained by professional
manual testing and cloud computing testing are basi-
cally the same. Before the cloud computing measur-
ing instrument, the number of labor used was 22 ± 1
people, and after the various parameters of enter-
prise green marketing obtained by cloud computing
detection assistance, the number of labor used was

Table 1: Degree of reduction of the experimental group compared with the control group (unit%).

Error rate Operating hours Work efficiency

Comparison between group A and the control group 34.2 45.8 44.8

Comparison between group B and the control group 33.2 48.2 53.8

Comparison between group C and the control group 26.7 45.1 56.8

Comparison between group D and the control group 36.8 50.1 49.3
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Figure 2: Degree of reduction of the experimental group compared with the control group (unit%).

Table 2: Number of errors in the comparison between the two
groups.

In the case of cloud
computing

Professional
inspector

Degree of error
reduction (%)

7 to 9
o’clock

4 8 0.50

9 to 11
o’clock

2 6 0.33

13:00 to
15:00

5 12 0.58

15:00 to
17:00

8 16 0.50

17:00 to
19:00

5 9 0.44

19:00 to
21:00

6 11 0.45
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greatly reduced and the number was 5 ± 1. For indi-
viduals, their labor costs have been greatly reduced
by nearly 80% and the working speed has been
increased by 60%. As shown in Table 3 and
Figure 4, it can be seen that the number of people
in each work line has been greatly reduced. Four
groups of enterprises were randomly selected. In

the same type of work, it was found that after using
the cloud computing node strategy to improve the
work, its number has been significantly reduced,
the economic cost has been saved by about 20%,
and the average working time of a batch of the entire
work line has been saved by about 45%. It can be
seen from this that the combined application of
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Figure 3: Number of errors in the comparison between the two groups.

Table 3: Comparison of cloud computing and control.

Number of people saved Economic cost savings (%) Time saving (%)

Comparison between group A and the control group 8 34.4 33.4

Comparison between group B and the control group 10 25.7 48.5

Comparison between group C and the control group 5 13.5 52.1

Comparison between group D and the control group 8 15.3 45.7

8

10

5

8
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45.7

Comparison between
group A

Comparison between
group B

Comparison between
group C

Comparison between
group D

Number of people saved
Economic cost savings (%)
Time saving (%)

Figure 4: Comparison of cloud computing and control.
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enterprise green marketing methods and cloud com-
puting networks is conducive to the development of
enterprises

(2) It can be seen in Table 4 and Figure 5 that after the
four groups of enterprises experimented with work-
ing lines, they switched to cloud computing storage
and program operations. Because the safe use of
the program and the entire process reduce excessive
manual intervention, this not only frees people’s
hands and brains but also greatly saves the length
of the enterprise’s operating capital chain. On the
other hand, because it is fast and easy, the character-
istics of short-term storage can reduce the com-
pany’s entire data and operation and storage costs.
From the comparison of the company’s three-
month work data with the traditional job issuance,
the company’s work efficiency in safe operation
and enterprise storage, as well as the cost of funds,
is clear. The recovery speed has been greatly
improved. From this aspect, it can be seen that the
green marketing model of cloud computing enter-
prises can quickly recover the funds of the enterprise,
which is beneficial to the development of the
enterprise

5. Conclusions

Enterprises are not only the subject of economic activities but
also consumers of productive resources and creators of prod-
ucts. They are also the subjects and entities of industrial devel-
opment and technological use, which play a very important
role in the sustainable development of the society. For the
enterprise, the green economy promotes the transformation
of the company’s business model into resource conservation
or intensive transformation. It uses cloud computing to pro-
mote enterprises to meet consumers’ green needs as the start-
ing point to organize production, emphasizes environmental
protection, and seeks economic, social, and ecological aspects.
Benefits are unified. More and more companies will use cloud
computing as the basic operating model.

Sound laws and regulations can effectively promote the
implementation of green marketing and also promote the
development of green product production. Although China
has formulated relevant laws and regulations on environ-
mental protection and sustainable development, these sys-
tems are not complete and there are some shortcomings,
which can no longer meet the development needs of the
market economy. The cloud computing enterprise green
marketing development model can speed up the company’s
capital recovery rate, reduce the loss caused by unnecessary
manual interference, improve the company’s work effi-
ciency, make the office convenient, and operate the network,
which greatly saves the company’s operating costs. This has
greatly promoted the development of enterprises.

Based on the trend of the Internet, the research is based on
cloud computing to reform the original traditional methods of
enterprises to achieve higher accuracy and superiority. This
article is aimed at studying cloud computing-based enterprise
green marketing development models. This article compares
and analyzes enterprise green marketing systems through big
data algorithms and statistical methods. It starts with the basic
characteristics of cloud computing, studies the opportunities
and challenges that cloud computing brings to enterprises’
green marketing efforts, describes the green marketing pro-
cesses and characteristics of enterprises, and analyzes cloud.
The feasibility of the construction of the computing system,
the basic architecture of the cloud computing system, and
the construction of a complete cloud computing data process-
ing flow are proposed. The research data found that the com-
bination of the green marketing development model and
cloud computing in the enterprise operating system is condu-
cive to the development of the enterprise; it improves the dis-
covery efficiency of the enterprise and reduces the pollution in
the production of the enterprise; the cloud computing can
greatly improve the work efficiency of the employees. Cloud
computing can improve employees’ task completion speed
by about 20% and reduce the error rate by about 50%. Cloud
computing has guiding significance for the long-term develop-
ment of the company’s green marketing development model.

Data Availability

This article does not cover data research. No data were used
to support this study.

Group A
enterprise

22%

Group B
enterprises

27%
Group C

enterprises
24%

Group D
enterprise

27%

Figure 5: Comparison of the advantages of using cloud computing.

Table 4: Comparison of advantages of using cloud computing.

Speed of
capital return

(%)

Fast storage
improvement

rate

Duty cycle
improvement

rate

Group A
enterprise

46.4 47.2 54.2

Group B
enterprises

55.3 52.1 48.3

Group C
enterprises

48.6 55.6 47.2

Group D
enterprise

55.8 56.6 48.5

9Wireless Communications and Mobile Computing



Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] C. Li, S. Zhang, P. Liu, F. Sun, J. M. Cioffi, and L. Yang, “Over-
hearing protocol design exploiting Intercell interference in
cooperative green networks,” IEEE Transactions on Vehicular
Technology, vol. 65, no. 1, pp. 441–446, 2016.

[2] Y. Yu, “Research on the evaluation algorithm of social capital
influence of enterprise network marketing,” Security and Com-
munication Networks, vol. 2021, Article ID 7711322, 8 pages,
2021.

[3] A. F. S. Devaraj, M. Elhoseny, S. Dhanasekaran, E. L. Lydia,
and K. Shankar, “Hybridization of firefly and Improved
multi-objective particle swarm optimization algorithm for
energy efficient load balancing in cloud computing environ-
ments,” Journal of Parallel and Distributed Computing,
vol. 142, pp. 36–45, 2020.

[4] Y. Zhao, “Sports enterprise marketing and financial risk man-
agement based on decision tree and data mining,” Journal of
Healthcare Engineering, vol. 2021, Article ID 7632110, 8 pages,
2021.

[5] H. Hwangbo, Y. S. Kim, and K. J. Cha, “Use of the smart store
for persuasive marketing and immersive customer experi-
ences: a case study of Korean Apparel Enterprise,” Mobile
Information Systems, vol. 2017, Article ID 4738340, 17 pages,
2017.

[6] R. Arora, A. Parashar, and Cloud Computing Is Transforming,
“Secure user data in cloud computing using encryption algo-
rithms,” International Journal of Engineering Research and
Applications, vol. 3, no. 4, pp. 1922–1926, 2017.

[7] K. Shizuma, W. I. Nursal, and Y. Sakurai, “Long-term moni-
toring of radiocesium concentration in sediments and river
water along five rivers in Minami-Soma city during 2012–
2016 following the Fukushima Dai-ichi Nuclear Power Plant
accident,” Applied Sciences, vol. 8, no. 8, pp. 1319–1329, 2018.

[8] X. Li, H. Jianmin, B. Hou, and P. Zhang, “Exploring the inno-
vation modes and evolution of the cloud-based service using
the activity theory on the basis of big data,” Cluster Computing,
vol. 21, no. 1, pp. 907–922, 2018.

[9] R. Arora, “A study of consumers’ attitude towards environ-
ment friendly products,” Asían Social Science, vol. 8, no. 12,
2018.

[10] L. Qi, X. Chang, and J. Guan, “The application of pump intel-
ligent condition monitoring technology in nuclear power sta-
tionIOP Conference Series: Earth and Environmental
Science,” , no. 3, Article ID 032006, 2019.

[11] M. Armbrust, “Research contributions in human-computer
interaction,” Interactions, vol. 23, no. 3, pp. 38–44, 2016.

[12] L. Chen and X. Yin, “Low-power pest monitoring model based
on cloud computing,” Revista Cientifica-Facultad de Ciencias
Veterinarias, vol. 29, no. 2, 2019.

[13] S. Sun, M. Kadoch, L. Gong, and B. Rong, “Integrating network
function virtualization with SDR and SDN for 4G/5G net-
works,” IEEE Network, vol. 29, no. 3, pp. 54–59, 2015.

[14] V. Agarwal, J. W. Buttles, L. H. Beaty, J. Naser, and B. P. Hall-
bert, “Wireless online position monitoring of manual valve
types for plant configuration management in nuclear power
plants,” IEEE Sensors Journal, vol. 17, no. 2, pp. 311–322, 2017.

[15] S. Namasudra and P. Roy, “PpBAC,” Journal of Organizational
and End User Computing, vol. 30, no. 4, pp. 14–31, 2018.

[16] B. Huang, J. Wei, Y. Tang, and C. Liu, “Enterprise risk assess-
ment based on machine learning,” Computational Intelligence
and Neuroscience, vol. 2021, Article ID 6049195, 6 pages, 2021.

[17] M. Peng, H. Wang, S. Chen et al., “An intelligent hybrid meth-
odology of on-line system-level fault diagnosis for nuclear
power plant,” Nuclear Engineering and Technology, vol. 50,
no. 3, pp. 396–410, 2018.

[18] K. Hirose, “Long-term monitoring of radiocesium deposition
near the Fukushima Dai-ichi nuclear power plant: effect of
interception of radiocesium on vegetables,” Journal of Radio
Analytical and Nuclear Chemistry, vol. 318, no. 1, pp. 65–70,
2018.

[19] E. I. Sobeh, N. S. Donia, A. M. Abd el Salam, and M. N.
ELSayed, “Design of a sensor network node for air quality
monitoring in nuclear installations,” Journal of Environmental
Science, vol. 45, no. 3, pp. 69–85, 2019.

[20] L. Zhu, M. Li, and N. Metawa, “Financial risk evaluation Z-
score model for intelligent IoT-based enterprises,” Informa-
tion Processing & Management, vol. 58, no. 6, article 102692,
2021.

[21] J. Aparna, S. Philip, and A. Topkar, “Thermal energy harvester
powered piezoresistive pressure sensor system with wireless
operation for nuclear reactor application,” Review of Scientific
Instruments, vol. 90, no. 4, pp. 044705–044747, 2019.

[22] H. Chen, H. Chen, W. Zhang, C. Yang, and H. Cui, “Research
on marketing prediction model based on Markov prediction,”
Wireless Communications and Mobile Computing, vol. 2021,
Article ID 4535181, 9 pages, 2021.

[23] B. Yang and Y. M. Liao, “Research on enterprise risk knowl-
edge graph based on multi-source data fusion,” Neural Com-
puting and Applications, vol. 34, no. 4, pp. 2569–2582, 2022.

[24] M. Raza, N. Aslam, H. le-Minh, S. Hussain, Y. Cao, and N. M.
Khan, “A critical analysis of research potential, challenges, and
future directives in industrial wireless sensor networks,” IEEE
Communications Surveys & Tutorials, vol. 20, no. 1, pp. 39–
95, 2017.

[25] H. Yetgin, K. T. K. Cheung, M. el-Hajjar, and L. Hanzo, “A
survey of network lifetime maximization techniques in wire-
less sensor networks,” IEEE Communications Surveys & Tuto-
rials, vol. 19, no. 2, pp. 828–854, 2018.

[26] P. C. S. Rao, P. K. Jana, and H. Banka, “A particle swarm opti-
mization based energy efficient cluster head selection algo-
rithm for wireless sensor networks,” Wireless Networks,
vol. 23, no. 7, pp. 2005–2020, 2017.

[27] S. Kurt, H. U. Yildiz, M. Yigit, B. Tavli, and V. C. Gungor,
“Packet size optimization in wireless sensor networks for
smart grid applications,” IEEE Transactions on Industrial Elec-
tronics, vol. 64, no. 3, pp. 2392–2401, 2017.

10 Wireless Communications and Mobile Computing



Research Article
Adaptive Control System of Intelligent Lower Limb Prosthesis
Based on 5G Virtual Reality

Gongxing Yan,1,2 Jialing Li ,3 Hui Xie,1 and Minggui Zhou1

1School of Intelligent Construction, Luzhou Vocational and Technical College, Luzhou, 646000 Sichuan, China
2Science and Technology Division, Chongqing Creation Vocational College, Chongqing 402160, China
3Chongqing Modern Prosthetic Technology Service Center, Chongqing 400021, China

Correspondence should be addressed to Jialing Li; ygx8303@lzy.edu.cn

Received 5 January 2022; Accepted 16 February 2022; Published 18 March 2022

Academic Editor: Alireza Souri

Copyright © 2022 Gongxing Yan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of computer science and technology in our country, especially the advent of the 5G network era, the
emergence of smart prostheses makes it possible for disabled, injured, or amputee people with lower limbs to walk and exercise
like normal people. However, due to the different selection of prosthetic materials, the final lower limb prostheses produced
will also have different performance differences. How to select prosthetic materials to optimize the performance of the
intelligent lower limb prosthesis is the focus of extensive discussion in the medical community. For this reason, this article
takes the research of the adaptive control system of intelligent lower limb prosthesis based on 5G virtual reality as the research
object. By using the current advanced 5G communication technology and virtual reality technology, a high-performance
intelligent lower limb prosthesis is produced. Provide assistance with basic walking and motor abilities in daily life of patients
with lower limb disabilities. This article first gives a systematic theoretical introduction to 5G virtual reality technology,
expounds the current status of patients with lower limb disabilities, and proposes to use intelligent lower limb prosthetics to
replace healthy lower limbs to solve the basic walking and sports needs of disabled patients in daily life and then use 5G
virtual reality technology. The selection of human knee joints and ankle joints and structural system design were carried out.
Finally, it was decided to use the four-bar linkage structure as the knee joint structure of the three-dimensional modeling of
the intelligent lower limb prosthesis. At the end of this article, the application and simulation of the intelligent lower limb
prosthesis to the human body were also carried out. The results of the experiment found that after 45 weeks of wearing
exercises, the gait of the intelligent lower limb prosthesis is consistent with the expected effect whether it is walking on level
ground and up and down the stairs or uphill. Due to the strong adaptiveness of the intelligent lower limb prosthesis sexual
control, it can well assist the basic life movement ability of patients with lower limb disabilities.

1. Introduction

1.1. Background and Significance. In recent years, with the
acceleration of the aging of our country’s population, a con-
siderable part of the elderly population suffers from cerebro-
vascular diseases and neurological diseases which have
caused midwind and hemiplegia, resulting in lower limb
damage. In addition, more and more people suffer from
physical or neurological injuries caused by accidental traffic
accidents and natural disasters. These patients with lower
limb disabilities are suffering from physical pain and psy-
chological economic pressure at the same time, and it has

become a multilateral appeal to quickly find an effective
rehabilitation treatment method and means.

Intelligent lower limb prosthesis is a human prosthetic
product developed in recent years. It is a bioelectronic device
based on 5G virtual reality technology and biomimetic tech-
nology to imitate the gait, posture, and habits of human
walking. Most people still retain motor nerves at the end of
the thigh after amputation and have certain motor functions.
Connecting a smart prosthesis to the stump of the thigh
instead of a healthy limb can meet the basic activities of
patients in daily life. And through 5G virtual reality technol-
ogy, the interaction between the smart prosthesis and the
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human brain nerves can be realized, so that the smart pros-
thesis can promptly and effectively listen to the instructions
sent by the human brain and make corresponding actions
quickly, so that people with lower limb disabilities can live
like normal people. New research shows that virtual reality
technology has the potential to help amputees “feel” the sen-
sation of touch from prosthetic limbs. Teach their brains to
believe that the prosthesis belongs to their body. Many
amputees choose to stop using prosthetics after a period of
time because they feel uncomfortable. On the one hand,
the patient feels that the missing limb seems to remain.
That is, there are so-called phantom limbs; on the other
hand, prosthetics on the market usually do not provide
tactile feedback, and patients need to combine observa-
tion to use them correctly. Virtual reality technology clev-
erly combines vision and touch to enhance a patient’s
experience with a prosthetic limb, allowing the brain to
“believe” that the prosthetic limb is a natural extension
of the body. The device used in the trial is portable
and could one day be a therapy to help patients perma-
nently implant prostheses.

1.2. Related Work. Early on, people put forward experimen-
tal ideas for human lower limb prostheses and made pros-
thetic models. Wen et al. proposed a novel application of
adaptive dynamic programming (ADP), which can optimize
lower limb prosthetics. This is a wearable robot that can help
amputees recover their motor functions. However, the cur-
rent control of these robotic devices usually relies on finite
state impedance control (FS-IC), which lacks adaptability
to the user’s physical condition. And they also found that
manually and heuristically customizing joint impedance set-
tings in the clinic greatly hindered the widespread use of
these advanced medical devices. Their simulation study
proved the feasibility of ADP to automatically adjust the
impedance parameters of twelve knee joints to achieve bal-
anced walking during the complete gait cycle. Since it is dif-
ficult to obtain an accurate model of human walking
dynamics, they considered a model-free ADP control algo-
rithm. First, direct heuristic dynamic programming (DHDP)
is applied to the control problem, and its performance is
evaluated on the frequently used dynamic walking simulator
Open Sim. For comparison, they chose another established
ADP algorithm, Neural Fitting Q with Continuous Action
(NFQCA). In both cases, the ADP controller learned to con-
trol the right knee joint and achieved a balanced walk, but in
the 200-gait-based gait-based test, DHDP performed better
than NFQCA in this application [1]. In addition, Su et al.
have also pointed out that the electric intelligent lower limb
prosthesis can drive the knee and ankle joints, so that trans-
femoral amputees can seamlessly transition between motion
states with the help of the intention recognition system.
However, previous intent recognition studies usually install
multiple sensors on the prosthesis, and they use machine
learning techniques to analyze time series data with empiri-
cal characteristics. In this regard, they proposed a novel
method of training an intent recognition system that pro-
vides a natural transition between horizontal walking, stairs
up/down, and ramp up/down. Since the transition between

two adjacent states is driven by movement intention, their
purpose is to explore the mapping between the movement
state of the healthy leg and the movement intention of the
amputee before the transition of the prosthesis occurs. They
use an inertial measurement unit (IMU) and place it on the
healthy leg of a lower extremity amputee to monitor their
movement status. They analyze the IMU data in the early
swing phase of healthy legs and input the data into a con-
volutional neural network (CNN) to learn feature maps
without the involvement of experts. The method they pro-
posed can predict the movement intentions of unilateral
amputees and able-bodied persons and help to adaptively
precalibrate the control strategies used to drive the dynamic
intelligent prosthesis [2]. In short, research and reports on
intelligent lower limb prostheses are not uncommon. This
article is based on the research of predecessors and pro-
poses to use the emerging 5G virtual reality technology
to optimize the adaptive control system of intelligent lower
limb prostheses so that people with lower limb disabilities
can be better. It adapts well to the intelligent lower limb
prosthesis to meet the needs of daily life activities and
even sports.

1.3. Innovations in This Article. The innovations of this
paper are mainly reflected in the following aspects: (1)
Based on the high coverage of lower limb disabilities in
China, this paper proposes the use of intelligent lower limb
prosthetics to assist in solving the basic sports needs of
patients with lower limb disabilities in daily life. (2) This
article introduces and elaborates the 5G virtual reality tech-
nology and the gait characteristics of human lower limbs in
detail, which provides sufficient theoretical support for the
subsequent simulation design and 3D modeling of intelli-
gent lower limb prostheses. The article consists of the tech-
nical introduction of the 5G virtual reality intelligent lower
limb prosthesis adaptive control system, the prosthetic
structure design and the adaptive control experiment, and
other parts.

2. Intelligent Artificial Limb Adaptive
Control System

2.1. 5G Virtual Reality Technology

2.1.1. 5G Technology. Figure 1 is a schematic diagram of 5G
virtual reality technology; 5G technology is a new generation
of advanced mobile communication technology after 2G,
3G, and 4G. It is an extension and sublimation of the previ-
ous three generations of system technology. The perfor-
mance of 5G is more optimized, it reduces the delay in the
processing and transmission of data, the rate is more effi-
cient and rapid, and the new energy technology is adopted,
which greatly reduces the cost and increases the system
capacity and large-scale equipment connections. The appli-
cation and promotion of 5G technology will greatly change
people’s production and life. The advent of the 5G era will
push people into a more efficient and convenient social
environment [3, 4].
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5G is different from the previous generations of mobile
communication technologies. It has more distinctive net-
work characteristics, as shown in the following:

(1) 5G has a higher peak network speed standard,
which can meet the transmission of large amounts
of data such as high-definition video and virtual
reality

(2) 5G technology can be specifically applied to the
autonomous driving of unmanned vehicles and the
guidance of telemedicine surgery to realize informa-
tion docking in the air

(3) 5G has a huge network capacity and super device
link capability, which can simultaneously meet the
transmission of massive information resources and
the connection of many devices, and has extremely
high mobile IoT communication capabilities

(4) The spectrum efficiency of 5G is also more than 10
times higher than the general long-term evolution
technology

(5) 5G can give users a higher sense of experience. Its
network area communication coverage is extremely
high, it is extremely mobile, and it can quickly
receive and reply to messages

(6) Compared with 2G, 3G, and 4G, the traffic density
and connection density of 5G have been greatly
improved

(7) The level of coordination and intelligence of the 5G
network system has been significantly improved,

and the internal self-adjustment of the network is
also more flexible and convenient

2.1.2. Virtual Reality Technology. Virtual reality (virtual real-
ity) technology, referred to as VR technology, is also called
spiritual technology in our country. It is a way to project
images and environments of the real world into the virtual
world in a three-dimensional dynamic form by using com-
puter and multimedia technology. And under the premise
of wearing some professional sensing equipment such as
data gloves and sensor helmets, people can perceive and
operate any object in the virtual world in real time with their
own sense of sight, hearing, touch, and smell and give users a
sense of reality in the real environment [5, 6].

2.1.3. Characteristics of Virtual Reality Technology. Virtual
reality technology mainly exhibits three basic characteristics:
interactive, immersive, and conceptual, as follows:

(1) Interactivity. It means that the user can get feedback
on the perception and operation of the object in the
virtual environment. In other words, when the user
moves the object touched and grasped, the object
in the hand will move with the movement of the
hand movement; it has a very strong operability.

(2) Immersion. Whether the user can reach the state of
immersion in the virtual world and the degree of
immersion determine the success of the modeling
of this virtual environment model. When the user
is in the virtual world, with the assistance of profes-
sional sensing appliances, he perceives all objects in
the virtual world through his eyes, ears, nose, and
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Figure 1: 5G virtual reality technology.
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fingers. When the user is fully engaged in the virtual
environment, it is difficult to distinguish. When the
illusion of true and false, then it highlights the
immersion of virtual reality technology [7, 8].

(3) Conceptual. In the virtual world, users continuously
learn to improve themselves by acquiring the required
information and materials, and on this basis, they
produce new ideas, thereby deepening the concept,
improving their perceptual and rational understand-
ing, continuously acquiring new knowledge, and form-
ing a learning-creation-re-learning-re-creation process.

2.1.4. Classification of Virtual Reality Technology

(1) Immersive Virtual Reality Technology. It incorpo-
rates virtual reality hardware equipment and software
technology, has the characteristics of large investment
and obvious effects, and is suitable for network set-
tings of large- and medium-sized enterprises [9].

(2) Distributed Virtual Reality Technology. This technol-
ogy connects users and virtual environments distrib-
uted in different locations through digital networks,
enabling them to share information and coordinate
work to save energy and reduce costs [10].

(3) Desktop Virtual Reality Technology. Use simple and
basic virtual reality hardware and software equip-
ment to achieve the minimum requirements for vir-
tual reality technology, which has the characteristics
of low investment and large returns.

(4) Pure Software Virtual Reality Technology. It refers to
the pure use of computer systems and networks and
virtual reality software environments to realize vir-
tual reality technology without having virtual reality
hardware and software facilities and equipment. This
development method of realizing virtual reality tech-
nology has the least investment, the effect is also very
obvious, and it is the most economical.

(5) Augmented Virtual Reality Technology. This devel-
opment method is to superimpose the information
of the real world with the information of the virtual
world. The user can superimpose the graphics model
of the real world and the virtual world drawn by the
computer with the help of the head-mounted display
to realize the virtual reality technology. The develop-
ment cost of this method is high, and the calculation
process is cumbersome and complicated and is gen-
erally suitable for advanced and sophisticated techni-
cal fields [11, 12].

2.2. Intelligent Lower Limb Prosthesis and Its Adaptive
Control System. The lower limb of the human body is an
important part of the human body structure [13, 14]. It is
the basic movement joint for people to walk, run, jump,
and stand [15]. The movement process is very complicated.
Therefore, if you want to control the human lower limb
prosthesis, you must first understand the human lower limb.

2.2.1. Human Lower Limb Gait. To understand the gait of
the lower limbs of the human body is mainly to understand
the gait cycle, step length, and pace of the lower limbs of the
human body, including the following aspects [16, 17]:

(1) The Gait Cycle. The gait cycle of the human walking
is the process from the heel of one side to the ground
to the heel of the other side. It includes two parts: sup-
port period and swing period. The support period
accounts for about 60% of the entire gait cycle, and
the swing period accounts for about 40% [18].

(2) Step Length. The length of the human step length is
related to the height, age, and gender of the human
body [19]. Usually, after a step is taken on the heel
or toe on the same side, the distance walked by the
heel or toe is the step length.

(3) Pace. It is also called the frequency of pace and refers
to the number of steps the human body walks per
unit time during walking. The walking speed of the
human body is also affected by age and height.

(4) The Human Body Joint Angle. The human body joint
angle includes three aspects, namely, the hip joint
angle, the knee joint angle, and the ankle joint angle.
The angle of the hip joint refers to the angle between
the longitudinal axis of the human trunk and the
longitudinal axis of the thigh, where the counter-
clockwise direction is curling and the clockwise
direction is stretching; the knee joint angle refers to
the angle formed between the parallel longitudinal
direction of the calf and the longitudinal direction
of the thigh [20, 21].

2.2.2. Adaptive Control Method of Intelligent Lower Limb
Prosthesis. With the development of our country’s economy
and the improvement of people’s living standards, the per-
formance and quality requirements of lower limb prostheses
for the disabled have become higher and higher. Traditional
lower limb prostheses are gradually being replaced by new
intelligent lower limb prostheses. The intelligent lower limb
prosthesis can realize the interaction with the human body
through the use of virtual reality technology and has an
adaptive control function. There are three adaptive control
methods for intelligent lower limb prostheses:

(1) Behavior-Based Control Method. When a part of the
human body is stimulated by the external environ-
ment, the intelligent prosthesis can obtain the cur-
rent gait information of the human body through
external sensors and make action judgments based
on it, so as to realize the control of the lower limb
prosthetic movement and then synthesize and adjust
the simple movement into the overall movement of
the lower limb prosthesis, so as to complete the
response to external information.

(2) Control Method Based on the Human Neural Net-
work System. The neural network system in the
human brain is the basic structure for controlling
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human activities. For the human body, simple hori-
zontal walking can be applied to the control of intel-
ligent lower limb prostheses by building a neural
network model.

(3) Model-Based Control Method. This control method
is currently the most widely used control method.
Through accurate mathematical modeling of the lower
limbs of the human body and then use the existing data
for artificial planning to formulate the best motion tra-
jectory of the prosthesis, collect the motion informa-
tion of the prosthesis through the motion test of the
prosthesis, and compare it with the expected result to
obtain the deviation information, and then continu-
ously adjust the gait of the intelligent lower limb pros-
thesis based on this, and finally realize the adaptive
control of the intelligent lower limb prosthesis [22, 23].

2.3. Combination of 5G Virtual Reality Technology and
Lower Limb Rehabilitation Technology. A large number of
studies have found that repeated exercise rehabilitation train-
ing will have a good exercise effect on the patient’s cerebral
cortex. For themotion simulation learning technology of reha-
bilitation sports, the best rehabilitation effect must be achieved
after repeated training and completion of a series of tasks. In
the treatment process of rehabilitation sports training, the
patient’s visual and auditory perception and the body’s self-
perception are used to judge the effect of the training and com-
plete the feedback on the results of the rehabilitation training.
Usually, this rehabilitation process is long and boring, and
patients must be fully psychologically prepared [24].

Virtual reality technology is a product of the develop-
ment of network technology. The virtual reality scenes it cre-
ates are realized through computer systems. There is no need
to worry about and consider the workload and intensity of
work, and there is enough time and ability to meet patients
for repeated rehabilitation training. At the same time, in
the virtual reality environment, due to its performance char-
acteristics such as immersion and interactivity, it can give
patient rehabilitation information feedback based on the
patient’s training state through the patient’s sense organs
such as sight, hearing, smell, touch, and taste. And during
training, patients can perceive any training scene and object
in the virtual environment with the help of sensors, which
increases the interest of the patient’s training process, which
is of great help to improve the patient’s enthusiasm for par-
ticipating in rehabilitation training [25].

3. Experiment of Adaptive Control for
Prosthetic Structure Design

The realization of the movement of the lower limbs of the
human body should fully consider the dynamic system of
each joint, and the most important structure for the intelli-
gent lower limb prosthesis is the knee joint. Therefore, to
design a smart lower limb prosthesis, the choice of the knee
joint structure is very important. The excellent knee joint
structure not only gives the prosthesis enough stable support
when it is in the support period but also gives it flexible

movement during the swing period of the prosthesis. This
article has carried out the structure design experiment of
the intelligent lower limb prosthesis and analyzed its adap-
tive control according to its sports training effect.

3.1. Design of Dynamic Knee Joint Structure

3.1.1. Selection of Knee Joint Structure. As the most impor-
tant joint structure of the intelligent lower limb prosthesis,
the selection of the knee joint is very important, and it is
directly related to the success of the final modeling of the intel-
ligent lower limb prosthesis. To select the knee joint, we must
first understand the internal structure of the human knee joint
and grasp the functional characteristics of the knee joint. Only
on the basis of real understanding of the motion function of
the human knee joint can the design of the prosthetic structure
be better realized. The knee joint is the largest and most com-
plex joint of the human body. It is mainly composed of the
tibia, the inner and outer calf ankle, the humerus, the inner
and outer thigh, and the patella. The knee joint between the
thigh and the calf mainly has 6moving parts, namely, the tibial
plateau, meniscus, femur, femoral ankle, patella, and the liga-
ments, that connect each part. The movement process of the
knee joint is the process of the femoral ankle, that is, the thigh
sliding on the surface of the meniscus under the restraint of
the connecting ligaments, thereby forming a special pulley
structure between the meniscus and the femoral ankle. In this
way, it appears that the structure of the knee joint is extremely
complicated, and its movement process is not simple rotation.
Therefore, the knee joint structure of the intelligent lower limb
prosthesis cannot be simply designed as a pure roller rotation.
The contact surface between the tibia, the calf, and the menis-
cus not only has roller-type rotation but also sliding, and the
instantaneous time should be selected as the center of rotation
and designed as a uniaxial knee joint, as shown in Figure 2.
The rotation trajectory of the instantaneous rotation center
ICR of the knee joint is actually a J-shaped curve. This design
structure is simpler and more durable; the calculation is
convenient, and the production cost is low. But at the same
time, this single-axis knee joint structure cannot satisfy the

ICR motion trajectory

Figure 2: Schematic diagram of the instant center of rotation of a
single knee joint.
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instantaneous rotation of the prosthesis, and this structure
makes it difficult for the prosthesis to raise the height of the
foot from the ground. In contrast, multiaxis knee joints can
well simulate the motion of human knee joints, but the more
the number of multiaxis knee joints, the worse the stability will
be, which is not conducive to the balance of the human body
structure when the prosthesis is in the support period. And
the more the number of axes, the more complicated it is to
optimize the design of the prosthesis structure. Therefore, in
this experiment, we finally use the four-bar mechanism as
the main structure of the knee joint.

The following Figure 3 shows the structure of a four-link
knee joint. It can be seen from the figure that, compared
with a single-axis knee joint structure, the height of the heel
of the four-link knee joint mechanism from the ground is
significantly higher, which is more conducive to walking
on the prosthesis. It can avoid obstacles autonomously at

all times, thereby improving the performance advantages
of intelligent lower limb prosthetics.

3.1.2. Selection of Knee Joint Drive System. Passive knee
joints are also called cushioned knee joints. Generally, they
have no active power and rely only on the residual limb of
a single leg to provide power. The passive knee joint can
continuously adjust the buffer force according to the exter-
nal environment and the gait of the prosthetic walking.
Because of its simple structure and easy control, it becomes
the mainstream design of the prosthetic knee joint. Active
knee joints rely on external force driving as their own power
source. Active intelligent lower limb prostheses mainly
include pneumatic drive, hydraulic drive, and motor drive.
The external force drive of active knee joints relies on motor
drive. Although the active knee joint can provide power for
extension and flexion of the lower limb prosthesis, its small

h1

Hip joint

Uniaxial knee
joint

h2

Hip joint

Four-link knee
joint

Ground

Figure 3: Comparison of single-axis knee joint and four-link knee joint flexion.
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battery capacity and heavy weight often lead to a short bat-
tery life. Based on the advantages and disadvantages of these
two types of knee joint driving, this article attempts to com-
bine the two driving methods to implement hybrid driving.

Hybrid drive uses motor drive as the active driving force
and damping as the power of the passive knee joint; hybrid
drive can not only meet the walking form under active driving
but also the driving form of passive walking. The patient wears
intelligent lower limbs equipped with a hybrid drive system.
After the prosthesis, the active driving force when climbing
and stair climbing can greatly reduce the consumption of the
patient’s physical energy by the exercise, and the passive driv-
ing mode can be activated on flat ground or when the battery
power is low can maximize energy saving and extend battery
life ability. Usually in daily life, it is recommended that
patients adopt a driving form of active and passive at the same
time. This not only allows the patient to achieve a walking gait
like a healthy limb but also looks beautiful and does not con-
sume too much physical energy when walking.

3.2. Selection and Design of Ankle Joint. When the human
body is standing normally, the angle between its calf and
the sole of the foot is a right angle, that is 90°, perpendicular
to the ground, and the sole of the foot is parallel to the
ground. In the process of walking, the angle between the sole
of the foot and the calf will swing back and forth between
10° ~20° and -30° ~ -50°. The functions of the ankle joint dur-
ing human walking include assisting the movement of the
lower limbs and reducing vibration and antiskid.

By investigating the gait of the ankle joint when walking,
we found that the ankle joint mainly presents two states when
walking: standing state and swing state. The ankle joint is
mainly in the form of pure rolling motion during the whole
walking process, so for the design of the ankle joint, we adopt
a uniaxial knee joint structure. Since the driving form of the
knee joint is hybrid drive, and there is already active driving
force here, but the ankle joint needs to be powered to cooper-
ate with it to complete the whole walking process of the knee
joint, so it is necessary to add flow damping, by using the flow
damping current to change the size of the damping.

3.3. Optimization Design of Four-Bar Linkage Knee Joint
Structure. According to the previous article, the increase in
the number of axes of the multiaxis knee joint will cause
the stability of the prosthesis to decrease. Therefore, in order
to make the movement of the four-bar structure more in line
with the movement of the knee joint, we will compare the
four-bar length, and its initial angle is optimized. The

instantaneous coordinates of the knee joint will change with
the rotation of its bending angle, so the four-bar linkage can
be used as a known condition. Suppose the lengths of the
four bars of the four links are L1, L2, L3, and L4, and the
angles between them and the coordinate axis are θ1, θ2,
θ3, and θ4, and the four bars are represented by CF, DE,
CD, and EF, respectively. The CF rod is connected to the
thigh, the DE rod is connected to the calf, and the intersec-
tion of the extension lines of the other two rods is set as P,
which is the instantaneous rotation center of the knee joint.

First of all, we need to determine the design variables
and use the four-bar lengths L1, L2, L3, and L4 as the design
variable parameters. When the four-bar lengths are known,
the angle degrees of θ1, θ3, and θ4 can be obtained directly
through the variable formula. The variable formula is

X = x1, x2, x3, x4, x5½ �T = l1, l2,, l3, l4, θ2½ �T : ð1Þ

After that, the objective function is established. A total of
12 variables are involved in the optimization experiment of
the four-bar linkage structure. It is required to minimize
the error between the actual trajectory and the ideal trajec-
tory, so the expression is

min f Xð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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� �2 + ypi − yp‘i
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: ð2Þ

Among them, xpi and ypi represent the coordinates of the
four-link trajectory, and xp‘i and yp‘i represent the coordi-
nates of the actual trajectory of the knee joint. The projec-
tion formula of the four bars of the four-bar linkage on the
coordinate axes X and Y is as follows:

l6 cos θ1 + l3 cos θ4 = l4 cos θ3 + l5 cos θ2
l6 sin θ1 + l3 sin θ4 = l4 sin θ3 + l5 sin θ2

( )

: ð3Þ

According to point P of the center of rotation:
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Combine formula (3) and formula (4) and substitute the
coordinates of each point to obtain:
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Since the knee joint moves back and forth within a cer-
tain angle instead of periodic movement, the CD rod is the
main power rod, and the other three rods are passive rods,
so the four-link knee joint is a double rocker structure,
which needs to meet the conditions:

l4 > max l3, l5, l6f g
l3 < min l4, l5, l6f g

( )

: ð6Þ

The length of the four bars and the range of instanta-
neous center coordinates are as follows:

35 < l6 < 55
30 < l5 < 55
40 < l4 < 60
20 < l3 < 40
0 < xp < 40
0 < yp < 150
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According to the above calculation process, the final
optimization results of the four-link knee joint are l3 = 22
mm, l4 = 50mm, l5 = 35mm, l6 = 44mm, and θ2 = 28°. After
optimization, the coordinates of each point obtained after
optimization and the expected coordinates of each point
are drawn into a graph for comparison, and it can be
obtained: After optimization, the trajectory of the four-bar
linkage is consistent with the expected trajectory, indicating
that the optimized four-bar linkage structure meets the
requirements of simulating the instantaneous change of the
human lower limb prosthetic knee joint.

3.4. Construction of the Three-Dimensional Model of the
Ankle Joint. According to the selection of the prosthetic
knee and ankle joints, we finally established the three-
dimensional model of the knee and ankle joint with the
optimized four-bar linkage structure. The main body is
mainly designed as a frame structure that reduces weight.
It can also increase the rigidity of the structure and save
costs. A magnetic current damper is installed between
the upper plate and the lower plate. It is the lower leg part
of the prosthesis, and the installation position of the mag-
netic current damping must meet the following conditions:

(1) When the knee joint rotation angle is 0 degrees, the
magnetic current damping is in a fully expanded
state

(2) When the knee joint is bent, it can effectively expand
and contract and provide sufficient damping force in
the stroke

(3) The axis of the shock absorber cannot be collinear
with the axis of rotation of the knee joint. The elec-
tromagnetic damper is installed between the top
plate and the lower part of the lower leg position.
A variety of drive motors must be installed on the

thigh. One is because the calf does not have enough
space to accommodate it, and the other is that the
weight of the motor device is too large. If it is
installed on the calf, the calf will continue to bend
and stretch when walking. The reciprocating motion
of the drive motor will affect the flexibility of the
prosthesis, and it will also consume more energy
from the human body

The calf is mainly composed of the sole of the foot, the
calf connecting frame, and the damping buffer system. For
aesthetics and simulation, the size of the sole is mainly based
on the actual size of the human body. After putting on shoes,
it can also have the flexibility and practicality of ordinary
soles. The calf support is mainly connected to the thigh
and sole, and the thigh is welded. The shaft is connected to
the shaft base so that it can rotate around the shaft. Adjust
the calf support and cushioning at the back of the foot to
connect the shaft to the shaft seat. Although the axle seat
is installed on the back of the foot, the actual expansion dis-
tance of the shock absorber is reduced, which will not be
convenient for the effective use of the formation, but in
order to achieve the coordination, aesthetics, and compact-
ness of the equipment, it is best to install and fix the sole
of the foot. The drive system also includes a stepper motor
and a reduction gear. Due to the flexibility of the calf, the
motor does not take up much space. Therefore, the motor
is installed parallel to the lower leg. After the reduction
gear changes speed and direction with a certain transmis-
sion ratio, the power is connected to the ankle. In this
way, the three-dimensional modeling of the ankle joint is
completed.

4. Application and Simulation Analysis of
Intelligent Lower Limb Prosthesis

In the third part of this article, we selected and designed the
structural system of the human knee and ankle joints by
using 5G virtual reality technology and established a three-
dimensional model of the intelligent lower limb prosthesis
and found that the intelligent lower limb prosthesis is adap-
tive performance advantages in sexual control. In this chap-
ter, we will conduct a simulation experiment of intelligent
lower limb prosthesis and apply it to the human body.
And we will analyze and discuss the great help of intelligent
lower limb prosthesis for disabled people according to the
different synchrony of human walking (including walking
on flat ground and going up and down stairs).

Table 1: Initial values of CPG network parameters.

Oscillator Parameter value Angular frequency Phase

1 2.2361 0 0

2 3.2315 6.4574 19.4236

3 1.6247 13.4987 31.4587

4 1.3529 19.3649 36.4579

5 0.6354 26.4538 50.1246
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4.1. Analysis of Gait Simulation Effect When Walking on
Level Ground. The two-layer CPG neural network is com-
posed of a neural network and a CPG neuron layer. Since
the neuron layer has no input of feedback information, the
entire control network does not form a closed loop. There-
fore, the researchers introduced a new network layer-
neural network layer on the CPG neuron layer. The neurons
in this layer can receive the input of sensory feedback infor-

mation from the external environment, and at the same
time, the neurons can be optimized and solved, and further
obtain the optimal value of each parameter in the network.

In order to explore the simulation effect of the intelligent
lower limb prosthesis on human gait when walking on flat
ground, here we introduce the CPG oscillator and use the
CPG oscillator to test the simulation effect of the prosthesis
on the gait signal. The initial values of the main parameters
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of the CPG oscillator are shown in Table 1. Figure 3 shows
the gait signal simulation effect of the knee joint when walk-
ing on the ground.

It can be seen from Table 1 and Figure 4 that after 45
weeks of practice, the frequency, amplitude, and phase of
the output signal of the oscillator network have achieved
convergence, and the overall output signal of the oscillator
network is close to the signal during actual practice, which
is very good.

4.2. Analysis of Gait Simulation Effect When Going Up and
Down Stairs. The simulation experiment was carried out to

simulate the gait of the human body when going up and down
the stairs. The simulation effect is shown in Figures 5 and 6.

According to the gait simulation effect of Figures 4 and
5, it can be seen that when the intelligent lower limb pros-
thesis goes up and down the stairs, its gait structure is basi-
cally the same as our expected human gait structure, and the
intelligent lower limb prosthesis adopts a four-link knee
joint structure; it shows a greater performance advantage
when walking; through the combination of active and pas-
sive driving force, it greatly saves the energy consumption
of the human body when walking and provides great help
to the disabled.
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4.3. Knee-Ankle Integrated Finite State Machine Control. The
main driving force of the knee and ankle joints is provided
by the stepper motor accelerometer, which can use angle
changes to control its own motion state. Here, we take the
state of walking on flat ground as an example. Because the
gait is simple and easy to control, there is no need to divide
the state too much. According to the finite state machine
control principle, the knee joint control can be divided into
four states. Since the body needs stable support, the support
period is divided into three states, and the swing period has
little effect on the stability of the body, so only one state is
needed during the swing period. Similarly, the movement
of the ankle joint is divided into four states accordingly,
and try to make the points of the four states at the same time
point, so that the same starting state can be used to control
the four states, so as to realize the knee and ankle joints.
The specific situation is shown in Figure 7.

5. Conclusions

The development of society and the improvement of living
standards will also increase the demand for prostheses by
the disabled, and the performance requirements for the
intelligence, aesthetics, and adaptability of the prostheses
are also increasing. Therefore, the research on smart pros-
theses in related fields will be more in-depth. On the basis
of analyzing the characteristics of virtual reality technology,
system characteristics, and virtual hardware equipment, this
paper proposes to participate in virtual reality rehabilitation
scenarios in the lower limb exoskeleton rehabilitation system
that has been designed in the laboratory and build a more
reasonable humanized rehabilitation training. The system
can better serve the lower limb rehabilitation training.

At present, rehabilitation training for patients with lower
limb disabilities is mainly reciprocating passive training.
This training is not only inefficient and slow in effectiveness
but also easily affects the patient’s psychology. Long-term
repetitive training not only wears down the patient’s rehabil-
itation patience but also reduced its enthusiasm for receiving
rehabilitation treatment. To this end, this research intro-
duces an active collaborative stimulation training method
based on 5G virtual reality technology.

By establishing a three-dimensional model of the
intelligent lower limb prosthesis, it simulates the three-
dimensional virtual scene of the patient’s sports rehabilitation
training and stimulates and maintains the enthusiasm of the
patient to actively receive the rehabilitation training to pro-
mote the patient’s rehabilitation process. Facilitate the
patient’s recovery process. The design of this article focuses
on the construction of virtual roaming scenes, and it is neces-
sary to formulate scientific and perfect rehabilitation evalua-
tion strategies to carry out rehabilitation planning for
patients at different rehabilitation stages. Visualized remote
network virtual scene is a new direction of rehabilitation med-
icine. Relying on network technology to realize remote com-
munication between rehabilitation patients and doctors, this
distributed virtual reality technology is also an urgent problem
to be solved.
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The development of a 3D city model is accompanied by the continuous progress of technical knowledge, the continuous increase
of public interest in it, and the rapid progress of national knowledge. The use of a 3D city model has become the common concern
of academia, enterprises, and most users. The article takes the community as an example to summarize the research overview and
basic knowledge of the 3D model. From the aspects of 3D city location data collection technology, 3D city model technology, 3D
exhibition, etc., the advanced technology in 3D city model, 3DGIS software system, and other issues are discussed and studied, and
the current state-of-the-art technology development level is summarized and analyzed. The article first introduces the purpose and
importance of the 3D town model and further analyzes the development context, research background, and research content at
home and abroad. Secondly, the theoretical basis of the 3D data model, study location data characteristics, location data model
configuration, location data survey structure, and location data model construction requirements were put forward. Then,
3DMax software was used to build a house model and finally find it in OpenGL software. The effective distance of the detector
is 0.4~3.5m, and the maximum resolution is 640 × 480. It also introduces the realization of 3D architectural model storage and
the visual expression of 3D city modeling. The article uses the Kinect depth sensor to recreate a simple static dimensional scene.

1. Introduction

In the process of modernization, 3D modeling of cities is an
admirable and challenging task. Exploration and surveying
are important measures to build the national economy and
national security. In the process of social development, the
geographical knowledge obtained through testing provides
an important foundation to analyze, express, and explain
global changes, and it is also an important platform and
guarantee for urban modeling. Based on the analysis of dif-
ferent types of information on the subject, through the city’s
comprehensive system research, various types of data are
exchanged and integrated. The city 3D model is a high-
tech computer network model system. It can not only create
a virtual computer city but also enable each city to allocate
resources. Most importantly, it will encourage cities to sup-
port various industries, through digital procurement, inte-
grated computer storage, and management. With the
advancement of computer technology, the rapid develop-
ment of remote sensing technology, photogrammetry tech-

nology, and related technologies can realize the rapid
three-dimensional structure of spatial information [1].

Experts at home and abroad also have a lot of research
on environmental art design modeling. Ziedan believes that
the advancement of 3D mapping and the availability of 3D
city models have promoted the development of new technol-
ogies for mitigating multipath. He proposed several algo-
rithms that use all available multipath and non-line-of-
sight signals to improve the accuracy of city positioning
[2]. Meyer et al. proposed an algorithm to track an unknown
number of targets based on the measured values provided by
multiple sensors. The algorithm achieves scalability with low
computational complexity by running propagation on a
properly designed factor graph. The redundant formula of
data association uncertainty and the “enhanced target state”
including binary targets make it possible to use statistical
independence to greatly reduce its complexity [3]. AHC
believes that the main advantage of 3D is that it can alleviate
the degradation problem when training a deep network, so
that it can make full use of the performance improvement
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obtained by increasing the network depth [4]. Singla and
Padia feel that the virtual 3D city model is a digital represen-
tation of terrain surfaces, sites, buildings, roads, waterways,
etc. Usually, these models are used to present, explore, and
analyze urban areas. These models are also used in areas
such as smart cities, virtual reality, infrastructure planning,
telecommunications, disaster management, real estate ser-
vices, education, tourism, and change detection [5]. Xie
and Lu feel that 3D modeling algorithms include modules
that preprocess point clouds, extract tunnel axes, perform
coordinate transformation, perform noise reduction, and
generate 3D models. The measurement results of TLS were
compared with the results of total station and numerical
simulation, which confirmed the reliability of TLS [6]. Pero-
nato et al.’s 3D model-based method simulates the solar
radiation on all building surfaces, while also taking into
account mutual reflections. Therefore, the 3D model is dis-
cretized by calculating the solar sensor grid [7].

With the rapid development of science and technology
today, nature and creative art must be able to fully meet
the needs of the development of the digital age, and new
technical forces are needed to enrich and expand the content
and density of the environment. It opens up a new way of
environmental design, and the 3D application research of
art design has jumped out of ordinary horizontal, vertical,
and cross-sections. The location and design were observed
and tested from different angles to make the work more
meticulous and perfect, thereby enhancing the designer’s
competitiveness. The use of modeling to participate in the
display of the program can enrich the means of display,
mobilize the enthusiasm of the visitors, increase the value
of the design project, and bring prosperity to the related
industries of environmental technology design [8].

2. Three-Dimensional Spatial Data Model
Analysis and Point Cloud Data Acquisition
and Preprocessing

2.1. Spatial Data Management. In the current three-
dimensional GIS field, how to effectively manage three-
dimensional spatial data is a difficult problem. Most of the
3D geographic information system data is still managed by
design visualization. For the three-dimensional representa-
tion of spatial entities, a two-dimensional system is used,
and only part of the model basically manages and expresses
three-dimensional spatial data in a three-dimensional man-
ner. Comprehensive comparison of the feasible data man-
agement methods of 3DGIS can be summarized as the
following.

2.1.1. File Method. Texture image data and multimedia data,
spatial data, attribute data, etc., are all stored in the file sys-
tem. The file format is organized by custom developer data,
such as Arc/Info, MapInof, and other software stored in cus-
tom files. This management method is easier to understand
and implement. If the amount of data is not very large and
the data does not include simultaneous operations, etc., it
can play an active role in a wide range of data. As the
amount of data increases, new forms of data types and data

applications will release new functions to computers. This
management method can no longer meet the requirements
of spatial data management. It is difficult to integrate geo-
metric data management, data attribution, image texture
data, etc., which makes 3DGIS software unsuitable [9].

2.1.2. Relational Database. Even if the existing general com-
mercial relational database is used to manage multiple types
of spatial data, there are usually two ways to achieve it: using
binary data types, such as BLOB. All geometric objects are
considered to have points, and X, Y , andZ of each point
are stored as a line. The collection of spatial data is a joint
operation. No matter which method is adopted, users must
modify the spatial data structure, construct, and manage
the corresponding spatial index, and the operation is very
complicated. At the same time, in terms of spatial data
objects, there is still a big gap between binary and correlation
tables [10].

2.1.3. Mixed Management. The original data is still con-
trolled by the two-dimensional GIS, in which the geometric
data is controlled by the file system, and the quality data is
controlled by the business-related database system. In addi-
tion, image files are also included in the data. This control
method is very common in 3D architectural images and is
usually used to create simple simulated scenes. It is
expressed with a new data structure from the two-
dimensional geographic information system database, which
gives the file a new data structure. The reconstruction
method is most suitable for expressing images and data files
and then using software to create landscape models. The
main disadvantage of this method is the lack of effective
integrated data management in 3D data management [11].

2.1.4. Object-Oriented Database. Most object-oriented
models are the English expression and control of spatial
data. It not only supports records of different lengths but
also supports knowledge legacy and nesting. Compared with
traditional relational databases, object-oriented spatial data-
base management systems have many advantages, such as
allowing users to define objects and the structure and oper-
ations of objects; increasing the ability to manage internal
dynamic data, data connections, and so on; and supporting
complex data types, language compatibility, etc. Other
object-oriented library systems have been withdrawn and
are not used in GIS. However, with the continuous advance-
ment of its theory and technology, object-based databases
can become the main management method of GIS spatial
data [12]. The performance comparison of database systems
is shown in Table 1.

2.2. Three-Dimensional Spatial Data Acquisition Method.
Nowadays, three-dimensional geographic information sys-
tems are widely used, such as mountainous areas, oceans,
mines, and other fields. This is not much different from a
two-dimensional geographic information system. The work-
load of 3D geographic information system is relatively large,
and the costly part is data collection, which is an important
part of a smoothly running 3D geographic information sys-
tem. The 3D city model includes many objects, such as
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buildings, landscapes, water systems, roads, and plants, but
there are two main types of 3D data collection: one is to con-
trol the underlying soil trend and soil moisture. Due to the
need for in-depth urban management, digital elevation
models are usually used to visualize the landscape in 3DGIS
and provide users with ground elevation information. The
other part is the most important part of the city, and it is
often the building that people care about most. The collec-
tion methods of these two parts of spatial data are also differ-
ent, as shown in Figure 1. Surface features such as roads are
attached to the terrain DEM for display; shown in Figure 1 is
a simple three-dimensional GIS data collection flowchart
and three-dimensional city model [13].

2.3. Registration of Point Cloud Data. In the process of
Kinect data collection, due to the limitations of the environ-
ment and the equipment itself, only the local depth informa-
tion of the scene can be obtained from one angle. In order to
obtain global point cloud data, it is necessary to collect data

on the surface of a certain object model from multiple
angles. In order to obtain the complete model surface point
cloud data, the point cloud data obtained from different
angles should be unified to the camera coordinate system
through matrix transformation. This process is called point
cloud registration, and finally, these data are merged into
one piece to generate the final point cloud model [14].

The relationship between the two sets of point cloud data
in different coordinate systems can be represented by a con-
version matrix. For a point X = ½x y z� in the point cloud, its
homogeneous coordinates can be written as

X = xyz½ �: ð1Þ

Given the transformation matrix H, the transformation
relationship between the data point X and its corresponding
point X ′ is as follows:

X ′ =HX: ð2Þ

Table 1: To compare the performance of the database system.

Project Oracle Sybase Infomix DB2 MS SQL server

Ease of operation Relatively high High Generally Generally High

Stability High High High High Relatively high

Compatibility High High Generally Generally High

Speed Highest High High High Relatively high

Network performance Good Good Difference Generally Good

Performance under massive data The best Good Good Good Generally

Spatial database structure Have Without Have Without Have

Spatial data indexing speed High Without Generally Without Generally

Data security High High Generally Generally High

Support three operating systems Yes Yes Yes Yes Windows only

Support Chinese Good Generally Good Good Good

Windows client Have Have Have Have Have

Annotation data interface
ODBC, ADO,

OLEDB
ODBC, ADO ODBC ODBC ODBC, ADO, OLEDB

Data source

DEM

Surface
modeling

Data source

Building
boundary

Building
frame drawing

Texture
restoration

Three-
dimensional

database

3D city model

Terrain

DEM The way

Orthophoto Water system Boundary frame
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Building
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Figure 1: The 3DGIS data acquisition process and the 3D city model.
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Among them, the transformation matrix H can be writ-
ten as follows:

H =

a11 a12 a13 tx

a21 a22 a23 ty

a31 a32 a33 tz

vx vy vz s

2
666664

3
777775
: ð3Þ

H can be abbreviated as follows:

H =
A T

V S

" #
: ð4Þ

In formula (4),

A =
a11 a12 a13

a21 a22 a23

a31 a32 a33

2
664

3
775 ð5Þ

is the rotation transformationmatrix,T = ½tx, ty , tz�T is the trans-
lation vector, V = ½vx, vy, vz�, and S are the overall scale factor.

In the process of Kinect obtaining point cloud data, there
will be rotation or translation transformations between point
cloud data from different perspectives. The matrix transfor-
mation here refers to the rigid body transformation; that is,
there is no deformation. The problem of point cloud regis-
tration is transformed into the point cloud data alignment
with the help of translation or rotation transformation of
the point cloud data under specific criteria. The Euclidean
transformation matrix can be written in the following form:

H =
A3×3 T3×3

01×3 1

" #
: ð6Þ

In the above formula, A3×3 is the rotation transformation
matrix. When the point cloud rotates by an angle α around
the x axis, AxðαÞ can be expressed as

Ax αð Þ =
1 0 0
0 cos α sin α

0 −sin α cos α

2
664

3
775: ð7Þ

When the angle of rotation around the y axis is β, the
rotation matrix AyðβÞ is

Ay βð Þ =
cos β 0 sin β

0 1 0
−sin β 0 cos β

2
664

3
775: ð8Þ

When the angle of rotation around the z axis is γ, the
rotation matrix AzðγÞ is

Az γð Þ =
cos γ sin γ 0
−sin γ cos γ 0

0 0 1

2
664

3
775: ð9Þ

If the point cloud rotates around the x, y, and z axes in
turn, the transformation matrix of the point cloud can be
expressed as R = AxðαÞAyðβÞAzðγÞ:

The article is mainly aimed at the registration of rigid
objects, so after determining the Euclidean transformation,
the above 6 parameters α, β, γ, tx, ty, tz can be calculated.

2.4. Number of Control Points. According to the transforma-
tion formula of formula (2), if several groups of control
points in the point cloud data can be found, then the param-
eters of the rotation matrix H can be calculated. From the
formula of the transformation matrix of formula (3), it can
be seen that there are 15 degrees of freedom in the formula,
and 3 linear formulas can be obtained from a set of corre-
sponding points of the point cloud data in accordance with
formula (2):

x′

y′

z′

1

2
666664

3
777775
=

a11 a12 a13 tx

a21 a22 a23 ty

a31 a32 a33 tz

vx vy vz s

2
666664

3
777775

x

y

z

1

2
666664

3
777775
: ð11Þ

According to formula (11), to obtain 15 parameters of
matrix H, at least 5 sets of corresponding points are
needed. Because it is the registration of rigid objects,
the coordinate transformation between point clouds is
Euclidean transformation, and the transformation rela-
tionship is

R =
cos β cos γ cos β sin γ sin β

−cos α sin γ − sin α sin β cos γ cos α cos γ − sin α sin β sin γ sin α cos β
sin α sin γ − cos α sin β cos γ −sin α cos γ − cos α sin β sin γ cos α cos β

2
664

3
775: ð10Þ
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X ′ =HX
A3×3 T3×1

01×3 1

" #

4×4

X: ð12Þ

It can be seen from formula (12) that at least three
sets of control points are needed to find the unique solu-
tion of the six parameters of matrix H, but the three sets
of corresponding points must not be collinear. Therefore,
in order to achieve the registration of point cloud data, it
is necessary to find at least three pairs of corresponding
points from the point clouds obtained from different
angles, which is the key to obtaining the transformation
matrix.

2.5. Transformation Matrix Solution. Changing the coordi-
nate transformation of the point cloud data into a nonho-
mogeneous way, then formula (12) becomes

X ′ = R3×3X + T3×1: ð13Þ

In order to eliminate the influence of nonlinear formu-
las, it is necessary to transform the nonlinear formula system
into a linear formula system; then, the Euclidean transfor-
mation relationship of the coordinates of the space point
becomes

xi′

yi′

zi′

2
664

3
775 =

a11 a12 a13

a21 a22 a23

a31 a32 a33

2
664

3
775

xi

yi

zi

2
664

3
775 +

tx

ty

tz

2
664

3
775: ð14Þ

It can be seen from the above formula that to obtain the
rotation matrix A and the translation vector T in the above
formula, it is necessary to find at least 4 sets of correspond-
ing points. If the angle of rotation between the two point
clouds is small, then the matrix of its rotation around the x
, y, and z axes can be written as

Ax αð Þ =
1 0 0
0 1 α

0 −α 0

2
664

3
775Ay βð Þ =

1 0 β

0 1 0
−β 0 1

2
664

3
775Az γð Þ =

1 γ 0
−γ 1 0
0 0 1

2
664

3
775:

ð15Þ

Therefore, the rotation transformation formula of for-
mula (10) can be changed to

R3 × 3 =
1 γ β

−γ 1 α

−β −α 1

2
664

3
775: ð16Þ

Then, the Euclidean transformation relation of formula
(13) can be written as

xi′

yi′

zi′

2
664

3
775 =

1 γ β

−γ 1 α

−β −α 1

2
664

3
775

xi

yi

zi

2
664

3
775 +

tx

ty

tz

2
664

3
775: ð17Þ

Therefore, the above formula can approximate the 6
parameters of the transformation matrix through 2 sets of
control points: α, β, γ, tx, ty , tz . Since the corresponding
points between the two-point cloud sets we get are not par-
ticularly accurate, there will be errors when the transforma-
tion matrix is solved by the least-point linear solution. In
order to reduce this error, it is usually necessary to find as
many control points as possible to limit this conversion rela-
tionship, so as to better solve the transformation matrix.

2.6. Objective Function. IfN sets of corresponding point pairs
are obtained from two sets of point cloud data obtained from
different perspectives, the two sets of corresponding points are
represented as Q = fQ1,Q2,Q3,⋯,QNg. The transformation
matrix between the point cloud data is solved by the relation-
ship between the corresponding point sets, that is, the Euro-
pean transformation matrix H described above, so that the
two sets of point sets undergo coordinate transformation,
and the registration error between the point sets is minimized.
Assuming that the mean square error between the two sets of
corresponding points P and Q is f ðHÞ, then the problem of
solving the nonlinear formula system is transformed into solv-
ing the transformation matrix H that minimizes the value of
the objective function f ðHÞ.

f ðHÞ is what we call the objective function. The objective
function has many forms. According to different error mea-
surement requirements, the solution of f ðHÞ is also differ-
ent. The common forms are as follows.

The distance from point to point and

f Hð Þ = f R, Tð Þ = 〠
N

i=1
Qi − RPi − T2: ð18Þ

The sum of squared distances from point to point:

f Hð Þ = f R, Tð Þ = 〠
N

i=1
Qi − RPi − T2

2: ð19Þ

Normalized sum of squared point-to-point distances:

f Hð Þ = f R, Tð Þ = 1
N
〠
N

i=1
Qi − RPi − T2

2: ð20Þ

Point-to-surface distance and

f Hð Þ = f R, Tð Þ = 〠
N

i=1
nTi Qi − RPi − Tð Þ2: ð21Þ

Among them, ni represents the unit normal vector of Qi
surface.
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2.7. Initial Registration Based on Sampling Consensus
Algorithm. The purpose of the initial registration is to esti-
mate the initial transformation parameters between the
point clouds under different viewing angles, make them ini-
tially aligned, and provide a good initial value for the ICP
fine registration. In this paper, the sampling consistent initial
registration algorithm (SAC-IA) is used. The main principle
is to first calculate the normal of the surface and then esti-
mate the fast point feature histogram (FPFH) descriptor of
the surface. Then, according to the feature descriptors, the
feature matching and the selection of matching points are
performed, so that the transformation parameters between
the point cloud data can be obtained quickly and more accu-
rately. The initial registration process of point cloud data is
shown in Figure 2.

To achieve SAC-IA registration, first, we need to esti-
mate the fast point feature histogram (FPFH) of the point
cloud surface. On the premise of not affecting the detailed
features of the point cloud surface, in order to reduce the
amount of calculation, the data needs to be processed by
downsampling and filtering. Figure 3 shows the flow chart
of extracting FPFH descriptors.

The normal vector is an important attribute of the geo-
metric surface, and many operations on the point cloud data
will use the normal vector information. For example, when
lighting and rendering the surface of a point cloud model,
the normal information of the point cloud surface is
required to produce an effect that conforms to people’s
visual habits. The calculation methods of the surface normal
of point cloud data are roughly divided into two types: the
first one is to reconstruct the surface mesh of the collected
point cloud data and then to solve the surface normal vector
according to the reconstructed surface. Since the surface
global meshing needs to be performed first, the solution of
the normal vector will become more complicated; the second
method does not need to perform surface meshing on the
point cloud data but directly estimates its surface based on
the point cloud data. For the normal vector, the latter

method is adopted here. The normal vector approximation
of a certain point on the surface can be replaced by the nor-
mal of the tangent plane of the surface at this point, which
becomes the problem of least squares plane fitting estima-
tion. The least squares method is an optimization algorithm
whose purpose is to minimize the mean squared error
between the objective function and the data to be measured.
Therefore, the normal vector of the estimated surface can be
transformed into the eigenvectors and eigenvalues of the
covariance matrix between a point on the surface and its
neighboring points.

On the basis of Kinect-based 3D reconstruction research,
using PCL point cloud library and OpenNI framework, pro-
gramming in VC++, design a 3D reconstruction system. The
system can realize the rapid reconstruction of simple, small-
scale scenes. The system is divided into several functional
modules. The main functional modules are shown in
Figure 4.

The specific functions of each module are as follows:

(1) Image Information Acquisition Module. After Kinect
obtains the depth image, it is read into the computer
memory through the OpenNI interface and then
copied to the video memory.

(2) Preprocessing Module. This module filters the origi-
nal depth image. The calculation process of each
point in the filtering process is independent of the
calculation process of other points, and the GPU
can be used for parallel calculation. The implementa-
tion code of preprocessing is written as a CUDAKer-
nel function, and each thread calls the Kernel
function to process a pixel

(3) Point Cloud Computing Module. First, the module
calculates the three-dimensional coordinates of each
point according to the depth image collected. The
three-dimensional coordinate calculation process of
each point has no dependence on the coordinate

Target point cloud
data collection

Feature point
estimation

Feature descriptor
estimation

Source point cloud
data collection

Feature point
estimation

Feature descriptor
estimation

Transform
estimation

Correspondence points
that remove errors

Correspondence point
estimation (Matching)

Figure 2: Block diagram of the point cloud data coarse registration process.

Input target
point cloud
or specially
registered

point cloud

Voxelgrid
downsampling

Statistical de-
outlier

filtering

Calculate the
normal

feature of the
point cloud

Calculate the
FPFH feature
of the point

cloud

Figure 3: Schematic diagram of FPFH calculation process.
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calculation results of other points, and the GPU can
be used for parallel calculation. The code for calcu-
lating the coordinates is written into the Kernel func-
tion, and each thread calls the Kernel function to
calculate the three-dimensional coordinates of a
point. Then, the module calculates the normal vector
of each point according to the coordinate data. The
normal vector calculation process of each point does
not depend on the normal vector calculation results
of other points. The GPU can be used for parallel
calculation, and the normal vector calculation code
is written as a Kernel function. Each thread calls
the Kernel function to calculate the normal vector
of a point.

(4) Point Cloud Registration Module. Firstly, find the
corresponding point pair between the point cloud
of the current frame and the point cloud of the pre-
vious frame, and construct the equation. In this step,
GPU parallel computing can be used, and the code
for finding corresponding points is written as a Ker-
nel function, and each thread is responsible for find-
ing the corresponding point of a point in the point
cloud of the current frame in the point cloud of the
previous frame. After constructing the equation, the
coefficient matrix of the equation is copied back to
the memory, and the transformation parameters
are solved in the CPU.

The program module diagram of the 3D reconstruction
system is shown in Figure 5.

As shown in Figure 5, the CPU is mainly responsible for
the main process of executing the program and the serial cal-
culation part, and the GPU is mainly responsible for parallel
acceleration operations. In the process from point cloud pre-

processing to data correction, GPU participates. The parallel
computing of GPU can increase the speed of data calcula-
tion, so as to meet the real-time requirements of model
reconstruction.

3. Workflow of Residential Environment Art
Design Modeling

The current mainstream development technology of 3D
models has two categories, one is to model stereo images
through high-precision aerial photography, and the other
is to model stereo images based on low-altitude oblique pho-
tography. In order to save costs, considering the existing
high-precision aerial photography and 1 : 500 topographic
map data, the project adopts the first method [15]. The main
workflow is shown in Figure 6.

The detailed workflow is shown in Figure 7.

3.1. Building Element Modeling. The three standard accura-
cies of low, medium, and high modeling accuracy of objects
are 1 meter, 0.8 meters, and 0.5 meters, respectively.

In the process of community modeling, building model
modeling is an indispensable part. The architectural model
is between the plan view and the actual three-dimensional
space, which closely connects the two to form a three-
dimensional model. Building modeling can intuitively reflect
the design intent for customers’ reference and make up for
the limitations of drawings in performance. It is not only a
form of design but also a link in the designer’s design pro-
cess, and it is widely used in real estate development, urban
construction, design bidding, commercial housing sales, and
investment cooperation. The building element model
includes the following:

Image
information
acquisition

module

Preprocessing
module

Point cloud
computing

module

Point cloud
registration module

Data fusion
module

Point cloud data
correction

module

Surface
generation

module

Texture mapping
module

Figure 4: Function module diagram.
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Kernel function (Filtering)

Kernel function (Calculate coordinates)

Kernel function (Calculate normal vector)

Kernel function (Calculate TSDF value and weight)

CPU

Image acquisition
program

Preprocessing
program

Point cloud
computing program

Point cloud
registration procedure

Fusion program

Data correction
procedure

Generate surface
program

Texture mapping

GPU

Kernel function (Judging feature points)

Kernel function (Find the corresponding point)

Kernel function (Calculate triangular coordinates
and normal vectors)

Kernel function (Calculate isosurface)

Kernel function (Fusion color information)

Figure 5: Program module.
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Figure 6: Workflow chart.
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Building: according to the complexity of the building,
location distribution characteristics, and shape, it is divided
into the following aspects:

(1) Simple independent buildings

(2) Multistorey buildings: this type of building is higher
than all types of buildings

(3) Auxiliary building: it must be determined that it is a
building and that it is connected to the main build-
ing. There are two situations, one is that both sides
are connected to other buildings, and the other is
that one side is connected to the main building

(4) Inner courtyard: it is divided into complex inner
courtyard and simple inner courtyard. The complex
inner courtyard refers to the open space enclosed
by various eaves; the simple inner courtyard refers

to the open space in the flat roof house. Figure 8
shows the accuracy and quantity of buildings and
roads

For the model that reflects the modeling object, any size
changes such as length, width, height, and other details
should not be less than 50 cm. Individual iconic antique
buildings should reflect the size change details not less than
20 cm, such as changing the corners of the building’s appear-
ance, eaves shapes, door frame styles, windows and balco-
nies, etc. The building model modeling method must meet
the following requirements:

Building model production regulations: it is suitable to
use technical means such as photogrammetry, laser scan-
ning, or interactive CAD to obtain geometric information,
add different types of geometric textures according to its
modeling level, and then perform geometric modeling.

Building models must meet the following requirements:

Scene release and
debugging

Data integration
effect baking

Technical design

Photo control
measurement

Scene release and
debugging

Data integration
effect baking

Technical design

Photo control
measurement

Data collection

Air triple
encryption

Data conversion

Collect feature
points and lines

DEM production,
quality inspection

DOM production,
quality inspection

TDOM production,
quality inspection

TDOM scene data

Small scenes, road
image modification

Time baking

Link quality
inspection

Model split naming

Image index map

Three-dimensional
relative

Road and water system
production

Link quality inspection

Field team

Field photo results

Acquisition vector
modeling

Link quality inspection

Top image extraction

Link quality inspection

Fine scene production Side map

Link quality inspection

Figure 7: The detailed workflow chart.
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(1) The model should be made according to the archi-
tectural design data or the measurement structure
of fine instruments

(2) The roof of the model should reflect details such as
accessory equipment and roof structure

(3) The height accuracy of the model should be better
than 1 meter

(4) The base of the model should be consistent with the
topography and be on the same level as the
topography

(5) For more complex buildings whose main body
includes a variety of other types of buildings, it can
be divided into different types of buildings first and
then modeling

(6) The texture used in the model should be consistent
with the appearance of the building; reflect the trans-
parency, color, image, etc., that meet the actual situ-
ation; and distinguish the different textures of wood,
glass, bricks, etc. Except for the objects modeled in
the texture image, there should not be any objects.
The changing details of the roof and the facade of
the object should be clearly visible

(7) The complex buildings, arcs, spheres, or folded sur-
faces whose main body contains a variety of geomet-
ric shapes should reflect the main geometric
characteristics of the building

(8) The model should truly reflect the appearance details
of the model object. All types of accessory equip-
ment, windows, balconies, and billboards must be
clearly marked on the side, and the side contour line
should reflect the details of the change on the model.
When walking along the modeled object, it can
clearly observe every detail of the modeled object,
and the original object is consistent with the model
[16]. The accuracy of the model in the construction
elements should meet the requirements of Table 2

Under normal circumstances, the terrain planning is
mostly a large area, which can be a large area of community
or the terrain of schools, factories, and so on. Due to the
large area of planning terrain, when creating the model,
the strict modeling idea is first determined; otherwise, some
structures will be missed in the modeling process. The gen-
eral planning type of terrain contains many different struc-
tures, and the model is established according to a certain
order of modeling, so as not to miss the actual needs of
any structure in the production process. Here, from low to
high, the height of the bottom of the model is created in
order of space. These models include the underground
garage, the surface (including the entrance to the under-
ground cavity that needs to be reserved), the underground
garage and the water surface, sidewalks and urban green
space, roads and various shops, some steep slopes or steps
that vary widely (including pavilions), equipment such as
water dock areas, platforms and ramps in places, sports
venues, and paving within the community. The modeling
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Table 2: Model accuracy performance of building elements.

Content First level Level 2 Level 3 Level 4 Quantity

Roof Subject modeling effect Detailed modeling effect
Subject

modeling effect
Subject

modeling effect
55

Underwear structure Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
25

Eaves Subject modeling effect Detailed modeling effect
No need to

show
No need to

show
45

Parapet Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
14

Open balcony Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
88

Important roof decoration Subject modeling effect Detailed modeling effect
No need to

show
No need to

show
52

Building Detailed modeling effect Detailed modeling effect
Subject

modeling effect
Subject

modeling effect
75

Large steps Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
53

Eaves
More than 1 meter detailed

modeling effect
More than 0.5 meters detailed

modeling effect
No need to

show
Subject

modeling effect
78

Water tank Symbolic effect Subject modeling effect
No need to

show
Symbolic effect 41

Queti Symbolic effect Subject modeling effect
No need to

show
No need to

show
14

Bottom quotient Subject modeling effect Detailed modeling effect
No need to

show
No need to

show
5

Porch Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
41

Ordinary steps Subject modeling effect Subject modeling effect
No need to

show
No need to

show
25

Launch tower Symbolic effect Subject modeling effect
No need to

show
No need to

show
25

Pillar (pier) Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
4

Facade protrusions or
important decorations

More than 1 meter detailed
modeling effect

More than 0.5 meters detailed
modeling effect

No need to
show

Subject
modeling effect

75

Flagpole Symbolic effect Subject modeling effect
No need to

show
No need to

show
23

Skylight Subject modeling effect Subject modeling effect
No need to

show
Subject

modeling effect
53

Kiss beast Symbolic effect Subject modeling effect
No need to

show
No need to

show
69

Outdoor stairs Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
87

General population Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
53

Door decorations Symbolic effect Subject modeling effect
No need to

show
No need to

show
12

Chimney Symbolic effect Subject modeling effect
No need to

show
No need to

show
36

Hanging corridor Subject modeling effect Detailed modeling effect
No need to

show
Subject

modeling effect
58

Unit inscription Symbolic effect Subject modeling effect
No need to

show
No need to

show
78
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method of the extrusion modifier is used to extract line seg-
ments using CAD drawings and add closed lines to make
terrain models, which greatly improves the efficiency of
use. The extraction of lines and closed lines requires care
and patience to successfully complete the modeling of the
cells.

Other special requirements: all buildings should be based
on the height of the parapet wall. Sidewalks, small bridges,
and barns do not need to be collected in the construction
area. For the roof decoration, the geometric shape must be
modeled on the highest side not less than 2 meters, or the
projection surface is not less than 2 square meters. Collect
basic houses with building height not less than 2 meters
and not less than 2.5 square meters and houses higher than
2 meters and longer than 2.5 square meters. When the
length of the structure is too large, it should be divided
accordingly. The height of the building usually exceeds 60
meters. In the case of maintaining the appearance of the
original house, the height difference shall not exceed 0.5
meters, and the horizontal angle and the house with a level
of not more than 0.5 meters can be assembled appropriately
according to the situation. Modeling areas of level 4 do not
need to model fences and walls. Modeling areas above level
3 should model fences and walls. For shopping malls, enter-
prises and institutions, government schools, hospitals, high-
end residential buildings, and other buildings along both
sides of the street, where the height of the parapet wall is
not less than 0.5 meters and the width is not less than 0.5
meters, it should be reflected separately. There are parapets
on the roof, and in a residential area, the height of the para-
pets is the standard. For shopping malls, enterprises and
institutions, government schools, hospitals, high-end resi-
dences, and industrial and mining buildings along both sides
of the street, where the height of the parapet is not less than
1.5 meters, except for billboards, the parapet needs to be
reflected separately. The parapet wall always needs to be in
the form of the house on top of the house, except for the iron
fence [17].

3.2. Modeling of Traffic Elements. The community adopts a
loop-through road layout. Cars and pedestrians are
unblocked, and the arterial roads are clearly demarcated.
The road from east to west is a main road in the community,
integrating landscape and arterial traffic. Other community-
level roads are clearly divided into groups and connected to
main roads. Community-level roads have various forms,
some of which are responsible for greening or parking. Road
modeling can make it more convenient and accurate for cus-
tomers to see the internal structure of the community on the
map, bringing more convenience to customers. Modeling of
traffic elements includes the following main contents [18].

(1) Roads, including urban roads, intercity highways,
and rural roads

(2) Rail transit on the ground, including light rail and
railway

(3) Bridges, including pedestrian bridges, vehicle brid-
ges, and viaducts

(4) Road ancillary facilities, including roadsides, road
traffic signs and markings, fences and vegetation iso-
lation belts, etc.

The modeling method of the traffic element model
should meet the following requirements:

(1) The base of the model should be on the same level as
the terrain position and should be consistent with
the terrain undulations

(2) It should accurately reflect the structural characteris-
tics of traffic facilities and auxiliary facilities. Struc-
tural features with any dimensional change of more
than 1 meter should be 3D geometric modeling

(3) The texture should have clear details and accurately
reflect the material characteristics of the modeled
object. The difference and separation between differ-
ent materials or paving forms should be clearly
reflected

(4) The linear model of the road and its ancillary facili-
ties should be drawn based on the road centerline
in the topographical map and should be consistent
with the road centerline. The curved line sections
can be smoothly processed

(5) The base contour line should be consistent with the
topographical map or design drawing. The curved
line can be smoothly processed, and the height of
the model can be measured on-site or interpreted
by on-site photos

The accuracy of the traffic element model should meet
the requirements of Table 3.

3.3. Modeling of Vegetation Elements. Although flowers and
trees are not the main buildings in the three-dimensional
geographic information system of the community, they play
an irreplaceable role in the simulation of the community.
There are two types of vegetation models: one is lawn-like
area vegetation; the other is flower, wood grain, and other
point models. The vegetation element model includes the
following main contents: street trees and green spaces
planted in rows on both sides of the road and landscape
plants grown in communities, parks, and courtyards [19].
Figure 9 shows the relationship between the calculation
speed and the number of vegetation. When the number of
calculation speeds of the point model is small, the calcula-
tion speed is 218 k/s, while the running speed of lawn-like
vegetation is stable at 100-200 k/s. The relationship between
the number of parts and the speed is mainly evaluated for
water objects and buildings in the modeling software.

The modeling method of vegetation elements should
meet the following requirements:

One or several methods of CAD, fractal, and other
modeling techniques can be used to model.

For example, the process of CAD modeling is as follows:

(1) Data processing, including field data collection, stan-
dard texture production, data distribution, etc.
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(2) Field research and data collection, collecting infor-
mation such as shape, location, tree species, distribu-
tion, tree height, color, etc.

(3) Optimization of plant elementmodel data; according to
performance and application requirements, the model

is optimized by reducing the number of geometric faces
in the model and reducing the texture resolution

(4) The model is made to make the model equivalent to
the level according to performance requirements and
site survey conditions

Table 3: Traffic factor model precision performance grading.

Content First level Level 2 Level 3 Level 4 Quantity

Road barrier
Terrain effect or no

performance
Subject modeling effect

Detailed modeling
effect

Main body modeling effect
or terrain effect

25

Roadbed
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling
effect or terrain effect

Main body modeling effect
or terrain effect

42

Road noise
barrier

No need to show Subject modeling effect Subject modeling effect No need to show 42

Sidewalk
Terrain effect or no

performance
Subject modeling effect

Detailed modeling
effect

Subject modeling effect 52

Ground road
Main body modeling effect
or terrain performance

Main body modeling effect
or terrain performance

Detailed modeling
effect or terrain effect

Main body modeling effect
or terrain performance

34

Road traffic
marking

No need to show
Main body modeling effect
or terrain performance

Detailed modeling
effect

Terrain effect or no
performance

19

Road, railway
tunnel

No need to show Subject modeling effect
Detailed modeling

effect
No need to show 25

Vehicle bridge Symbolic effect Subject modeling effect
Detailed modeling

effect
Subject modeling effect 86

Bus station No need to show Symbolic effect
Detailed modeling

effect
Terrain effect or no

performance
38

Train
platform

Terrain effect or no
performance

Subject modeling effect
Detailed modeling

effect
Main body modeling effect

or terrain effect
72

Footbridge Symbolic effect Subject modeling effect
Detailed modeling

effect
Subject modeling effect 25

Rail
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling
effect or terrain effect

Main body modeling effect
or terrain effect

42

High-speed
road

Symbolic effect Subject modeling effect
Detailed modeling

effect
Subject modeling effect 24

Overpass Symbolic effect Subject modeling effect
Detailed modeling

effect
Subject modeling effect 53

Round the
island

No need to show Subject modeling effect Subject modeling effect Symbolic effect 25

Traffic barrier No need to show Subject modeling effect Subject modeling effect Subject modeling effect 42
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Figure 9: The relationship between computing speed and quantity.
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The modeling plant element model must meet the fol-
lowing requirements:

(1) The geographic location of plants should be based on
topographic maps or DOMs at scales such as 1 : 500,
1 : 1000, and 1 : 2000

(2) The texture must be true and accurate, can reflect the
texture, pattern, and color of each component part of
the plant and be clearly distinguishable

(3) Realizing the fine modeling effects of specific model-
ing such as landscape plants, small landscapes, cul-
tural relics, and tree species

(4) It is suitable for the complete element modeling of
branches, leaves, and trunks and the modeling of
plant elements. It can use wooden models or can
use fractal techniques in architecture

(5) The collocation and positioning of landscape plants
must conform to reality

The model accuracy of vegetation elements should meet
the requirements of Table 4.

3.4. Water System Element Modeling. The water system is an
important part of physical geography, and it is of great sig-
nificance to hydrological research. Under natural conditions,
water flows to low places; the initial distribution of the water
system can be obtained from the water flow lines in digital
topographic maps or other graphics. The water system com-
ponent model mainly includes rivers, water surfaces, river
banks, small bridges, and guardrails. The content is shown
in Figure 10 [20].

The modeling method of the water system element
model should meet the following requirements:

(1) The water system element model can be made
according to the centerline of the water system in
the topographic map, and the curved water system
can be smoothly processed. One or several other
methods of CAD and other modeling techniques
can also be used for modeling

(2) The water system and its auxiliary facilities must
have modeling performance

(3) The water surface can be represented or modeled by
terrain as required, and the water surface texture can

Table 4: Vegetation factor model precision performance grading.

Content First level Level 2 Level 3 Level 4 Quantity

Greenbelt fence Symbolic effect Subject modeling effect No need to show No need to show 54

Flower garden
Main body modeling effect

or terrain effect
Subject modeling effect No need to show

Terrain effect or no
performance

24

Hedgerow
Main body modeling effect

or terrain effect
Subject modeling effect No need to show

Terrain effect or no
performance

14

Nursery
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
Terrain effect or no

performance
Terrain effect or no

performance
55

Grassland
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
Terrain effect or no

performance
Main body modeling effect

or terrain effect
35

Forest
Symbolic effect or terrain

effect
Symbolic effect No need to show

Terrain effect or no
performance

85

Tree protection
facilities

Symbolic effect Subject modeling effect No need to show No need to show 54

Greenbelt fence Symbolic effect Subject modeling effect No need to show No need to show 42

Flower stand Symbolic effect Subject modeling effect No need to show No need to show 35

Striped
greening tree

Symbolic effect Subject modeling effect No need to show
Terrain effect or no

performance
23

Figure 10: Hydrological model.
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be represented as dynamic, static animation effects,
or translucent effects according to its specific needs

(4) When modeling auxiliary facilities such as flood
walls, guardrails, and river banks, in order to match
the display effect of the three-dimensional scene,
the DEM should be changed to match the three-
dimensional model

(5) The geographic location of the water system and its
ancillary facilities should be based on a topographic
map with a scale of 1 : 2000 or above and can also
be determined based on the DOM. The water depth
should be interpreted and extracted based on the
DEMmodel, the images obtained by aerial photogra-
phy, or on-site surveys [21]

The accuracy of the water system element model should
meet the requirements of Table 5. Figure 11 shows the rela-
tionship between the number and accuracy of water system
elements.

The category of visualization technology discussed in this
article is to express the indicated cell in the form of a graph
or image. In fact, for a large area of the cell model, if an image

is used to express, it is difficult to grasp the layout of tall build-
ings without specific houses, and if the community model is
divided into small units, although it reflects the local topogra-
phy, it is difficult to grasp the overall situation. A better solu-
tion is to use computer animation technology to enable
people to swim in the real environment, so as to understand
the community environment from both the whole and the
local aspects. The so-called animation is actually to release a
group of continuous images at a fast enough speed to give peo-
ple a feeling of continuous movement. That is to say, to form
an animation, it is necessary to generate a sequence of consec-
utive patterns in advance, play them continuously when
needed, and store the pattern in the computer. At present,
according to the difference between the storage and the hour
of each frame, the animation technology is divided into two
types: frame animation and graphic array animation. Each
image is just a full-screen graphic of a box, saving more mem-
ory and getting faster runtime performance.

4. Discussion

The scope of the visualization technology discussed above is
to express the cell that is about to be represented in the form

Table 5: Hydrological model precision performance grading.

Content First level Level 2 Level 3 Level 4 Quantity

Embankment
Main body modeling effect or

terrain effect
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
52

Bed
Main body modeling effect or

terrain effect
No need to show

Main body modeling effect
or terrain effect

The effect of the terrain or
no performance

41

Reef Symbolic effect No need to show
Main body modeling effect

or terrain effect
The effect of the terrain or

no performance
25

Breakwater
Main body modeling effect or

terrain effect
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
36

Boiled terrier
The modeling effect of the

subject
No need to show

The modeling effect of the
subject

The modeling effect of the
subject

29

Water surface
Main body modeling effect or

terrain effect
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
42

Guardrail
The modeling effect of the

subject
No need to show Detailed modeling effect No need to show 53

Hydrophilic
step

The modeling effect of the
subject

Terrain effect or no
performance

Detailed modeling effect
Terrain effect or no

performance
25

Pier
Main body modeling effect or

terrain effect
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
45

Sluice
The modeling effect of the

subject
Terrain effect or no

performance
The modeling effect of the

subject
Symbolic effect 39

Flood wall
The modeling effect of the

subject
No need to show

The modeling effect of the
subject

The modeling effect of the
subject

42

Dam
The modeling effect of the

subject
No need to show

The modeling effect of the
subject

The modeling effect of the
subject

32

Parking lot
Main body modeling effect or

terrain effect
Terrain effect or no

performance
Main body modeling effect

or terrain effect
Main body modeling effect

or terrain effect
53

Hydrophilic
platform

The modeling effect of the
subject

Terrain effect or no
performance

Detailed modeling effect
Main body modeling effect

or terrain effect
23

Tidal flat
Main body modeling effect or

terrain effect
No need to show

Main body modeling effect
or terrain effect

Terrain effect or no
performance

11
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of a graph or image. In fact, for a large-area cell model, if
using an image to express, it can only see the high-rise build-
ings but not the specific houses, and it is difficult to grasp the
layout. If the community model is divided into small units, it
is difficult to grasp the overall situation although it reflects
the local terrain. A better solution is to use computer anima-
tion technology to enable people to swim in the real environ-
ment, so as to understand the community environment from
both the overall and the local aspects. The so-called anima-
tion is actually to release a group of continuous images at a
fast enough speed to give people a feeling of continuous
movement. That is to say, in order to form an animation,
it is necessary to generate a set of continuous code sequences
in advance, play them continuously when needed, and store
the graphics in the computer. At present, according to the
difference between the storage and the hour of each frame,
the animation technology is divided into two types: frame
animation and graphic array animation. Each picture is just
a full-screen cuboid graphic, which saves more memory and
can achieve faster runtime performance [22].

In particular, the constructed three-dimensional spatial
data model should meet the following requirements as much
as possible: as far as the real performance of the real world is
concerned, the accuracy of the description is of course the
highest. From the unilateral observation of the application
as a whole, meeting actual needs is the most important.
From the perspective of database management, the higher
the level of detailed real-world description, the greater the
amount of geometry and attribute data required and the
greater the management difficulty [23]. The description abil-
ity of spatial relationship can express the mutual relationship
between geographic objects. This is the characteristic of
three-dimensional geographic information data model
which is different from other data models. Complete and
accurate description of spatial relationship is also the basic
principle of spatial analysis. In order to make 3DGIS not
only a demonstration tool but also a practical tool, the data
model must include the description of the spatial relation-

ship. Three-dimensional GIS systems not only deal with
some simple single objects but also cover all the characteris-
tics of a given geographic area, and the amount of data is
often very large. The speed of data retrieval, which is closely
related to this, must also be considered at the same time,
which also includes retrieval of geometric information and
retrieval of attribute information [24].

Attribute description ability is a means to simulate and
reproduce the real world as much as possible. The spatial
three-dimensional data model should not only observe the
characteristic attributes of things but also pay attention to
other manifestations of geometric characteristics. Attributes
can be divided into social attributes and physical attributes.
The first refers to the inherent properties of the feature, such
as ownership, name, and type; the latter refers to the external
performance of the feature, such as material, texture, and
color. Once this information is available at the same time,
the 3DGIS system can satisfy the reproduction of the real
world, as well as the repair and query needs in practical
applications. The speed and difficulty of 3D imaging visual-
ization are important applications that affect 3D spatial data
models. The scale and data model of 3D display are closely
related to aesthetics and data structure. For example, the dis-
play vector structure data model is better than the grid struc-
ture data model, and the effect is more beautiful. At the same
time, as the amount of data in the display scene model
increases, the 3D rendering speed will also decrease. There-
fore, as far as possible, to speed up the effective speed of
3D model display and the degree of appearance, under cer-
tain hardware resource conditions, it is also one of the issues
that must be considered when establishing a data model. In
order to ensure the current nature of the data and serve
other systems or projects, the data model has the ability to
transform other systems’ models, which can not only accept
the transfer of other data but also realize the transfer of other
data. And to ensure that, during this mutual conversion, the
information loss should be reduced to a minimum, and there
should be a higher degree of convenience [25].
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Figure 11: The relationship between quantity and accuracy.
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5. Conclusion

Through the analysis of the development of 3D city model-
ing at home and abroad, the construction and visualization
of the community 3D modeling have been researched,
mainly analyzing the meaning and purpose of 3D city
modeling; further study its background, combined with
domestic and foreign development, to further understand
the necessity of 3D city modeling. The theoretical basis of
the three-dimensional spatial data model is explained, the
nature and distribution of spatial data are studied, the acqui-
sition of three-dimensional spatial data is studied, and the
acquisition process and method are carefully summarized.
Using 3DMax software to build a residential building model,
import the 3ds file into OpenGL, and model the building;
finally, use OpenGL software to visualize the model.
Research on the theory and foundation of city 3D modeling
and visualization, put forward the matters needing attention
in the process of texture matching, explain the importance of
viewport transformation in visualization, and finally realize
the visualization of the district. In terms of three-
dimensional data acquisition, although there are many
methods to obtain three-dimensional information from the
urban landscape, they cannot fully meet the requirements
of speed and convenience. Most methods are inefficient
and difficult to obtain, and accuracy cannot be guaranteed
in engineering operations. From the perspective of landscape
modeling, the current data model description items are
mainly focused on geographic entities, and there is no gen-
eral description of the urban landscape in terms of human
thinking concepts, nature, and social semantics. In terms of
3D landscape visualization, in order to improve the speed
of mass data roaming, landscape, and other aspects, further
research is needed to establish a better realism and aesthetic
database.
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Production cost forecasting is an important basis for cost accounting, cost decision-making, and cost planning. It is the scale
necessary to reduce product costs and an important way to enhance enterprise competitiveness and improve system benefits. A
neural network based on multisource information fusion is a manifestation of integrated internal knowledge. By learning to
integrate multiple sources of information, it is easier to understand cognitive thinking and integrate the complex relationships
of uncertain regions into regular signals. Fusion prediction does not need to understand the specific mechanism of the process
but can fully approximate various nonlinear functional relationships determined by input and output with the continuous
update of its internal weights. This paper mainly studies the application of neural network based on multisource information
fusion in production cost prediction, analyzes the technology of multisource information fusion, and proposes a method of
applying multisource information fusion theory to BP neural network and RBF network. Experiments have proved that
through the comparison of the results of the BP neural network and the RBF network, for the six cost categories, compared
with the BP neural network, the prediction results of the RBF network are closer to the true value, and they all show higher
prediction capabilities. Among them, the error of the RBF network in predicting the total salary of the current month is
0.01004. The performance of the RBF network model is better than that of the BP neural network model.

1. Introduction

China is in a period of in-depth development of industrial
growth, information development, urban promotion, and
agricultural renewal, and product demand will see new
growth. Multisource information fusion is a multilevel, mul-
tistep process, with the characteristics of availability, com-
patibility, and aggregation of multisource data, so as to
regularly improve status and identity analysis. Due to its
high availability, good scale, high reliability, and low cost
of information retrieval, it has been widely used in modern
military and civilian environments, promoting the develop-
ment of modern technology and the improvement of human
life. In recent years, multisensor information fusion technol-
ogy has received extensive attention and applications. Infor-
mation fusion is a new research direction of generating
information, which solves the specific problem of using mul-
tiple sensors (multiple or multiple types) in the system. If an
enterprise wants to obtain and maintain long-term competi-

tion, it must face the problem of insufficient production cost
control to improve its system performance and competitive-
ness. However, in today’s relatively saturated market, market
prices are the decisive factor in the market, and market
prices are severely restricted by market costs. Therefore,
deepening corporate cost control, lowering market prices,
and ensuring corporate profit growth are the keys to the sur-
vival and development of the industry. Pricing forecast is
also the primary link and foundation for enterprises to
achieve greater economic benefits and pursue primary goals.

Although the use of deep learning and neural network
technologies is becoming more and more popular, there
are still some challenges when it comes to combining multi-
ple sources of information and data. Bayesian reasoning pro-
vides a rigorous method for the quantification of uncertainty
in decision-making. The uncertainty quantification using
Bayesian inference takes into account the uncertainty related
to the model parameters and the uncertainty of combining
multiple data sources. Chandra and Kapoor proposed a
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Bayesian framework for transfer learning using neural net-
works, which considers single and multiple data sources.
They used the existence of the prior distribution to define
the dependence between different data sources in the multi-
source Bayesian transfer learning framework and used the
Markov chain Monte Carlo method to obtain samples from
the posterior distribution. The results show that the frame-
work provides a robust probabilistic method for decision-
making, but the experimental data is not clear [1]. Recently,
self-centered activity recognition has attracted considerable
attention in the pattern recognition and artificial intelligence
community because it is widely applicable to human sys-
tems, including the evaluation of diet and physical activity,
as well as the monitoring of patients and the elderly. Yu
et al. proposed a knowledge-driven multisource fusion
framework to identify self-centered activities (ADL) in daily
life and designed a simple likelihood table to provide every-
one with regular ADL information. Then, a well-trained
convolutional neural network is used to generate a set of text
labels, together with regular information and other sensor
data, which are used to identify ADL based on statistics
and support vector machines based on information theory.
Experiments show that the proposed method accurately rec-
ognizes 15 predefined ADL categories, including various
sedentary activities that were previously difficult to recog-
nize. When applied to real-life data recorded using self-
built wearable devices, the method is better than previous
methods. The average accuracy of 15 ADLs reached 85.4%,
but this research has not yet been widely used [2]. Recently,
artificial neural networks (ANN) have been applied to vari-
ous robotics-related research fields due to their powerful
spatial feature abstraction and temporal information predic-
tion capabilities. ANNs are connectionist models, which
means that they are naturally weak in long-term planning,
logical reasoning, and multistep decision-making. Zuo
et al. proposed an improved ANN (SANN) model of State
Calculator and Result (SOAR), which simultaneously utilizes
the long-term cognitive planning capabilities of SOAR and
the powerful feature detection capabilities of ANN. It imi-
tates the cognitive mechanism of the human brain and uses
an additional logical planning module to improve the tradi-
tional ANN. In addition, they also built a data fusion module
to combine the probability vector obtained by SOAR plan-
ning with the original data feature array. The experimental
results show the efficiency and high accuracy of the pro-
posed architecture, and it also has great potential for more
complex tasks that require robust classification, long-term
planning, and fast learning. Some potential applications
include recognizing the grabbing sequence in a multiobject
environment and multiobject cooperative grabbing, but the
practicality is not strong [3]. With the development of the
Industrial Internet of Things, diagnosis based on data fusion
is attractive for effective use of multisource monitoring
information of motors. Following the paradigm of multi-
modal deep learning (MDL), Fu et al. proposed a new mul-
tisensory fusion model called multimodal neural network
based on dynamic routing (DRMNN). Specifically, they
studied the fusion of vibration and stator current signals
and designed a multimodal feature extraction scheme for

dimensionality reduction and invariant feature capture
based on multisource information. Since it is necessary to
determine the importance of each mode, a dynamic routing
algorithm is introduced in the decision-making layer to
adaptively assign appropriate weights to different modes.
The effectiveness and robustness of the developed DRMNN
have been proven in an experimental study conducted on a
motor test platform. However, the experimental subjects
are somewhat one-sided and cannot be used in real life [4].
In order to solve the problem of complicated robot assembly
and learning process and high requirements for program-
ming technology, Wang et al. proposed an implicit interac-
tion method based on forearm sEMG (surface
electromyography) and inertial multisource information
fusion to realize robot demonstration programming. Based
on the assembly experience gained by the demonstrator’s
demonstration and learning, they proposed a multiple depth
deterministic strategy gradient (M-DDPG) algorithm to
modify assembly parameters to improve the adaptability to
assembly objects and environmental changes. In the demon-
stration programming experiment, they proposed an
improved PCNN (Parallel Convolutional Neural Network),
namely, one-dimensional PCNN (1 D-PCNN); the feature
inertia and EMG are automatically extracted through one-
dimensional convolution and pooling, which improves the
generalization performance and accuracy of gesture recogni-
tion to a certain extent, but the experimental operation is too
complicated [5]. Previous literature has shown that the prior
sharing of imperfect demand information by retailers will
harm retailers, benefit manufacturers, and reduce the total
profit of the supply chain. Zhao and Li extend the research
of information sharing to include that manufacturers may
have the ability to invade and may face uneconomical or
economic production. When the manufacturer’s production
costs are not considered, the expropriation of manufacturers
encourages retailers to share demand information with man-
ufacturers and improve supply chain performance. In addi-
tion, manufacturers may have incentives to encourage
retailers to improve the accuracy of demand forecasts. When
the manufacturer infringes and faces production disecon-
omy, information sharing is beneficial to the retailer, and it
is beneficial to the manufacturer and the supply chain when
the production diseconomy is relatively small. When the
demand becomes more volatile or the retailer’s demand sig-
nal becomes more accurate, the retailer will get more bene-
fits from the following aspects, but the specific quantitative
relationship has not been studied in depth [6]. An educa-
tional publishing industry usually builds up large inventories
for “on-demand production”; however, frequent revisions
can lead to obsolescence problems. Lee and Liang proposed
two models to solve different but related problems, inven-
tory scrap, and contract design. The industry uses predictive
models to forecast demand and manage inventory of various
printed products. This model was developed to improve the
accuracy of demand forecasts and reduce inventory obsoles-
cence. In addition, there is information asymmetry in a two-
side supply chain, and contract design is conducive to educa-
tional publishing retailers. Therefore, the profit margin of
the entire supply chain has not been maximized, and the
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manufacturer’s profit is also very limited. The research sug-
gests encouraging retailers to provide real information to
improve the profitability of the entire supply chain. An
empirical study of leading education publishers in Taiwan
validated the proposed model. The results show that the pro-
posed printing decision model improves the prediction
accuracy by 3.7% and reduces the cost by 8.3%. The contract
design improves the profitability of the overall supply chain
and the manufacturer by 0.5% and 2.7%, respectively, but
the initial capital investment is too large [7]. The above
research makes a detailed analysis on the application of neu-
ral network and multisource information fusion. It is unde-
niable that these studies have greatly promoted the
development of corresponding fields. We can learn a lot
from methods and data analysis. However, there is relatively
little research on the prediction of production cost in the
field of neural network. It is necessary to fully apply these
algorithms to the research in this field. This paper combines
neural network and information fusion system and proposes
two information fusion algorithms based on neural network.
Combining the advantages of multisource signals and neural
networks, embed the multisource information processing
mechanism into the neural network. Through the learning
of BP neural network and RBF network, the ability of neural
network to process information is broadened, and it proves
the superiority of multisource information fusion compared
with single information fusion. After training, the neural
network does not need any additional information; it can
fuse multisource information and conduct experiments on
it.

2. Application Method of Neural Network
Based on Multisource Information Fusion in
Production Cost Prediction

The basic neurons in the neural network are similar to the
neurons in the neural network in the human body, because
the artificial neural network model is an imitated biological
neuron. The neuron model system is shown in Figure 1.
The neuron unit consists of multiple inputs pi, i = 1, 2,⋯, n
, and one output qj. The intermediate state is represented
by the weighted sum and correction value of the input signal,
and the output is

Qj tð Þ = f 〠
n

i=1
wjipi − φj

 !
:: ð1Þ

The threshold of the neuron is expressed as φj, wij is the
connection weight coefficient, n is the number of input sig-
nals, Qj is the output of the neuron, t is the time, andf is
the output transformation function, as shown in Figure 2;
there are three transformation function forms off , which
can be seen from the figure which are continuous and non-
linear [8].

The basic neuron model of neural network has three
basic principles:

(1) The connection function is required. The connection
strength is expressed by the weight on the connec-
tion. When the weight is positive, it means activa-
tion, and negative value means inhibition

(2) A summation unit that calculates the sum of the
magnitude (average line) of each input signal

(3) An activation function whose main purpose is to
map and limit the size of neurons [9]

In fact, the process of human understanding of many
realities is the process of compiling multisource information.
People first perceive existing objects from multiple angles
and places through sense organs such as the fingers, eyes,
ears, and nostrils; then, the cognitive information that can
be confirmed and matched with each other is released to
the brain to improve the cognitive process in the brain and
then obtain an accurate description of the factors, to the
point of understanding [10]. This process of first visualizing
and then developing knowledge is the process of human
fusion of multisource information. Figure 3 roughly shows
the basic flow of human information processing.

Multisensor information fusion using neural networks
does not require any a priori information compared with
the traditional fusion methods based on probability theory;
it overcomes the defects of difficult-to-obtain and computa-
tionally intensive evidence in evidence-theoretic fusion
methods. It not only broadens the ability of neural network
to process information, so that it can handle both precise
and imprecise or fuzzy information, but also, the trained
neural network can fuse multisensor information without
additional information, which improves the fusion capability
of the fusion system as well as the accuracy of fusion. Here
are the two neural networks used in this article.

2.1. BP Neural Network. BP (back propagation) network is a
multilayer feedthrough neural network trained according to
error generation algorithm, and it is one of the most widely
used neural models [11]. Its main idea is to compare the
results of receiving stimuli (weighting effect) with the
expected results of receiving errors through training sam-
ples. It can be calculated that the error is caused by the influ-
ence of the input size and boundary, and then, we calculate

f
Qj
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p2

pn

w1j

w2j

wnj

.

.
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Figure 1: Neuron model.
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the dimension and threshold of each layer in the network to
adjust and correct until the result is as close as possible to the
expected vector to end the training. This learning process is
referred to as reverse spread [12]. After the propagation is
completed, the weights and thresholds are determined, and
the functional relationship between input and output is also
determined. At this time, the neural network has the func-
tion of memory and prediction.

2.2. RBF Network. RBF neural network has only one hidden
layer, so it can be regarded as a three-layer network struc-
ture, which belongs to the forward neural network model.
The input layer is in the first layer of the network structure;
the implicit layer is in the second layer, and the radial basis
function is used for the transform function of the implicit
layer; the last layer is the output layer, which does not do

the same work as the implicit layer and has a different learn-
ing strategy. In the RBF network learning algorithm, there
are three sets of parameters to be adjusted: the center of
the basis function in the implicit layer, the variance, and
the connection weights from the implicit layer units to the
output units.

The RBF network mainly generates a hidden layer space
in the basic structure. When the network starts to input, the
input can be converted into the hidden layer space through
the functional relationship, which avoids the connection
function. Because as long as the center point of the RBF net-
work is determined, the functional relationship is also deter-
mined, and the conversion of the input to the hidden layer
space is linear; the output only needs to add the value of each
hidden space; sigmoid is often used for the output of hidden
layers [13]. On the whole, although the input to output of
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Figure 2: Common transformation (excitation) functions in neurons.
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Figure 3: The way the cranial nervous system receives and processes signals.
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the neural network is not linear, the weight of the network is
artificially controllable, which improves the training effi-
ciency and avoids the problem of local minima. The general-
ization ability of RBF is better than BP network in many
aspects, but the structure of BP network is simpler than
RBF network when solving the problems with the same
accuracy requirements. RBF network can approximate any
nonlinear function with any accuracy and has the ability of
global approximation. In theory, RBF network and BP net-
work can approach any nonlinear function with arbitrary
accuracy. The multisource information fusion in research
is to simulate the complex process of human brain process-
ing multisource data. In a system with multiple sensors, due
to the different physical characteristics of the sensors, using
these sensors to measure the same object will obtain mea-
surement information under different systems. The multi-
sensor fusion system can convert the measurement
information under these different systems into the same
coordinate system and then combine them according to
the optimal signal to obtain comprehensive information of
the object [14]. Multisource information aggregation, also
called multisensor information fusion, is the process of pro-
cessing data for multiple sensors or multiple data sources. It
has the advantages of strong survivability, wide area, high
reliability, high search performance, and low data collection
cost, which is suitable for machine production [15]. There-
fore, it is of great significance to broaden and deepen the sci-
entific research of multisource data integration and the
design of related algorithms based on multisource informa-
tion fusion to solve existing problems.

In practical applications, in order to obtain more accu-
rate results, multiple sensors can be used to measure the
same object. However, due to the different physical charac-
teristics of sensors, it is likely to cause differences in accuracy
between sensors [16]. In this case, it can consider the process
of measuring data by proportionally distributing the data of
each sensor to obtain more accurate measurement values.
The specific derivation process of the proportional distribu-
tion of sensor accuracy is as follows: first, consider two dif-
ferent sensors measuring the same object at time t; the
results are, respectively,

Ut1
= st + vt1 ,

Ut2
= st + vt2

ð2Þ

Among them, t represents the time parameter, st repre-
sents the true value of the target, vt1 and vt2 represent the
random error, and the random error satisfies vt1 ~ ð0, Ft1

Þ,
vt2 ~ ð0, Ft2

Þ, and the measured values of the two sensors
are independent of each other [17]. Assuming that the esti-
mated value ŝt of st has a linear relationship with the mea-
sured values zt1 and zt2 , since the estimated value ŝt is an
unbiased estimate of st , there is

ŝt = f t1zt1 + f t2zt2 : ð3Þ

f t1 and f t2 indicate the weight of the measured value of

each sensor. At this time, the estimated error is

~st = st ‐̂st: ð4Þ

Using the cost function G to represent the root mean
square error of ~st , then we have

G = E ~s2t
� �

= E st − f t1 st + vt1
� �

− f t2 st + vt2
� �h i2

: ð5Þ

Since ŝt is an unbiased estimate of st , we can get

E ~stð Þ = E st − f t1 st + vt1
� �

− f t2 st + vt2
� �h i2

= 0: ð6Þ

Because of Eðvt1Þ = Eðvt2Þ = 0, EðstÞ = Eð̂stÞ, it can get

f t2 = I − f t1 : ð7Þ

Among them, I is the proper-dimensional identity
matrix. The cost function G can be rewritten as

G = E f t1

� �2
vt1
� �2 + I − f t1

� �2
vt2
� �2 + 2 f t1

� �
I − f t1

� �
vt1
� �

vt2
� �� �

:

ð8Þ

Fromvt1 ~ ð0, Ft1
Þ, vt2 ~ ð0, Ft2

Þ, andvt1andvt2which are
independent of each other, we can get

E vt1
� �2h i

= Ft1
,

E vt1
� �2h i

= Ft1
,

E vt1
� �

vt2
� �� 	

= 0:

ð9Þ

Then,

G = E ~s2t
� �

= f t1

� �2
Ft2

+ I − f t1

� �2
vt2 : ð10Þ

In order to find the smallest cost function G, let ϕ = ð
f t1 , f t2Þ and derivate ϕ.

∂G
∂ϕ

= 0: ð11Þ

Solve the optimal weight:

f t1 =
Ft2

Ft1
+ Ft2

,

f t1 =
Ft2

Ft1
+ Ft2

:

ð12Þ
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The best estimate is

ŝt =
Ft2

Ft1
+ Ft2

zt1 +
Ft1

Ft1
+ Ft2

zt2 =
Ft1

Ft2

Ft1
+ Ft2

1
Ft1

zt1 +
1
Ft2

zt2

 !
:

ð13Þ

The error covariance matrix after fusion is

Ft =
Ft1

Ft2

Ft1
+ Ft2

=
1
Ft1

+
1
Ft2

 !−1

: ð14Þ

By analogy, if there are Q sensors, the corresponding
measurement set and measurement noise matrix set are f
ztqg and fvtqg, respectively; q = 1, 2,⋯,Q is Gaussian white

noise, which satisfies vtq ~ ð0, Ftq
Þ; and the noises are not

correlated. According to the limit theory of multivariate
function, the weighting coefficient corresponding to the
measured value of each sensor under the minimum mean
square error can be obtained.

f tq =
1/Ftq

∑Q
q=1 1/Ftq

� � : ð15Þ

The error covariance matrix after fusion is

Ft =
1
Ft1

+
1
Ft2

+⋯+
1
Ftq

 !−1

: ð16Þ

The multisensor optimal estimate is

ŝt = Ft
1
Ft1

zt1 +
1
Ft2

zt2+⋯+
1
Ftq

ztq

 !
: ð17Þ

Consistency fusion is an effective algorithm under a dis-
tributed structure. It refers to the interaction of information
between each subject and neighboring subjects in a multia-
gent system. As a result, they influence each other, making
the subjects gradually converge over time [18]. For research
on consistency weighted fusion, graph theory is an impor-
tant analysis tool. In a wireless sensor network, there are Q
wireless sensors, which can be expressed as H = ðW, EÞ.
Among them, W = f1, 2,⋯,Qg represents the sensor node
set, and E ⊂W ×W is the edge set. If the sensor node i
and sensor node j can communicate, then

Eij ⊂ E, i = 1, 2,⋯,Q ; j = 1, 2,⋯,Q: ð18Þ

According to whether the edges are directed, the net-
work topology can be divided into directed graphs and undi-
rected graphs. Ωi = fj : ði, jÞ ∈ Eg represents the set of
communicable neighbors of sensor node i. The communica-
tion conditions between all nodes can be represented by
Laplacian matrix A, and the elements of Laplacian matrix
are expressed in the following form:

When i = j,

aij =〠
j

cij: ð19Þ

When i ≠ j,

aij = ‐cij: ð20Þ

If Eij ⊂ E, then cij > 0; otherwise, cij = 0. If the network
topology is an undirected graph, then cij = cji; at this time,
A is a symmetric matrix, all its eigenvalues are real numbers,
and there is only one zero eigenvalue α1. The algebraic con-
nectivity of the network is closely related to the nonzero
minimum eigenvalue α2. The larger the α2 is, the better the
connectivity between sensor nodes in the network structure,
and the faster the system will converge. The form of consis-
tency weighted fusion is shown below [19].

s t+1ð Þi = sti + β〠
j∈Ωi

cij st j − sti

� �
: ð21Þ

Among them, 0 < β < 1/Δ is the step size, Δ =maxið
∑ j≠icijÞ. It can be seen from the above formula that if the
topological structure is always the same and the network
connection is an undirected graph, then each subject in the
system will evolve toward the state of the neighboring sub-
ject. The information of each subject is transferred and
transformed according to the consensus algorithm.
Whent⟶∞andðst j − stiÞ⟶ 0,∀i ≠ j, then all subjects in

the system will eventually converge, reaching the weighted
average of the initial value.

In wireless sensor networks, a large number of wireless
sensors are used to measure the same object, and then, the
measurement data is combined by a central or distributed
system to achieve the purpose of accurate tracking [20].
However, due to the limitations of the sensor’s own applica-
tion conditions, traditional centralized systems are not suit-
able for wireless sensor networks to optimize services in
complex environments. In an integrated system, all sensor
components in the network are information processing cen-
ters, and only the sensor components exchange information
with neighboring components. Compared with centralized
systems, distributed systems have obvious advantages in
terms of network communication and computational com-
plexity, and integrated systems can better adapt to interfer-
ence such as packet loss and long delay.

The neural structure based on the multisource informa-
tion fusion system used in this paper is shown in Figure 4
[21]. Production cycle, factory scale, production complexity,
production efficiency, etc. can be measured offline and have
an extremely close relationship with product cost, which is
used as the input of the neural network.

The hierarchical modular neural network fusion model
is composed of multisensor unit MSU (multisensor unit),
task decomposition unit (TDU), neural network sub-
module SMNNU (submodular neural network), and fusion
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synthesis unit (fusion synthesis unit), as shown in Figure 5
[22]. Among them, the neural network submodule SMNNU
can be integrated by a small neural network composed of
multiple neural networks in parallel. The basic idea is that
in the learning phase, the sensor unit will preprocess the
detected signal and send it to the TDU, where the learning
sample space is decomposed into several sample subspaces;
an SMNNU is constructed for each subspace, and learning
is performed. In the working stage, TDU is used to deter-
mine the degree of membership of the data to each subspace.
FSU dynamically selects some or all of the SMNNUs to work
according to the degree of membership and integrates the
processing results of the selected SMNNUs in a weighted
sum [23].

2.3. Production Cost Forecast

2.3.1. The Concept of Production Cost. Production cost refers
to the cost of manufacturing services, that is, the cost
incurred by an enterprise to produce a product. For each
product price, production costs belong to all related costs
that occur in a specific production stage, as shown in
Figure 6. Compared with the cost of other steps, the entire
production process includes uncertain factors of raw mate-
rials, technological processes, and labor. Therefore, the cal-
culation and prediction of production costs will become
complicated and important [24].

Because the object of production is generally a product, a
product is a combination of related behaviors or interactions
that transform inputs into production. We can see that the
meaning of products is very broad. For different companies,
product cost allocation and manufacturing processes are also
very different. As far as traditional manufacturing is con-
cerned, the main characteristics of its production are multi-
step, medium-scale production; a large proportion of
simulation work in the manufacturing process; and low
automation. Compared with other automated production
lines such as automobile production lines, it has more com-
plex uncertainties.

Cost forecasting is very important to enterprises and to a
certain extent determines the efficiency and knowledge of
market pricing, cost analysis, and management. At present,
the main cost estimation methods include parameter
method, comparison method, and analysis method. Para-
metric methods use experience and statistics to decompose
each key feature of the product, analyze the functional rela-
tionship between each key parameter and cost, and then use
dynamic analysis to make cost forecasts. This method is sim-
ple and fast, but the accuracy rate is not very high [25]. The
main manifestations of the comparative method are cluster
analysis and case-based thinking methods, which are most
suitable for forecasting and estimating with rich historical
data and significant similarity. Compared with the above
two methods, the analysis method is mainly through the
analysis and modeling of the basic elements of the product
and market capabilities and further enhances the resulting
cost forecast results.

2.3.2. Principles of Production Cost Forecasting. For the spe-
cial time-space relationship of each product, it is required
that the prediction of production cost must comprehensively
consider time factors, space factors, and related policy fac-
tors, and with the development of science and technology,
the production of various products will gradually mature.
The purpose of forecasting production costs is to strengthen
cost management, pay attention to cost forecasts, and
strengthen the study of cost forecasting theory, so as to
reduce production costs and improve economic benefits of
enterprises. In order to make the predicted results more rea-
sonable, the production cost forecast should follow the fol-
lowing basic principles [26].

2.3.3. Scientific Principles. In the calculation of production
cost, the choice of cost factors must be scientific, the defini-
tion and extension must be refined, and the corresponding
response must also appear in the forecasting system. If the
cost object is determined incorrectly or inaccurate cost cal-
culation tools are used, the problem of cost calculation will
be greatly increased.

Production
cycle

Factory scale

production
efficiency

Production
complexity

Curve fitting to
obtain information

characteristics

Normalization

Neural
networks

Forecast cost

Figure 4: Multi-information fusion structure diagram based on neural network.

7Wireless Communications and Mobile Computing



Pre-processing

Sub-neural
network
module 3

Sub-neural
network
module 2

Sub-neural
network
module 1

Input 1

Input 1

Input 1

Task
decomposition

unit
Fusion

synthesis unit

Output

Sensor 1

Sensor 2

Sensor 3

Multisensor
unit Sub-modular

neural network

Figure 5: Information fusion model of modular neural network integration.
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Figure 6: Description of total product cost and total production cost.

Table 1: Classification of production cost items.

Serial number Main influencing factors Production cost item Cost proportion

1 Time and space factors Expenditure on raw materials, electricity, repair, and production site 35%~50%
2 Time factor Wages and benefits, depreciation 30%~45%
3 Policy factors Quality inspection fee and maintenance fee 5%~10%
4 Other factors Other expenses 5%~10%

Product
production cost

Direct
material cost

Direct salary
cost

Manufacturing
cost

Purchase cost Material
consumption

Piecework
labor price

Item
consumption

Equipment
maintenance

cost

Fuel and
power cost

Proportion of
salary in current

month

Other
indirect costs

Figure 7: Qualitative structure diagram of product production cost prediction model.
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2.3.4. The Principle of Comprehensive Rationality. In order to
be more comprehensive and better reflect the value of the
product in the manufacturing process, the selection of mate-
rials requires comprehensive thinking and requirements, so
that cost analysis can provide relatively rich information.
When designing a forecasting system, it is necessary not only
to calculate the total cost and individual cost of the product
but also to distinguish the total cost according to the reason
to reflect the summary and system of market value. In this
way, it is not only easy to manage production costs but also
easy to analyze the system benefits in production and calcu-
late the production department [27].

2.3.5. The Principle of Feasibility. The cost objects listed in
the feasibility requirements must be realized. The first is to
keep the selection of objects consistent with the relevant
departments, and the maximum extent of statistical data

should be used. Secondly, the selected indicators must be
measurable and quantifiable.

2.3.6. Coordination Principle. The manufacturing process is
complex, and there is always more than one purpose to
make a budget, more than one product is produced, and
more than one material for cost accounting. Therefore, after
payment, it is usually not directly and completely credited to
the account of the identification project, and a system is
required to allocate the cost to several things. At the same
time, the system must also consider the cost difference of
the same product on the production line and the cost differ-
ence of different types on the same production line. In this
way, the correction system is also reduced to facilitate the
application of prediction and maintain the degree of free-
dom of the same level of objects. This process cannot be
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Figure 8: The influence of hidden nodes on the training error of the number of nodes.
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considered in isolation, but it must be planned together with
the probability model.

2.3.7. The Principle of Associativity. The principle of integra-
tion should combine qualitative analysis and quantitative
analysis and plan production costs according to different
companies and different regions. Since the locations of sev-
eral companies are very different, it is impossible to have a

unified model for specific charging calculation methods.
After a long process, many commonly used cost accounting
methods have been formed, namely, the variety method, the
batch method, and the step method. If the company’s prod-
ucts are not produced in stages, but only one step, all prod-
uct varieties can be directly used as cost accounting tools.
This is the variety method. If the product is divided into sev-
eral steps or several batches, it is a batch method. If the inter-
mediate is a semifinished product and the product is mass-
produced, the finished product and the completion of each
step are for the cost calculation object; this method is called
the step-by-step method. When the production cost is only
for forecasting, it should be planned according to the charac-
teristics of the company to be effective.

3. Establishment of Production Cost
Prediction Model

3.1. Establishment and Quantification of Index System. There
are many factors that affect production costs. To sum up,
production cost is the cost down a series of production activ-
ities and consists of three components: direct materials,
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Figure 9: The influence of the number of training sample sets on the model prediction error.

Table 2: The true value of various costs in the production model.

Costs spent
on items

Cost actual value
(million yuan)

Costs spent
on items

Cost actual value
(million yuan)

Direct
material
cost

10.23 Total wage 25.31

Stuff
consume
price

12.45
Living
expenses

0.5

Cost of fix 0.23
Indirect
cost

1
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direct labor, and manufacturing overhead; the forecast of
production costs mainly considers space and time factors
that affect production costs. Regarding the time factor, due

to the very complicated impression factors in different
periods, coupled with the human factor of historical data,
we do not specifically analyze the time influencing factors.
The spatial factors of production costs mainly include loca-
tion conditions and natural disasters. The unascertained
evaluation model is used to determine the complexity coeffi-
cients of these influencing factors in product production, so
as to analyze the influence of spatial factors. The policy fac-
tors are directly calculated according to the current financial
system. Therefore, the cost items can be classified according
to the main influencing factors, as shown in Table 1.

Among them, type 1 cost items consider not only the
impact of space factors but also time factors; type 2 cost
items mainly consider the impact of time; type 3 cost items
are determined according to the financial policies of the
country and the enterprise.

3.2. Cost and Quality Relationship System and Impact. With
the passage of time and the development of the company,
there will also be manufacturing cost factors that cannot be
controlled as the primary control, or from uncontrollable
to controllable, which can meet industry growth needs and
cost forecasts. In summary, the current production cost
and quality relationship system and influencing variables
of the manufacturing industry are shown in Figure 7.

The parameters and formulas of the model are described
as follows:

(1) Product production cost prediction model variables

(i) Directmaterial cost ðDMCÞ =material purchase
price ðMPPÞ ∗material consume ðMCÞ

(ii) Item consumption cost, stuff consume price (SCP)

(iii) Equipment maintenance cost, cost of fix (CF)

(iv) Total salary for the month, total wage (TW)

(v) Living expenses (LE)

According to the above description, the above are
uncontrollable variables, and the remaining are indirect cost
(IC).

(2) Based on the above forecast model variable analysis
and cost accounting system, a cost forecast model
can be obtained

W =〠DMCn+〠SCPn+〠CFn+〠TWn+〠LEn + IC ð22Þ

Among them, ∑LCn is the sum of labor wages for
manufacturing the product.

BP network is the most widely used in neural network,
and there have been many successful application examples
of BP network. This article will use the BP network and
the RBF network to integrate the multisource information
that affects the production cost.

Table 3: Comparison of BP neural network and RBF network total
production cost prediction results.

True
value

Predicted value
BP neural
network

RBF
networks

Total production
cost

49.72 48.25 49.12

Predicted difference 0 1.47 0.6

Prediction error 0 0.0296 0.0121

Table 4: Comparison of prediction results of total production cost
of BP neural network and RBF network.

Average accuracy
rate

Highest accuracy
rate

Time
(s)

BP neural
network

0.7785 0.8724 864

RBF networks 0.8512 0.9201 852
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Figure 10: BP neural network and RBF network production cost
prediction results.
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4. Neural Network Based on Multisource
Information Fusion in Production
Cost Prediction

The selection of the number of hidden layer nodes has a cer-
tain impact on the learning and performance of the BP net-
work, but there is no certain principle or law to follow in the
selection of the number of nodes. It is necessary to obtain a
suitable number of hidden layer nodes through continuous
attempts. Use the training sample set to train the neural net-
work with different hidden layer nodes, and the training
error based on the same training times (3000, 5000 times)
is shown in Figure 8. Applying the trained prediction model
to the test sample set, the prediction result shown in Figure 9
can be obtained.

It can be seen from Figure 8 that when the number of
nodes is too few or too many, the error obtained by training
the number of model nodes is relatively large, and the high-
est value has reached 5:3162e−5. When the number of train-
ing sample sets increases, the prediction errors of the BP
neural network model and the RBF network model both
show a downward trend, and the performance of the RBF
network model is better than that of the BP neural network
model. In order to further explore the quantitative relation-
ship between the various cost prediction results and the true
value in the production model, a neural network with 40 to
75 nodes is selected for exploration. Among them, Table 2 is
the true value of various costs in the production model; the
influencing factors of different cost categories are different.
Through the comparison of the prediction results of six
main production cost categories, the most suitable neural
network is judged. Table 3 is the comparison of the produc-
tion cost prediction results of the BP neural network and the
RBF network, and Table 4 is the comparison of the total pro-
duction cost prediction results. Figure 10 is the production
cost prediction results of BP neural network and RBF net-
work.

Forecast error = true value‐forecast result
true value

: ð23Þ

From Figure 10, it can be found that for the six cost cat-
egories, the RBF network is closer to the true value than the
BP neural network, and it shows a higher predictive ability.
Among them, the error of the RBF network in predicting
the total salary of the current month is 0.01004. The predic-
tion result of the RBF network is slightly better than that of
the BP network, and the training process is much simpler,
which is more suitable for realizing multisource information
fusion. And the two kinds of neural networks have large
errors in direct material costs, item consumption costs, liv-
ing expenses, and other indirect costs. For example, in the
direct material cost prediction, the error of the prediction
result of the BP neural network is 0.1523, and the error of
the prediction result of the RBF network is 0.1425. The
source of large errors is related to the large fluctuations in
direct material costs, because the cost of direct materials is
uncontrollable in many aspects, such as commodity prices

and customer purchases which are important factors that
lead to changes in direct material costs. The neural network
has powerful training and customization capabilities, strong
resilience, and fault tolerance, and the neural network adopts
a parallel structure and distributed storage, which can
quickly realize the nonlinear mapping of system input to
output. According to a certain learning method and a spe-
cific topological structure, the neural network can quickly
grasp the knowledge of the sample through offline learning
of a large number of samples. The connection weights and
thresholds are stored, and the trained neural network can
be used to quickly realize the fusion of the input information
of the system and output the fusion results in a timely man-
ner. Modern technology is becoming more and more com-
plex, and the information provided by multiple sensors can
effectively improve the accuracy requirements of a single
sensor for target estimation.

5. Conclusion

The development of multisensor information fusion tech-
nology has improved people’s ability to obtain various infor-
mation. How to comprehensively process the obtained
information to obtain accurate and reasonable estimates
and decisions has become a practical problem that people
urgently need to solve. Information fusion technology is a
comprehensive information processing technology born to
meet this social demand. Product cost prediction is of vital
importance to enterprises and to a certain extent determines
the effectiveness and scientificity of product pricing, cost
analysis, and management. With the development of mod-
ern technology, multisource data fusion will surely become
an important means of intelligent control and data process-
ing for complex production equipment and advanced
weapon systems in the future. Since information fusion is
an emerging discipline, its development and application
have just begun, coupled with the complexity of theory and
technology, so there is no comprehensive performance test
and evaluation method at present; the establishment of the
design and evaluation method of the information fusion sys-
tem and the correct evaluation of the results of multisource
data fusion are of great significance to the application of
information fusion. It should be said that this is the future
development direction of information fusion technology.
In practical applications, it is also necessary to add neural
network modules as needed to improve tracking and predic-
tion capabilities.

Data Availability

No data were used to support this study.

Conflicts of Interest

The author declares that there are no conflicts of interest
regarding the publication of this article.

12 Wireless Communications and Mobile Computing



References

[1] R. Chandra and A. Kapoor, “Bayesian neural multi-source
transfer learning,” Neurocomputing, vol. 378, pp. 54–64, 2020.

[2] H. Yu, W. Jia, Z. Li et al., “A multisource fusion framework
driven by user-defined knowledge for egocentric activity rec-
ognition,” EURASIP Journal on Advances in Signal Processing,
vol. 2019, no. 1, 23 pages, 2019.

[3] G. Zuo, T. Pan, T. Zhang, and Y. Yang, “SOAR improved arti-
ficial neural network for multistep decision-making tasks,”
Cognitive Computation, vol. 13, no. 3, pp. 612–625, 2021.

[4] P. Fu, J. Wang, X. Zhang, L. Zhang, and R. X. Gao, “Dynamic
routing-based multimodal neural network for multi-sensory
fault diagnosis of induction motor,” Journal of Manufacturing
Systems, vol. 55, no. 4, pp. 264–272, 2020.

[5] W. Fei, Q. Huan, Z. Xingqun, andW. Jianhui, “Demonstration
programming and optimization method of cooperative robot
based on multi-source information fusion,” Robot, vol. 40,
no. 4, pp. 551–559, 2018.

[6] D. Zhao and Z. Li, “The impact of manufacturer's encroach-
ment and nonlinear production cost on retailer's information
sharing decisions,” Annals of Operations Research, vol. 264,
no. 1-2, pp. 499–539, 2018.

[7] C. Y. Lee and C. L. Liang, “Manufacturer’s printing forecast,
reprinting decision, and contract design in the educational
publishing industry,” Computers & Industrial Engineering,
vol. 125, pp. 678–687, 2018.

[8] F.-P. Pai, L.-J. Yang, and Y.-C. Chung, “Multi-layer ontology
based information fusion for situation awareness,” Applied
Intelligence, vol. 46, no. 2, pp. 285–307, 2017.

[9] H. Xu and B. Lian, “Fault detection for multi‐source integrated
navigation system using fully convolutional neural network,”
IET Radar, Sonar & Navigation, vol. 12, no. 7, pp. 774–782,
2018.

[10] L. Li, F. Zhu, H. Sun, Y. Hu, Y. Yang, and D. Jin, “Multi-source
information fusion and deep-learning-based characteristics
measurement for exploring the effects of peer engagement on
stock price synchronicity,” Information Fusion, vol. 69, no. 3,
pp. 1–21, 2021.

[11] H. Li, R. Nie, J. Cao, X. Guo, D. Zhou, and K. He, “Multi-focus
image fusion using U-shaped networks with a hybrid objec-
tive,” IEEE Sensors Journal, vol. 19, no. 21, pp. 9755–9765,
2019.

[12] G. Notton, M. L. Nivet, C. Voyant et al., “Intermittent and sto-
chastic character of renewable energy sources: consequences,
cost of intermittence and benefit of forecasting,” Renewable
and Sustainable Energy Reviews, vol. 87, pp. 96–105, 2018.

[13] K. Mwanalushi, “Maintaining props,” Low Cost & Regional
Airline Business, vol. 13, no. 1, pp. 40–43, 2018.

[14] A. Couto, P. Costa, L. Rodrigues, V. V. Lopes, and
A. Estanqueiro, “Impact of weather regimes on the wind power
ramp forecast in Portugal,” IEEE Transactions on Sustainable
Energy, vol. 6, no. 3, pp. 934–942, 2014.

[15] C. Y. Lee and M. Tuegeh, “Optimal optimisation-based micro-
grid scheduling considering impacts of unexpected forecast
errors due to the uncertainty of renewable generation and
loads fluctuation,” IET Renewable Power Generation, vol. 14,
no. 2, pp. 321–331, 2020.

[16] H. Thieblemont, F. Haghighat, R. Ooka, and A. Moreau, “Pre-
dictive control strategies based on weather forecast in build-

ings with energy storage system: a review of the state-of-the
art,” Energy and Buildings, vol. 153, pp. 485–500, 2017.

[17] J. Chen, L. Chen, and M. Shabaz, “Image fusion algorithm at
pixel level based on edge detection,” Journal of Healthcare
Engineering, vol. 2021, no. 7, 10 pages, 2021.

[18] F. Lei, X. Liu, Z. Li, Q. Dai, and S. Wang, “Multihop neighbor
information fusion graph convolutional network for text clas-
sification,” Mathematical Problems in Engineering, vol. 2021,
no. 1, 9 pages, 2021.

[19] A. A. Cire, A. Diamant, T. Yunes, and A. Carrasco, “A
network-based formulation for scheduling clinical rotations,”
Production & Operations Management, vol. 28, no. 5,
pp. 1186–1205, 2019.

[20] G. Xue and O. F. Offodile, “Integrated optimization of
dynamic cell formation and hierarchical production planning
problems,” Computers & Industrial Engineering, vol. 139, arti-
cle 106155, 2020.

[21] S. Guo, B. Zhang, T. Yang, D. Lyu, and W. Gao, “Multitask
convolutional neural network with information fusion for
bearing fault diagnosis and localization,” IEEE Transactions
on Industrial Electronics, vol. 67, no. 9, pp. 8005–8015, 2020.

[22] R. K. Vemuri, P. C. S. Reddy, P. Kumar, J. Ravi, S. Sharma, and
S. Ponnusamy, “Deep learning based remote sensing technique
for environmental parameter retrieval and data fusion from
physical models,” Arabian Journal of Geosciences, vol. 14,
no. 13, pp. 1–10, 2021.

[23] Y. Liang, H. Li, B. Guo et al., “Fusion of heterogeneous atten-
tion mechanisms in multi-view convolutional neural network
for text classification,” Information Sciences, vol. 548,
no. 2021, pp. 295–312, 2020.

[24] A. Jakoplić, D. Franković, V. Kirinčić, and T. Plavšić, “Benefits
of short-term photovoltaic power production forecasting to
the power system,” Optimization and Engineering, vol. 22,
no. 1, pp. 9–27, 2021.

[25] M. Botz and J. Marsden, “Heap leach production modeling: a
spreadsheet-based technique,” Mining, Metallurgy & Explora-
tion, vol. 36, no. 6, pp. 1041–1052, 2019.

[26] S. Roth, V. Kalchschmid, and G. Reinhart, “Development and
evaluation of risk treatment paths within energy-oriented pro-
duction planning and control,” Production Engineering,
vol. 15, no. 3, pp. 413–430, 2021.

[27] Y.Wu, X. Li, and Z. Cao, “Effective DOA estimation under low
signal-to-noise ratio based on multi-source information meta
fusion,” JOURNAL OF BEIJING INSTITUTE OF TECHNOL-
OGY, vol. 30, no. 4, pp. 377–396, 2021.

13Wireless Communications and Mobile Computing



Research Article
Financial Asset Risk Measurement Based on Smart Sensor Big
Data Security Analysis and Bayesian Posterior Probability Model

Zixin Lu

School of Business, Shandong Normal University, Jinan, 250358 Shandong, China

Correspondence should be addressed to Zixin Lu; lzx@sdnu.edu.cn

Received 11 January 2022; Accepted 23 February 2022; Published 12 March 2022

Academic Editor: Alireza Souri

Copyright © 2022 Zixin Lu. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Following the speeding up of a process of financial globalization, the risks faced by financial markets have become more complex
and diversified. Correlated patterns among financial assets exhibit characteristics of nonlinearity, asymmetry, and tail correlation.
The original linear correlation analysis method is no longer suitable, but relevant information describing financial risks. In order
to confirm whether an asset is safe, the key is to study and master its volatility, and this is based on our mastery of volatility
measurement skills. This article is based on smart sensor big data security analysis and Bayesian analysis. The risk
measurement of financial assets based on the empirical probability model is studied. The GARCH-t (1,1) model is selected
according to the Akaike information criterion (AIC) after the generalized autoregressive conditional heteroskedasticity
(GARCH) model is established by the EViews software. According to the results of probability integral transformation, a series
of correlation coefficients and degrees of freedom of t-copula are obtained by the maximum likelihood estimation method.
This paper uses the risk-adjusted return on capital (RAROC) method to evaluate the risk performance of financial assets.
Financial institutions can only retain and absorb the financial market risks that cannot be avoided and transferred. The edge
user node sends the service request to the edge server node. The edge server uses the model proposed in this paper to evaluate
the user’s trust and selects the corresponding service level according to the trust level corresponding to the calculated
credibility results. The data show that the edge calculation takes 0.2581 seconds, while the linear search takes about 64 seconds.
The results show that intelligent edge computing improves the accuracy and efficiency of financial asset risk measurement.

1. Introduction

For nearly half a century, the world’s financial and economic
markets have developed rapidly, and the basic characteristics
of financial and economic markets have been gradually
replaced by economic globalization and financial integra-
tion. With the increasingly destructive power of financial
risks to the financial system, many high-risk financial deriv-
atives have been born, making the possibility of financial
turbulence continue to increase, which has led financial
institutions, investors, regulators, and academia to pay close
attention to financial risk measurement. The Bayesian poste-
rior method is a method that integrates the prior informa-
tion about the unknown parameters with the sample
information, then obtains the posterior information accord-
ing to the Bayesian formula, and then infers the unknown
parameters according to the posterior information.

Currently, big data is widely used in all walks of life, with
the big data era gradually taking shape. Being the irreplace-
able information technology, which has created great advan-
tages that provide a strong guarantee for market
development and change the traditional business model to
improve the economic benefits of enterprises, it has created
great advantages for all industries. Also, big data technology
has changed the behavior of consumers, which can provide
better services for consumers, optimize and improve product
quality, improve economic benefits for corporations, reduce
the inventory of corporate products, and use big data tech-
nology. It forecasts changes in the market and provides a
more important guarantee for enterprises. Big data analysis
technology would be developing faster and faster in China,
and it is believed that in the near and distant future, it will
be widely used in various industries and can effectively con-
trol the technology of big data analysis.
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The risk measurement of financial assets can improve the
balance of information in the financial market. Liu et al. believe
that in recent years, with the explosive development of smart
cities, green energy management systems have received exten-
sive research, with their focus on engineering web-based power
generation systems using edge infrastructure including deep
reinforcement learning. First, they gave an overview of energy
management based on the Internet of Things in smart cities.
Then they proposed a framework and software model of an
IoT system based on edge computing. After that, they proposed
an effective energy-dispatching scheme with deep reinforce-
ment learning for the proposed framework. Their research
lacks a certain degree of innovation [1]. According to Cao
et al., as a complement to existing remote cloud centers, multi-
access edge computing (MEC) configured for deployment
proximal to mobile user terminals as a promising technology
for 5G heterogeneous networks has been identified. To adapt
to stochastic and changeable environments, augmented intelli-
gence (AI) is introduced in MEC with a view to making intel-
ligent fashions. They introduced the basic concepts and main
applications of MEC and reviewed the existing basic work
using various ML-based methods. In addition, they also dis-
cussed some potential problems of AI in MEC for future work.
Their research is not accurate enough [2]. Xu et al. believe that
edge caches are vulnerable to cache pollution attacks (CPAt-
tacks), leading to interruption of content delivery. To solve this
problem, they proposed a CPAttack-detection scheme based
on the hiddenMarkov model (HMM). According to the CPAt-
tack model, the cache status of edge devices is characterized by
two parameters: content request rate and cache loss rate. Then,
using the observation sequence constructed by the cache state,
they developed a detection algorithm based onHMM to distin-
guish CPAttack in the time-invariant content request process.
In order to cope with the lack of training data and the dynamic
change of the cache state, they designed an algorithm based on
adaptive HMM (AHMM) to detect CPAttack during the time-
varying content request process. Their research lacks necessary
data [3]. Luo et al. believe that vehicle edge computing (VEC)
integrates mobile edge computing (MEC) into the vehicle net-
work, which can provide more functions to execute resource-
constrained applications and reduce the waiting time for con-
nected vehicles. First, they proposed a dual importance (DI)
evaluation method to reflect the relationship between vehicle
priority (PoV) and content priority (PoC). Then, they pro-
posed a method based on fuzzy logic to select the most appro-
priate content replication tool (CRV) to assist the content
distribution and redefine the number of content request tools
in each segment. They proposed an algorithm based on
immune cloning to solve this problem. Their research method
has certain flaws [4].

According to the inference node allocation algorithm pro-
posed based on the edge computing idea, different rule sets
and conditions of different simulation environments are
designed in the simulation environment, and the two evalua-
tion parameters designed for its real-time performance and
resource balance are observed to verify the performance of
the proposed algorithm. Both real-time performance and
resource balance have been greatly improved. This article uses
the CCAmethod to analyze the risk level of the insurance sec-

tor and the securities sector and combines the analysis results
of the banking sector and the overall financial sector to explore
the specific risk situation ofmy country’s financial system. The
financial system covers a wider range. Bayesian networks can
combine prior information or expert knowledge with sample
data to solve problems in related fields. When modeling with
less sample data, prior information and domain knowledge
play an important role.

2. Intelligent Edge Computing and Bayesian
Posterior Probability Model

2.1. Intelligent Edge Computing. Each mobile device in the
edge node contains a trusted execution environment to store
pseudonyms, and malicious adversaries cannot tamper with
the stored information. When the key generation center traces
a single point of failure of the malicious vehicle, the edge node
assists the key generation center to complete the dual trace-
ability of the malicious vehicle. The vehicle migrates multi-
tasking to the mobile device for processing. Before receiving
the processed message, the vehicle should check the integrity
of the message obtained from the mobile device and share data
with vehicles in the same area through edge nodes, reducing
system redundancy and reducing system overhead [5].

Therefore, the wireless access network has the ability of
low-latency, high-bandwidth transmission, and wireless net-
work information perception and opening, avoiding bottle-
necks and system failures. At the same time, computing
tasks and data sinking, that is, localized deployment, can
effectively reduce the computing load and storage load of
mobile systems, thereby achieving the goal of optimizing
mobile network operating costs [6]. In addition, mobile
operators can use mobile edge computing platforms to form
a new industry chain that will benefit from the cooperation
of mobile cloud platforms, application developers, and net-
work equipment manufacturers. Mobile edge computing
can be applied to the business model of some specific appli-
cations, which can benefit from both application service pro-
viders and application service users [7].

Based on the real-time information of the wireless access
network, the degree of congestion of the wireless cellular
network and the occupancy of network bandwidth can be
estimated, which will assist such applications to make deci-
sions to improve the quality of service. In the same-
frequency networking mode, the task migration system
adopts a full spectrum reuse mode to improve the utilization
of the spectrum, but this method will introduce interference
between cells. Compared with the same-frequency network-
ing, the cells in the interfrequency networking mode use dif-
ferent frequency band resources [8]. Although the spectrum
efficiency of this method is lower, the resource management
algorithm is simple, and cell users under the same frequency
have higher transmission efficiency. From the perspective of
edge servers, based on the strong computing and communi-
cation capabilities of edge servers, edge computing system
managers expect to be able to share information related to
road safety and popular content uploaded by vehicles with
other vehicles in real time, thereby improving road traffic
safety and obtaining more benefits [9].

2 Wireless Communications and Mobile Computing



In order to realize the rapid and efficient diffusion of
traffic information, vehicles and edge servers need to obey
the following calculation migration rules. Through tree
search, MCTS obtains the optimal decision of each mobile
device on the offload rate, computing resource rate, and
communication resource rate. The optimal decision
obtained by MCTS is to jointly simulate the future state tra-
jectory and output the best strategy for the current and
future moments. DNN is used to generate prior probability
distribution that guides MCTS search to accelerate the con-
vergence of MCTS. In order to train DNN, this paper col-
lects training data and labels from the iterative results of
MCTS [10].

2.2. Bayesian Posterior Probability Model. The parameters of
the Bayesian network are the probability distribution corre-
sponding to each node variable, which are usually obtained
by training and learning from the training sample data set.
However, when the fault relationship is simple and clear,
sometimes the corresponding network parameters can be
given directly by analyzing the characteristics of the prob-
lem. Bayesian theory is a very effective modeling method
for evaluating chemical abnormal events with low probabil-
ity and high risk [11]. Directional energy is defined as

OEθ,s = I × f eθ,s
� �2 + I × f oθ,s

� �2
: ð1Þ

Among them, f eθ,s and f oθ,s are odd-even symmetric
orthogonal filter banks in the direction θ and the scale s.
The expression of the likelihood function is as follows:

p θ ∣ Xð Þ =
Yn

i=1
p θ ∣ xið Þ: ð2Þ

According to the nature of exchangeability and condi-
tional probability:

p y, ϕð Þ = p yð Þp ϕ ∣ yð Þ, ð3Þ

p ϕ, yð Þ = p ϕð Þp y ∣ ϕð Þ, ð4Þ

p ϕ ∣ yð Þ = p ϕð Þp y ∣ ϕð Þ
p yð Þ ∝ p ϕð Þp y ∣ ϕð Þ: ð5Þ

The prior information is updated through historical
data, and the posterior probability density function f ðx ∣ da
taÞ is obtained. Its expression is as follows:

f x ∣ datað Þ = g x ∣ datað Þf xð ÞÐ
g x ∣ datað Þf xð Þdx ∝ g x ∣ datað Þf xð Þ: ð6Þ

The probability density function of Beta ða, bÞ prior dis-
tribution is as follows:

f xð Þ = Γ a + bð Þ
Γ að ÞΓ bð Þ x

a−1 1 − xð Þb−1 ∝ xa−1 1 − xð Þb−1, a > 0, b > 0:

ð7Þ

The expectation and variance of Beta ða, bÞ are

E xð Þ = a
a + b

, ð8Þ

V xð Þ = ab

a + bð Þ2 a + b + 1ð Þ : ð9Þ

Use the sample reflected by the probability density func-
tion to estimate the expected value of the distribution:

E xð Þ = lim
N⟶∞

∑N
i=1xi f xið Þ
∑N

i=1 f xið Þ
: ð10Þ

Among them, N is the number of iterations.
Define the texture gradient as the distance between these

two histograms:

χ2 g, hð Þ = 1
2〠

gi − hið Þ2
gi + hi

: ð11Þ

In order to ensure stability, the improved characteristics
are defined as

f̂ xð Þ = f xð Þ −f ″ xð Þ
f ′ xð Þ + λ
�� ��

 !

: ð12Þ

Among them, λ is a parameter used to optimize features.
The Bayesian framework combines the prior probability

and the posterior probability, that is, the observation likeli-
hood probability obtains the final pixel-level saliency detec-
tion result:

f sal ∣ Ið Þ = f salð Þf I ∣ salð Þ
f salð Þf I ∣ salð Þ + f bð Þf I ∣ bð Þ , ð13Þ

f bð Þ = 1 − f salð Þ: ð14Þ
Among them, f ðsalÞ and f ðbÞ represent the prior distri-

bution of the target and background, respectively. An effi-
cient and scalable feature extraction algorithm for time-
series filters available features in the early stages of the
machine learning pipeline to obtain features that are mean-
ingful for classification or regression, while controlling the
selection of unrelated features as far as possible.

The Bayesian network model construction process is
shown in Figure 1. The failure prediction method is based
on the failure physical model, through the analysis of the
failure of the equipment, mining the relevant characteristic
parameters when the failure occurs, and establishing the fail-
ure model of the equipment on the basis of studying the
operating principle and physical nature of the equipment;
this method is generally applicable for simple equipment
with simple system composition and simple operating prin-
ciple, and the data collected from the sensor is combined
with the failure model to predict the potential failure of the
equipment, so as to achieve the purpose of reducing the
number of maintenance and maintenance costs, and
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extending the maintenance cycle of the equipment. And it is
not suitable for equipment with a complex structure, such as
the complex electronic information system and mechanical
equipment system. Generally, fault prediction technology
based on data and statistics is used. After the Bayesian net-
work model is constructed in this paper, according to the
given prior probability, the corresponding posterior proba-
bility of each fault node factor at the time of failure can be
inferred [12, 13].

As shown in Figure 1, the state of node and model eval-
uation should be determined first, and then the probability
of node occurrence and equipment failure rate should be
determined by using the Bayesian network structure, while
the principle and method of Noisy-OR model transforma-
tion is lag behind.

2.3. Financial Asset Risk Measurement.When investors make
investment decisions, they only pay attention to the returns
and risks of the asset portfolio. At the same time, for investors,
the mean and variance can truly describe the returns and risks
of the portfolio. And the risk preference of all investors in the
market is risk aversion, that is, the investment preference of
investors follows the principle of second-order random dom-
inance. Because the object of venture capital is new projects
or startups, there are a lot of uncertainties in its market pros-
pects and investment income, so venture capital is a veritable
high-risk investment behavior [14].

In order to reduce the risk and ensure the realization of
the expected return, venture capitalists must use scientific
methods to measure the risks of the projects or enterprises
they invest in. Because of the insufficient sample size and
the nonrepeatability of single-period investment, the histor-
ical data needed for venture capital measurement cannot be
obtained accurately, and the required historical data can
only be obtained from similar projects. After the financial
risk status is identified, it is necessary to quantitatively mea-
sure the more important risks. Risk measurement is the core
of risk management, which directly determines the effective-
ness of risk management [15, 16].

The Bayesian network is established based on a bow-tie
model. Risk source and failure of control measures in advance
are mapped to root event, intermediate nodes are built from
root event to risk event, the leaf node is mapped from risk
event, safety barrier node ismapped from postaccident control
measures, and the result node is mapped from accident conse-
quence to establish the risk Bayesian network of evaluation
object. The main methods measure the market risk such as

interest rate sensitivity analysis, volatility analysis, VaR, stress
test, and extreme value theory. Because duration only mea-
sures the linear relationship between a bond price change
and yield change, but the actual market situation shows that
the change between a bond price and interest rate is nonlinear,
especially when the yield changes greatly, duration cannot
accurately measure the interest rate sensitivity of bond price.
Therefore, the second-order estimation of the interest rate
sensitivity of bond price, namely convexity, must be used to
correct the error of duration estimation [17].

3. Financial Asset Risk
Measurement Experiment

3.1. Experimental Parameters. In a distributedD2D-ECNnet-
work, the primary user MD and the auxiliary user SD are ran-
domly distributed within the coverage of the local base station
LBS. D2D-ECN is a powerful and user-friendly trading plat-
form that uses proven and mature technology to help traders
reach a higher level of forex trading. Traders get guaranteed
execution without requotes as long as there is depth available
in the market. When the distance between the primary user
and the auxiliary user is less than the preset distance threshold,
MD and SD can establish a data transmission link through the
device through technology. The channel model not only con-
siders the path loss based on distance but also considers small-
scale fading [18, 19]. The international financial mechanism
refers to the general term for the rules, conventions, policies,
mechanisms, and organizational arrangements for the regula-
tion of international payment, settlement, exchange, and
transfer of various currencies. The specific simulation param-
eters are shown in Table 1.

3.2. Data Selection. Due to the limited data of personal hous-
ing mortgage loans contained in the database and a large
part of the sample index that is incomplete, plus the factors
of the bank, this paper samples the data in the database; part
of the sample is extracted from the database for empirical
analysis. In this paper, the daily closing prices of energy
stocks in Shanghai Stock Exchange and Shenzhen Stock
Exchange are selected by using a risk control strategy. The
data comes from DaWisdom software [20].

3.3. Model Parameter Estimation. After establishing the
GARCH model with EViews software, according to the
AIC criterion, select the GARCH-t (1,1) model. The advan-
tage of AIC is that it has a commercial bank background,

Determine node
and status

Determine the Bayesian
network structure

Determine the
probability of a node

Equipment
failure rate

Fault tree model

Transformation
principles and methods Noisy-OR model

Figure 1: Bayesian network model construction process.
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natural resource information advantages, and a low cost of
obtaining high-debt and high-quality corporate information.
Then establish the corresponding GARCH-t (1,1) models
for SH and SZ, respectively, so that the respective mean
values of the two sequences and the relevant parameter
values and the degrees of freedom of t distribution can be
obtained, and then use the MATLAB2010 software to calcu-
late the heteroscedasticity hðtÞ. The iterative formula calcu-
lates hðtÞ sequences and converts them into probability
integrals. According to the result of the probability integral
conversion, the maximum likelihood estimation method is
used to obtain a series of correlation coefficients and degrees
of freedom of t-Copula [21, 22].

3.4. Image Edge Pixel Distribution. For each image, we calcu-
late the proportion of background pixels whose edges are
within 10% of the image size from the four edges of the
image. The pixels within 10% of the image size are selected
to be consistent with the parameter selection of the back-
ground reference set in the method. The edge user node
sends a service request to the edge server node, and the edge
server uses the model proposed in this paper to evaluate the
user’s credibility and selects the corresponding service level
according to the credibility level corresponding to the calcu-
lated credibility result [23, 24].

3.5. Performance Evaluation. This article uses the RAROC
method to evaluate the risk performance of financial assets.
Financial institutions can only retain and absorb financial
market risks that cannot be avoided and transferred. For this
reason, financial institutions and their business departments
must prepare a part of special capital to resist risk losses to
ensure the normal operation of the institution. The model
is highly conservative, and the choice of confidence level
should also consider the constraints of sample data. The
higher the confidence level is chosen, the less likely the
actual loss will exceed VaR [25].

3.6. Data Analysis. Reduce the low degree of relevance
through dimensionality reduction and centralized process-
ing of data, thereby reducing the workload of data process-
ing. This article uses principal component analysis to
reduce the dimensionality of the collected data. The analysis
principle of PCA is to remove the components with small
variances and retain the components with large variances.

In this way, the dimensionality of the data set is reduced.
Therefore, when using principal component analysis to
study complex signals, some components can be ignored to
improve research efficiency. After the principal component
model is established, the statistics of the test sample can be
completed through the principal component model.
Whether there is a fault can be assessed according to how
much the value of the statistic differs from the control limit.
CPV determines the retention of the number of principal
elements, and the PCA analysis is used to model the sample
set [26]. Big data is the term for big data sets. Big data sets
are those that have grown beyond the simple database and
data processing architectures used in the early days, when
big data was more expensive and less feasible.

3.7. Bayesian Model Test. After obtaining the inductive
strength of the conclusion and the similarity between catego-
ries, the Bayesian model can be tested. The Bayesian model
test is divided into two parts: firstly, the average value of
all subjects is used for testing; secondly, the test is conducted
by using single-subject data to test whether the model can
cope with individual differences, that is, whether it can make
personalized predictions. At the same time, the outlier detec-
tion and the determination of the membership degree of the
sample points in this paper are all carried out in the feature
space. In order to ensure the accuracy of the outlier detec-
tion and the membership degree of the sample points
obtained, it is also necessary to find a suitable mapping fea-
ture space for the training set [27]. No matter how the
Bayesian model test establishes the hypothesis, it does not
need to give the significance level. As long as the posterior
distribution of the parameters is given, by calculating the
posterior probability of each hypothesis, and comparing
the posterior probability of the hypothesis, the desired value
can be obtained by the test results.

4. Financial Asset Risk Measurement Analysis

4.1. Edge Computing Simulation Analysis. The problems
faced by the edge computing platform in its promotion are
analyzed. Then, the typical edge computing platform is ana-
lyzed from the perspective of architecture, and the demand
parameters of edge computing application scenarios are
listed. Finally, a classification model of the edge computing
platform is proposed. We use 5 users and 1 edge server,

Table 1: Simulation parameters.

Energy arrival rate [10,1517] (J/cm2/day)

Available computing resources [2.5,5] (GHx)

Maximum transmit power of the main user 0.130W

Calculation period required for unit bit 735 cycles/bit

Calculated size of the task [100,300] (Kbits)

Shadow fading PL dBð Þ = 62:3
System bandwidth 5MHz

Discount factor 0.9

Time-varying learning rate 1/t
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where the cost of computing power provided by the edge
server can be shown as CðxÞ = px, and we set p = 10 in this
chapter. The local computing power of 5 smart terminals is
set to fxg = f1:2, 1:4, 1:6, 1:8, 2:0g. The convergence of the
edge computing technology is shown in Figure 2. μ repre-
sents the total computing power obtained by all smart termi-
nals from the edge server. When μ increases, the total net
income increases first, and then when μ exceeds a certain
threshold, v gradually decreases. When μ reaches a certain
threshold, the user’s net income does not increase. This is
in line with our expectations, because the benefits of
blockchain-based digital currencies (such as Bitcoin) within
a fixed period of time are limited, and the benefits will not
continue to grow when the user’s computing power is large
enough. The change trend of edge server net income with
different μ is shown in Figure 3. First, it increases with the
increase of μ and then begins to decrease after passing the

threshold. This result is also correct, starting to provide users
with computing resources to increase the probability of users
gaining benefits, and at the same time, it can also increase
the shared benefits they receive. When μ continues to
increase, the revenue of digital currency will not increase,
the cost of providing computing resources increases, and
the net revenue decreases. In summary, the trend of the total
net income in Figure 3 is correct.
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Figure 2: Convergence of the edge computing technology.
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Table 2: The calculation results of each smart terminal i.

5 users-1 edge server scenario X1 X2 X3 X4 X5
CVX results 0.69 0.49 0.29 0.09 0

Sum xf g 1.56

Intelligent edge computing results 0.69 0.49 0.29 0.09 0

Sum xf g 1.56
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Compare the result of intelligent edge calculation with
the calculation result of the MATLAB convex optimiza-
tion toolbox CVX. The calculation results of each smart
terminal i are shown in Table 2. Observation shows that
smart edge computing is consistent with CVX, which ver-
ifies the correctness of the design algorithm. The calcula-
tion results of intelligent edge computing are shown in
Table 3. First, the numerical edge calculation is consistent
with the CVX and linear search calculation results, and
the edge calculation takes 0.2581 seconds in the calcula-
tion time, while the linear search takes about 64 seconds.
The CVX calculation tool takes about 5788 seconds. This
comparison reflects the design of only edge computing
based on correctness while taking into account computa-
tional efficiency.

First of all, the relationship between the cost coefficient p
and the overall net income is shown in Figure 4. At this time,
the block capacity is set to t = 1Mbit. The result can show
that when the cost coefficient increases, the overall net
income decreases. The relationship between the cost coeffi-
cient p and the sharing ratio is shown in Figure 5. At this
time, the block capacity is set to t = 1Mbit. Observation
shows that when p increases, the self-revenue ratio of all
smart terminals i decreases. The explanation of this phe-
nomenon is as follows. When p increases, the edge server
needs more costs. In order to ensure the fairness of the
income and maximize the overall net income, the proportion
of the income allocated to the edge server will inevitably
increase, and the result is consistent with our expectations.

The effect of block capacity t on the sharing ratio is shown
in Figure 6. At this time, the cost coefficient is set to p = 10
USD/G Hash. It can be found that when t increases, the
self-revenue ratio of all smart terminals i will also increase.
This is because the increase in block capacity increases the
variable revenue and thus the overall revenue. In order to
ensure the fairness of revenue sharing when the edge server
needs to bear the cost, the proportion of users will be appro-
priately increased. It should be noted that the overall return
does not increase linearly with t. When t is too large, the
probability of winning P will decrease.

4.2. Nonparametric Bayesian Dynamic Asset Allocation and
Empirical Analysis. Taking the daily income data of three
types of assets as samples, they are China stock funds (Har-
vest CSI 300 ETF (I59919) and Harvest CSI 500 ETF
(159922), China bond funds (Cathay Pacific SSE 5-year
Treasury ETF, 511010), and Gold funds (Huaan Gold Easy
ETF, 518880). All data comes from the WONDER database.
This section assumes that the risk-free interest rate is zero.
In order to cover a more comprehensive scale and have a
good representation in the market, which can better reflect
the situation of China’s stock market, we use Harvest CSI
300 ETF and Harvest CSI 500 ETF as research samples. In
addition, because gold is naturally a currency, has a high
value, and is an independent resource, investing in gold
can usually help investors avoid problems that may occur
in the economic environment, so this article uses the repre-
sentative Huaan Gold Easy ETF as a research sample. In

Table 3: Calculation results of intelligent edge computing.

5 users-1 edge server scenario γ1 γ2 γ3 γ4 γ5
CVX results 0.4937 0.4944 0.4950 0.4956 0.4962

Time-consuming 57880.2 s

Linear search results 0.4937 0.4944 0.4950 0.4956 0.4962

Time-consuming 64.8359 s

Intelligent edge computing results 0.4937 0.4944 0.4950 0.4956 0.4962

Time-consuming 0.2581 s
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asset allocation, bond assets can play the role of asset alloca-
tion stabilizer, so this article uses more stable national debt
for the sample, the Cathay Pacific SSE 5-year Treasury Bond
ETF [28].

The sequence of the cumulative returns of the four assets
in the past three years is shown in Figure 7. It can be seen
that the stock market has experienced a substantial rise in
the past three years, but then there has been a substantial rise
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and fall during the two years. In fact, this round of Chinese
stock market changes is completely independent of the stock
markets of other countries, and the fluctuation range is very
large. Bonds have basically maintained a stable upward
trend. There are certain fluctuations in the gold market,
but the overall trend is rising. The descriptive statistics of
the daily return rates of the 4 assets are shown in Table 4.
It can be seen from Table 4 that the total average daily return
rate of the 4 asset return rate series is positive, and the
ARCH test shows that the 4 asset return rate series have sig-
nificant heteroscedasticity.

The correlation of the 4 assets is shown in Table 5. From
Table 5, the unconditional correlation between assets during
the sample investment period can be seen. Harvest CSI 300

ETF (159919) and Harvest CSI 500 ETF (159922) have a
strong positive correlation. Harvest CSI 300 ETF (159919)
and Huaan Gold Easy ETF (518880) have a certain positive
correlation, while Cathay Pacific SSE 5-year Treasury Bond
ETF (511010), Harvest CSI 300 ETF (159919), and Cathay
Pacific SSE 5-year Treasury Bond ETF (511010) have a neg-
ative correlation with Harvest CSI 500 ETF (159922).

The four characteristics of the data construction of the
four assets in the past 3 year-portfolio weights are shown
in Figure 8. Both the driving weights and the Cathay weights
represent their overall ratings. The return sequence is con-
verted to the main component. As the explanatory power
of data changes declines, the first main component explains
the total data 68.64% of the change, while the other principal

Table 5: Correlation of assets.

Harvest Shanghai and Shenzhen
300 ETF

Harvest Shanghai and
Shenzhen 300 ETF

Harvest CSI
500 ETF

Cathay Pacific SSE 5-year
Treasury Bond ETF

Huaan Gold
Easy ETF

Harvest Shanghai and Shenzhen
300 ETF

1 0.694 -0.016 0.036

Harvest CSI 500 ETF 0 1 -0.012 -0.007

Cathay Pacific SSE 5-year
Treasury Bond ETF

0 0 1 0.107

Huaan Gold Easy ETF 0 0 0 1
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Figure 8: Four characteristics of data construction of four assets in the past three year-portfolio weight.

Table 4: Descriptive statistics of the daily return rate of assets.

Statistics
Harvest Shanghai and Shenzhen 300

ETF
Harvest CSI 500

ETF
Cathay Pacific SSE 5-year Treasury

Bond ETF
Huaan Gold Easy

ETF

Minimum -10.545 -10.536 -1.691 -3.800

Median 0.045 0.187 0.013 0.017

Max 9.165 9.412 2.285 4.622

Mean 0.077 0.064 0.016 0.015

Standard
deviation

1.543 1.782 0.214 0.847

Skewness -0.847 -1.242 0.472 0.562

Kurtosis 13.338 11.792 26.134 7.372

Sharpby 0.032 0.020 0.352 0.021
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components explained 25.52%, 0.05%, and 0.01% of the data
changes, respectively. The first principal component
explains most of the data changes. Among them, the weight
of Harvest CSI 300 ETF (159919) and Harvest CSI 500 ETF
(159922) are positive, and that of Cathay Pacific SSE 5-year
Treasury ETF (511010) and Huaan Gold Easy ETF (518880)
is negative, as shown in the figure. In the dynamic asset allo-
cation model, the construction of feature portfolios is not
fixed, because during the investment period, the covariance
of assets will change over time, so the weight of each asset
in each feature portfolio will also change with time, that is,
according to changes in investment opportunities and
changes in the covariance matrix of assets, the feature-
investment portfolio is dynamically constructed.

4.3. Comparative Analysis of Model Effects. The model pre-
diction effect evaluation is shown in Table 6. The Sharp pre-
diction model is shown in Table 7. In order to evaluate the
accuracy of the predictions of different asset return genera-
tion models, this paper uses the logarithmic prediction score
(LPS) and logarithmic prediction tail score (LPTS) evalua-
tion methods to compare the model prediction effects, that
is, the log prediction score and the log prediction tail. The
smaller the score, the better the prediction effect of the
model. In order to measure the investment performance of
the asset allocation model, the model can be used to predict
the expected portfolio return rate and volatility to evaluate
the model. Specifically, the Sharpe ratio is used to compare
the models. It is generally believed that the larger the Sharpe
ratio value, the model investment performance the better.
Because this kind of economic evaluation relies on the
assumption of the investor’s utility function, this kind of
evaluation is not reliable in a statistical sense. However, the
economic impact of the model will give investors a strong
incentive to use this method.

It can be seen from Table 6 that the logarithmic predic-
tion scores (LPS) of several models are relatively similar,
indicating that these models have good fitting effects on
the sample data, and the logarithmic prediction tail score
(LPTS) value is compared. It is found that the TSVL-DPM

model has the smallest score value, which is significantly
smaller than the SV-N model, indicating that the TSVL-
DPM model has the best effect in extreme event prediction.
It can be seen from Table 7 that the Sharpe ratio of the
TSVL-DPM model is the largest, indicating that the TSVL-
DPM model performs best in the dynamic asset allocation
strategy model.

5. Conclusions

For all current social enterprises, in the financial investment
project system, doing a good job of risk control has more
significant application significance. The important goal of
social enterprise management and development is to maxi-
mize the benefits, and financial investment activities them-
selves have income uncertainty. In this case, if each
enterprise wants to achieve the goal of maximizing benefits,
it needs to conduct a comprehensive risk analysis of finan-
cial investment activities and eliminate its risks as much as
possible to ensure that the project can obtain the corre-
sponding benefits. This paper chooses the EGARCH model
to describe the volatility of financial assets, adopts the
extreme value theory on the sample residual sequence after
parameter estimation, constructs the EGARCH-GPD model,
and finally realizes the dynamic value-added reseller (VaR)
estimation of financial assets. In the empirical analysis of
the combination model, the comparison with other classic
models and the return test results of VaR estimation show
that the combination model is indeed more accurate and
effective in estimating financial risk VaR. Through the
denoising, normalization, power spectrum analysis of these
three vibration signal sets, and the analysis of the vibration
signal in the normal state, the normal state standard thresh-
old is set. The training sample data set is obtained by com-
paring the vibration signal set in the state of broken teeth
with the normal standard threshold, and the verification
sample data set is obtained by comparing the vibration sig-
nal in the worn state with the normal standard threshold.

When financial institutions measure the market risk of
overseas financial assets, even if they use the VAR model,
they simply consider the risk of the price fluctuation of
financial assets in the country where they are located, and
there is no effective management of the exchange rate risk
after translation. This paper proposes to improve the tradi-
tional VAR model based on continuous time, which not only
considers the respective volatility of securities return and
exchange rate. VaR’s risk calculation method for financial
assets or investment portfolios is based on a statistical anal-
ysis of the past return characteristics to predict the volatility
and correlation of their prices, thereby estimating the maxi-
mum possible loss. Therefore, it is not the whole of system-
atic risk management based solely on the objective
probability of losses that the risk may cause, and only focus-
ing on the statistical characteristics of the risk. Because the
probability cannot reflect the willingness or attitude of the
economic subject to the risks it faces, it cannot determine
the share of the risk that the economic subject is willing to
bear and should avoid when faced with a certain amount
of risk. In the sensitivity analysis of the new VAR model,

Table 7: Forecast model Sharpby.

Model LPS TSVL-DPM TSV-DPM SV-N

Sharpby 3.54 3.37 2.82

Table 6: Model prediction effect evaluation.

Characteristic portfolio 1 2 3 4

LPS

TSVL-DPM 2.03 2. 10 2.13 2.09

TSV-DPM 2.04 2.14 2.15 2.14

SV-N 2.08 2.15 2.16 2.15

LPS0.05
TSVL-DPM 2.96 3.13 3.16 3.06

TSV-DPM 3.00 3.16 3.19 3.13

SV-N 3.05 3.18 3.21 3.12
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their relative and absolute VaR values are monotonically
increasing, and VaR is more sensitive to the correlation coef-
ficient than the volatility of financial asset prices and
exchange rates. In this paper, a fast numerical method is
proposed, and the vectorization analytical expression of the
objective function is derived. The parallel calculation of
tmcmc is realized, and the efficiency of model parameter
correction is greatly improved.
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To recreate high-resolution, more detailed remote sensing images from existing low-resolution photos, this technique is known as
remote sensing image superresolution reconstruction, and it has numerous uses. As an important research hotspot of neural
networks, generative adversarial network (GAN) has made outstanding progress for image superresolution reconstruction. It
solves the computational complexity and low reconstructed image quality of standard superresolution reconstruction
algorithms. This research offers a superresolution reconstruction strategy with a self-attention generative adversarial network to
improve the quality of reconstructed superresolution remote sensing images. The self-attention strategy as well as residual
module is utilized to build a generator in this model that transforms low-resolution remote sensing images into
superresolution ones. It aims to determine the discrepancy between a reconstructed picture and a true picture by using a deep
convolutional network as a discriminator. For the purpose of enhancing the accuracy, content loss is used. This is done to
obtain accurate detail reconstruction. According to the findings of the experiments, this approach is capable of regenerating
higher-quality images.

1. Introduction

People’s expectations for image quality have risen in tandem
with scientific and technological advancements and the wid-
ening of practical application domains. Image resolution is
the key basis for measuring image accuracy and clarity,
and the level of image resolution is positively correlated with
image clarity. As a result, meeting the public’s desire for
high-quality photographs is now a top priority for image
processing researchers.

In remote sensing imaging, people can use the acquired
remote sensing data for military target identification, envi-
ronmental monitoring, disaster research, and timely under-
standing and tracking of changes on the ground. A high-
resolution remote sensing image can provide more detailed
texture information and higher resolution. The richer fea-
ture information contained in the image provides a favorable
basis for the various research and application of remote
sensing images. However, in the remote sensing imaging
process, the distance between the target and the imaging sys-
tem is relatively long, and it is also affected by some other

factors. The quality of the obtained remote sensing image
is often low, which makes the local area in the image blurred,
part of the information is lost, and the target recognition is
low, which cannot meet people’s data requirements [1–5].

Improving the hardware conditions of imaging equip-
ment is the most direct and effective way to obtain superre-
solution images. This method is mainly divided into two
kinds: improving the manufacturing process of the sensor
to reduce the pixel size. However, as the pixel size continues
to decrease, the amount of light it obtains becomes smaller,
and shot noise will eventually be introduced. This leads to
reduced image quality. The second is to increase the number
of photosensitive elements on the sensor to increase the
number of pixels. This approach will lead to a significant
increase in economic costs and limit the development and
application of high-resolution image technology through
hardware methods.

Image superresolution reconstruction is a software tech-
nique that reconstructs a high-resolution image from a series
of lower-resolution photos. As a result of this method’s abil-
ity to overcome the limits of current hardware technology, it
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is inexpensive and easy to implement and can be used with
any current picture system. Economic, practical, and
extremely viable are all attributes of superresolution recon-
struction technology. This technology is not just useful for
image processing in remote sensing. Medical imaging and
video surveillance are two examples of where it might be
used. It offers major theoretical significance and vast appli-
cation potential to use software technologies to improve
the resolution of remote sensing images [6–10].

Scholars in the United States and elsewhere have used
cutting-edge artificial intelligence algorithms in the field of
image superresolution reconstruction, thanks to the rapid
growth of AI, machine learning, computer vision, and other
technologies. A new area of machine learning called deep
learning enables computers to build more complex notions
from simpler ones. In deep learning, it is possible to improve
the quality of the rebuilt image while also reducing the com-
putation time. There are numerous academic benefits and
potential applications for using the network model of deep
learning to rebuild satellite picture resolution [11–15].

The following are the paper’s innovations: (1) Using a
self-attention generating adversarial network, a technique
for recovering the texture features from a rebuilt superreso-
lution remote sensing image is presented to address this
challenge. (2) In order to enhance the quality of superresolu-
tion image reconstruction, optimize content and perceptual
loss. (3) Many experiments have proven that the proposed
method is reliable and correct, and it performs better on
common datasets.

Our paper is organized as follows: Section 1 is an intro-
duction. In Section 2, the related work is introduced. In Sec-
tion 3, the proposed method is explained in detail. In Section
4, extensive experiments are conducted to verify the effec-
tiveness of the proposed method. Section 5 is a conclusion.

2. Related Work

The interpolation-based superresolution method used differ-
ent interpolation functions to fit the known pixel values of
the surrounding neighborhood and then calculated the pixel
for the position which is needed to be interpolated. Litera-
ture [16] used the geometric duality of images with different
resolutions to estimate the pixels to be interpolated by calcu-
lating the local covariance for low-resolution images. Litera-
ture [17] proposed an image interpolation algorithm
combining soft decision estimation and piecewise autore-
gressive reconstruction model. Each interpolation process
could estimate a group of pixels at the same time, which
effectively improved the edge and texture structure for inter-
polated images. Literature [18] proposed an adaptive inter-
polation algorithm, which first estimated high-resolution
image gradient from low-resolution picture, and then used
it as a constraint, which could reconstruct the high-
resolution picture. Literature [19] introduced new model
parameters on the basis of moving least square interpolation
to recover more image details.

The reconstruction-based superresolution method ana-
lyzed factors such as downsampling, blur, and noise that
cause image degradation, established a physical model for

image degradation, and estimated the original high-
resolution picture by optimizing the objective function. Lit-
erature [20] proposed a convex set projection method to
achieve superresolution reconstruction and used the inter-
section of convex sets generated by the solution space under
different constraints to obtain high-resolution images. Liter-
ature [21] proposed an iterative back-projection method,
which substitutes the initially estimated high-resolution pic-
ture to the degradation model to generate the degraded
image. That iteratively updated the reconstructed image by
optimizing the error between it and the actual low-
resolution image. Literature [22] utilized the maximum pos-
terior probability estimation method to estimate high-
resolution pictures when posterior probability is the largest.
Literature [23] proposed a regional spatial adaptive full var-
iational reconstruction model and added the processing pro-
cess of spatial information filtering and information weight
clustering. While restoring the edge details of the image,
the interference of noise is suppressed. Literature [24] pro-
posed a superresolution reconstruction algorithm with adap-
tive regularization parameters, which used the particle
swarm optimization algorithm to solve appropriate regular-
ization parameters for different image regions, which
improved the quality of image reconstruction. Literature
[25] estimated the high-resolution target picture with maxi-
mizing the likelihood, and the reconstructed image had
obvious edge and texture features.

In the learning-based superresolution method, a large
number of training samples were used to understand the
mapping relationship between high-resolution and low-
resolution images. The high-resolution image that corre-
sponds to the low-resolution image could then be obtained
by using this mapping relationship. Literature [26] suggested
an instance learning-based strategy for superresolution
reconstruction building a Markov network to learn the map-
ping from low-resolution picture block sizes to high-
resolution image block sizes. After that, you could perform
superresolution reconstruction using the network model
you learned before. Literature [27] built a Markov random
field using the maximum posterior probability and then used
the belief propagation technique to maximize the estimate of
model parameters. This enhanced the rebuilt image’s edge
sharpness and texture details. In the literature, a neighbor-
hood embedding reconstruction algorithm based on local
linear embedding was proposed by literature [28]. The
approach leveraged the local linear embedding of manifold
learning to rebuild high-resolution images when the associ-
ated low-resolution image blocks had similar local manifold
structures. Literature [29] had shown that using a binary tree
complex wavelet transform to extract the image’s feature
information allows for superresolution reconstruction while
still preserving the image’s rich features. Literature [30]
showed that only the final layer uses subpixel convolution
for image upsampling, which minimized the computational
complexity of the network model. Reconstruction networks
with 20 convolutional layers were proposed in literature
[31], and residual learning and gradient clipping were used
to ensure the efficiency and stability of the networks’ conver-
gence. Deep networks had fewer training parameters
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because literature [32] employed a recursive structure to
share weight parameter values. Literature [33] employed an
adversarial network to generate a superresolution image
reconstruction and recovered more image texture informa-
tion. A single network model was presented in literature
[34] for achieving arbitrary scale superresolution reconstruc-
tion. The network’s upsampling module accepted the super-
resolution reconstruction multiple as an input parameter,
and the weight of the convolutional layer is dynamically pre-
dicted, and upsampling in various proportions was per-
formed on that anticipated weight. Literature [35]
introduced the superresolution reconstruction network with
a feedback mechanism and used the feedback’s in-depth data
for guidance in expressing the network appropriately,
improving picture reconstruction.

3. Method

Using a self-attention generative adversarial network, this
chapter provides a paradigm for superresolution reconstruc-
tion (SAGAN). The discriminator employs a deep convolu-
tional neural network and adversarial loss to optimize the
training of the superresolutionmodel, while the generator uses
a deep residual network that combines an attention mecha-
nism with a residual network module. The content loss func-
tion of the model is based on the Charbonnier loss function.
While this is going on, the feature value before activation for
the VGG network is applied to generate perceptual loss, which
can obtain precise texture detail reconstruction.

3.1. Overall Framework. To estimate the superresolution
image from a low-resolution image, the superresolution
reconstruction problem uses a low-resolution image. This
image is as close as possible to the original superresolution
photograph. A generator network Gmust be trained to solve
this problem, and the parameters of the network can be rep-
resented by the symbol θ for the network. Low-resolution
images are fed into the generator network, and the output
is rebuilt superresolution images, namely,

ÎS =Gθ ILð Þ, ð1Þ

where ÎS is the reconstructed superresolution image, IL rep-
resents the low-resolution image, and θ should satisfy

θ = arg max
θ

〠L ÎS, IS
� �

, ð2Þ

where L is loss and IS is the true superresolution image.
Superresolution picture reconstruction requires training

a generator network and a discriminator network to tackle
the task effectively. Generators and discriminators make up
the system’s overarching framework. To begin, the generator
tries to make the low-resolution picture look like a true
superresolution picture, while the discriminator looks for
differences between the two. Figure 1 depicts the overall
model’s block diagram.

Ultimately, the goal of this research is to develop a gen-
erator network that can produce superresolution images that

are as close to actual ones as feasible. The self-attention layer
as well as residual self-attention is introduced and embedded
to accomplish this. It is capable of superior superresolution
picture reconstruction by utilizing global feature informa-
tion. Our method replaces the standard BatchNorm layer
for the generator with an instance normalization layer.
Additionally, the resemblance between generated picture
and the original picture can be assessed further thanks to
the use of content loss optimization techniques. The percep-
tion loss is also optimized, and perception loss is calculated
using features before activation of the VGG19 network.

3.2. Self-Attention Mechanism Layer. Deep learning
researchers originally advocated using the attention mecha-
nism for natural language processing. It is capable of removing
regions from the global area that are not as important, which is
crucial for jobs like natural language processing. Internal cor-
relation in the data distributions can be captured better with
this technique, and the need for external information is
reduced. To focus on a specific location, the human eye
quickly analyzes the entire image. The primary objective of
the self-attention model is also to choose from a big amount
of information that is more critical for the current aim.

It is more efficient to simulate the multilevel dependen-
cies between picture regions when using the self-attention
mechanism module in deep learning. The self-attention
mechanism is critical in models that must account for global
interdependencies. The majority of GAN-based picture gen-
erating models now use convolutional layers to create their
convolutions. However, because convolution only processes
local information, modeling global image dependencies with
just the convolution layer is computationally inefficient.
With the self-attention mechanism, the image’s long-range
and multilevel dependencies can be dealt with more effec-
tively, and the generation for near and far details in the pic-
ture may be coordinated. To better reconstruct
superresolution picture’s texture details, consider adding
the self-attention layer to the generator’s residual module
as well as using global information. Figure 2 depicts the
hypothesized self-attention mechanism’s structural diagram.

As a result of applying two convolutional layers on top of
the residual block’s second feature map, we can get the two
feature spaces aðxÞ and bðxÞ, respectively. Pixel features are
extracted using aðxÞ, and global features are extracted using
bðxÞ. The attention map is created by taking aðxÞ and bðxÞ
and translating them into the following:

αji =
exp βij

� �

∑N
i=1exp βij

� � , ð3Þ

βij = a xið Þb xj
� �

, ð4Þ
where αji represents the model’s attention for the ith posi-
tion while processing the jth area; then, the output is

εi = 〠
N

i=1
αjic xið Þ: ð5Þ
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Add the output from the attention layer back to the
input feature map after multiplying it by the scale parameter.
As a result, here is what we have:

yi = γεi + xi, ð6Þ

where yi is the final output and the initial value of γ is set as
zero. The extracted feature map will be fed into the next
attention mechanism network, and the feature extraction
and learning process will be repeated. Adding a self-
attention layer to the generator’s residual module improves
image reconstruction by making greater use of global feature
data. This aids in the recovery of high-resolution photos’
texture information.

3.3. Instance Normalization. In many image classification
tasks, batch normalization is proved to be efficient. Never-
theless, this normalizing strategy reduces the performance.
Instance normalization was first proposed in image style
conversion. The instance normalization layer allows
instance-specific contrast information to be removed from
content images. This simplifies the generation process and
can greatly improve image quality.

Instance normalization itself is a very simple algorithm,
especially suitable for scenes where the batch size is small
and each pixel is considered separately, because it calculates
the normalized statistics without mixing the data between

batches and channels. For this kind of application scenario,
it is generally considered to use instance normalization. In
image applications, the value on each channel is relatively
large, so a more appropriate normalized statistic can be
obtained. When doing picture style conversion, this is
employed to greatly improve the end result. SAGAN’s pic-
ture superresolution reconstruction model considers using
an instance normalizing layer in place of the generator’s
batch normalization layer in order to increase speed. One
way to generate a single picture instance is by doing instance
normalization on a single image. Using this example regular-
ization formula, we may express as

ytcmn =
xtcmn − μtcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σtc2 + ν
p , ð7Þ

μtc =
∑H

h=1∑
W
w=1xtchw

HW
, ð8Þ

σtc
2 = ∑H

h=1∑
W
w=1 xtchw − μtcð Þ2
HW

, ð9Þ

in which H and W denote the image’s height and width and
xtcmn denotes the tcmnth image in the batch, where m and n
are the image’s spatial dimensions, c is the input feature
channel, and t is the batch’s index.
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3.4. Loss Function. SAGAN uses adversarial loss in the loss
function to reconstruct images with crisp textures at high
resolution. The discriminator network is deceived as much
as possible by the superresolution image rebuilt by the gen-
erator network. The adversarial loss is

L G,Dð Þ = EIS~ÎS log Dθ ISð Þ½ � + EIL~ÎL log 1 −Dθ Gθ ILð Þð Þð Þ½ �,
ð10Þ

where DθðISÞ represents the reconstructed superresolution
picture, IS is the true superresolution picture, and IL repre-
sents the low-resolution image.

GANs have traditionally used JS divergence as a way to
gauge how far real-world data differs from the generated
data’s probability distribution. There are no valid gradients
for training if you use JS divergence to estimate the probabil-
ity distribution. Because the distance between the generated
sample and the real sample is discontinuous in high-
dimensional space, the created sample cannot be compared
to the genuine sample. GAN cannot practice because there
are not any junction points. The distance between two distri-
butions is calculated using the Wasserstein distance rather
than the JS divergence in this article. The lowest gap between
the real sample distribution and the produced sample distri-
bution is used to calculate the Wasserstein distance. In the-
ory, the Wasserstein distance is differentiable almost
everywhere. Therefore, it can quickly and effectively guide
the training of the GAN model. In the adversarial training
process, the adversarial loss based on the Wasserstein dis-
tance is

Lw G,Dð Þ = EIS~ÎSDθ ISð Þ − EIL~ÎLDθ Gθ ILð Þð Þ: ð11Þ

When all samples are considered, the generator loss and
discriminator loss are both defined as

LG = −〠Dθ Gθ ILð Þð Þ, ð12Þ

LD =〠 Dθ ISð Þ −DθDθ Gθ ILð Þð Þð Þ: ð13Þ
To determine how comparable reconstructed superreso-

lution picture and target superresolution picture are, a loss
must be built between the two images during the experimen-
tal training procedure. As long as the difference between the
reconstructed and target superresolution images is being
measured with MSE, model training will have a much
smaller impact, because the reconstructed image will be
excessively smooth and lack realism if only pixel-level recon-
struction is used. In most image superresolution reconstruc-
tion techniques, the difference between reconstructed and
target images is calculated using perceptual loss at the
moment. Contrary to popular belief, perceptual loss has
been extensively studied and exploited in image superresolu-
tion reconstruction methods.

When using a pretrained deep network, perceptual loss
is often embedded on the activation layer, and associated
loss function is derived using the activated feature value.
However, as the network depth increases, the number of

activated features decreases, making it difficult to keep track
of everything. As a result, SAGAN calculates perceptual loss
using feature value, and feature value before activation better
represents the image’s feature information. It is capable of
keeping an eye on the reconstructed image’s texture and
comparing it to the original. Prior to applying an activation
layer, a trained VGG19 is applied to get the feature value.
Perceptual loss is computed by comparing Euclidean dis-
tance between superresolution picture feature map gener-
ated and image’s initial feature:

LP =〠 V ISð Þ − V Gθ ILð Þð Þð Þ2�
, ð14Þ

where V is the VGG19 module.
A content loss function must be incorporated into the

model to guarantee that the generated superresolution pic-
ture and original picture have similar content. SAGAN
replaces the usual L2 loss with Charbonnier loss to increase
the network’s performance. Charbonnier loss is

LC =〠 ρ IS − Gθ ILð Þð Þð Þð , ð15Þ

where ρ is the Charbonnier penalty function. For this rea-
son, it has stronger supervision capabilities than other types
of losses and is more robust for Charbonnier’s loss. Adding
up all of the above losses, the generator network model has
a total loss of

L = LP + λ1LG + λ2LC , ð16Þ

where λ1 and λ2 are two weights for loss.

3.5. Generator and Discriminator Structure. The generator’s
primary job during training is to produce images with a high
level of resemblance to real high-resolution images. In order
to discriminate between a reconstructed and true superreso-
lution image, the discriminator must be used. After training
the generator and discriminator, the generated network is
the needed network for superresolution picture reconstruc-
tion. Different convolution kernels, downsampling, self-
attention residuals, and picture reconstruction via upsam-
pling all make up the generator network. The generator
structure is shown in Figure 3.

An image can be reconstructed using three distinct con-
volution kernel sizes (3 × 3, 5 × 5, and 7 × 7) and then con-
volved across three different receptive fields
(3 × 3, 5 × 5, and 7 × 7). Next, a 1 × 1 convolutional layer is
applied with a PReLU activation function on the convolved
feature map and the original picture, and the results are
delivered to the Concat layer. Convolutional layers and
self-attention layer are employed in a single self-attention
residual module. Next comes the instance normalization
layer, followed by the convolutional layer. The activation
strategy makes use of PReLU, and the jump connection is
inserted. An additional jump connection is embedded to
the last output layer for the self-attention residual block. It
is utilized for image pixel amplification. At the same time,
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massive deep network layers are increased to improve image
reconstruction in the image upsampling part.

A deep convolutional neural network is utilized in the
discriminator network. BatchNorm is still employed in the
discriminator network because of its efficacy in image classi-
fication tasks, while LReLu is utilized as the activation func-
tion. The structure is illustrated in Figure 4.

With the convolutional layer, the feature map is sent to
the fully connected layer, where it is classified using the sig-
moid activation function. Generator and discriminator
minimization leads to better visual quality while generating
high-resolution photos.

4. Experiment and Discussion

4.1. Dataset. Three remote sensing picture datasets are used
in this article. UC Merced’s land use dataset (UC) is the first

one to use [36]. The training picture set has 80 photos cho-
sen at random, whereas the testing image set contains 20
images chosen at random from the training image set.
NWPU-RESISC45 (NW) is the second [37]. The dataset
consists of 45 different types of scenes, each of which has
700 photos. The dataset’s size is the same as the UC dataset,
and all of the images are 256 × 256 pixels. A random sample
of 100 photographs from each type of scene is chosen at ran-
dom and added to the training image set. Then, from the rest
of the photos, randomly select 10 images from each scene
type to include in the testing set. The dataset is shown in
Table 1.

In this work, peak the signal-to-noise ratio (PSNR) and
structural similarity (SSIM) are utilized to evaluate the per-
formance. These are two different performance indicators,
and the performance of the algorithm can be evaluated from
different aspects.

4.2. Comparison with Other Methods. SAGAN proposed in
this paper is compared with Bicubic [38], SRCNN [39],
ESPCN [30], and MSRN [40]. To ensure fairness, all
methods are all retrained and tested from the same set of
remote sensing images. Experimental details are illustrated
in Tables 2 and 3.

There is a 3 dB to 5 dB difference in PSNR between
SAGAN and SRCNN/ESPCN for both datasets. The out-
comes of image superresolution reconstruction have been
greatly improved as a result of significant advancements.
SRCNN and ESPCN, on the other hand, are only capable
of extracting a few features. Deep networks like SAGAN
and MSRN outperform SRCNN and ESPCN in terms of per-
formance. The approach in this research has higher objective
indicators PSNR and SSIM on the two datasets for the deep
network MSRN when compared to the SAGAN method.
Here is a way to demonstrate how much better SAGAN is
than the alternatives.
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Figure 4: Discriminator network.

Table 1: The dataset details.

Dataset Scenes Size Total Training Testing Resolution

UC 21 256 × 256 2100 1680 420 0.3

NW 45 256 × 256 31500 4500 450 0.2-30

Table 2: Comparison with other methods on UC.

Method Bicubic SRCNN ESPCN MSRN SAGAN

PSNR 26.8 29.7 31.5 34.8 35.4

SSIM 0.64 0.78 0.82 0.93 0.94

Table 3: Comparison with other methods on NW.

Method Bicubic SRCNN ESPCN MSRN SAGAN

PSNR 27.9 30.8 32.5 34.9 35.6

SSIM 0.67 0.82 0.85 0.93 0.95
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4.3. Evaluation on Self-Attention Mechanism Layer. Self-
attention mechanisms are used to extract more discrimina-
tory features from the pipeline in this study. We conduct a
comparative experiment to examine the model’s perfor-
mance with and without a self-attention mechanism layer
to demonstrate the strategy’s efficacy. Experimental results
on two datasets are illustrated in Figure 5. NSA represents
having no self-attention layer. SA represents having a self-
attention layer.

Obviously, with the introduction of the self-attention
layer, both the PSNR and SSIM for the model can be
improved. On the UC dataset, the gains of PSNR and SSIM
are 1.5% and 0.03. On the NW dataset, the gains of PSNR
and SSIM are also 1.5% and 0.03. These data can verify the
correctness of using the self-attention mechanism layer.

4.4. Evaluation on Instance Normalization Layer. In this
work, an instance normalization layer is embedded in the
pipeline to normalize features. To verify the effectiveness of
this strategy, a comparative experiment is conducted to
compare the performance for the model with and without
an instance normalization layer. The experimental results
on two datasets are illustrated in Figure 6. NIN represents
having no instance normalization layer. IN represents hav-
ing an instance normalization layer.

Obviously, with the introduction of the instance normal-
ization layer, both the PSNR and SSIM of the model can be
improved. On the UC dataset, the gains of PSNR and SSIM
are 1.1% and 0.02. On the NW dataset, the gains of PSNR
and SSIM are also 0.9% and 0.02. These data can verify the
correctness of using the instance normalization layer.
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Figure 5: Evaluation on self-attention mechanism layer.
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Figure 6: Evaluation of instance normalization layer.
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4.5. Evaluation on Loss. In this work, a mixed loss consisting
of generator loss, content loss, and perceptual loss is pro-
posed to optimize the network. To prove the effectiveness
of this strategy, we first conducted a comparative experiment
to compare the training loss of the model with different
losses. Experimental results are illustrated in Figure 7. GL
is generator loss. CL is content loss. PL is perceptual loss.
ML is mixed loss proposed in this work.

As the number of iterations increases, the loss value for
the network gradually decreases and finally converges
steadily. But it should be noted that, compared with other
individual loss functions, the combined loss proposed in this
paper has the lowest corresponding loss in any iteration.
This can effectively prove the reliability and correctness of
the loss in this article.

To further verify the effectiveness of this loss combina-
tion strategy in this article, this article also conducts another
set of comparative experiments to compare the effects of dif-
ferent loss combinations on model performance. Experi-
mental results on two datasets are illustrated in Table 4.

It can be seen that compared with any single loss, the
loss of our combination is higher than their performance.
In addition, with the gradual introduction of losses, the per-
formance of the model is gradually increasing. This shows

that combining different losses can effectively make network
learning more discriminative features. And compared with
the loss of any other pairwise combination, the best perfor-
mance can be obtained by combining three kinds of losses.
This also further proves the correctness and reliability of
the loss proposed in this article.

5. Conclusion

Superresolution reconstruction technology can use software
algorithms to effectively improve the resolution of remote
sensing images without being restricted by hardware devices.
This method has low cost and high universality. Vigorous
development on deep learning technology has made image
superresolution reconstruction technology a research hot-
spot. Among them, the generative adversarial network, as a
classic algorithm in deep learning, has developed rapidly in
superresolution reconstruction, and many excellent and
effective algorithm models have emerged. However, most
networks are for general images, and there are still many
deficiencies and room for improvement in the reconstruc-
tion methods of remote sensing images. This thesis studies
the generative countermeasure network, focusing on super-
resolution reconstruction with a generative adversarial net-
work on remote sensing images. This paper proposes a
superresolution reconstruction algorithm with a self-
attention strategy. The first step is to add a self-attention
layer to the generator network so that global features may
be efficiently utilized when reconstructing high-resolution
images. Replace the BatchNorm layer with the instance nor-
malization layer based on the deep network structure. Once
you have optimized the content loss, compare the recon-
structed superresolution image to the original to see how
closely they compare in terms of resolution. The final step
is to optimize and generate perception loss based on the fea-
ture value prior to activation of the VGG19 network. Prior
to activation, the features provide a more accurate
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Figure 7: The training loss on two datasets.

Table 4: Evaluation on different losses.

Loss
UC NV

PSNR SSIM PSNR SSIM

GL 33.2 0.89 34.1 0.91

CL 33.5 0.90 34.3 0.91

PL 33.7 0.91 34.5 0.92

GL+CL 34.6 0.92 34.6 0.93

GL+PL 34.8 0.92 34.8 0.93

CL+PL 35.1 0.93 35.2 0.94

ML 35.4 0.94 35.6 0.95
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representation of the image’s feature information. It is now
possible to examine the texture consistency in order to con-
firm that the reconstructed image is accurate. According to
results from experiments, the suggested approach improves
PSNR and SSIM scores compared to existing algorithms,
while also providing greater realism and clarity in the recon-
structed image’s textures.
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The datasets used are available from the corresponding
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Ecological landscape space refers to a whole composed of many different ecosystems in a larger area. The spatial structure of the
ecological landscape is the spatial arrangement and combination of the components and elements of the landscape. With the
sustainable development of today’s world, the procedure of urbanization is also accelerating. The urbanization procedure has
significantly changed the types of urban landscapes and the spatial structure of urban landscapes, which will also produce
corresponding ecological effects. No matter how good or bad the ecological effect is, it will have a certain impact on people’s
lives. Therefore, continuously promoting the majorization of the spatial structure of urban ecological landscape is a significant
method to promise the healthy improvement of the city. This article is aimed at studying the optimal design of urban
ecological landscape spatial structure based on edge computing of the Internet of Things. This paper uses city A as the
experimental object to design a space structure majorization experiment of urban ecological landscape based on the edge
computing of the Internet of Things, and the experiment draws a conclusion. The urban ecological landscape structure
majorization plan based on the edge computing of the Internet of Things increases the biodiversity index of city A by 1.2,
indicating that the method of optimizing the structure of the ecological landscape based on the edge computing of the Internet
of Things has a better effect of optimizing the structure of the ecological landscape.

1. Introduction

Cities have always been places where mankind lives and
seeks development and are also the center of technological
innovation, economic development, and social development.
It can be said that cities are the most important living envi-
ronment for mankind. In the procedure of urban develop-
ment, various problems are usually encountered, and the
ecological problem is one of the most important problems.
The problems of urban ecological environment are often
caused in the space of urban ecology landscape. With the
continuous acceleration and deepening of contemporary
urbanization, the types and structures of urban ecological
landscapes have also undergone significant changes. How-
ever, changes in the spatial structure of the urban ecological
landscape will inevitably have a certain impact on the urban
ecological environment.

In the procedure of urbanization, more and more natural
landscapes and agricultural land in urban areas are continu-

ously transformed into urban construction land, which has
led to the continuous increase in urban greenhouse gas emis-
sions. The development of urban industry has led to an
increase in emissions of fossil combustion exhaust gas in
urban areas. Moreover, due to the sustained growth of urban
building land, the urban ecology type of land is reduced,
which leads to aggravation of urban landscape fragmenta-
tion and destroys the original ecological function and land-
scape function of urban ecological landscape. The
destruction of the ecological functions and functions of the
urban ecological landscape will cause the material and
energy circulation in the urban ecological system to be hin-
dered in time and space, which will cause a huge adverse
impact on the urban regional ecological system. At the same
time, the destruction of the spatial structure of the urban
ecological landscape will also lead to other global ecological
and environmental problems. For example, severe weather
such as urban heat island effect, air pollution, water pollu-
tion, greenhouse effect, smog, and sandstorms has increased.
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The aggravation of such environmental problems will
undermine the sustainable development of the global ecolog-
ical environment. It has destroyed the living environment of
human beings all over the world and threatened the survival
and development of all human beings on the earth. There-
fore, the research on how to promote the continuous major-
ization of the dimensional structure of urban ecological
landscape and protect the urban ecological environment
has extremely important practical significance.

Edge computing refers to the use of an open platform
that integrates network, computing, storage, and application
core capabilities on the side close to the source of objects or
data to provide the nearest end service. The innovation of
this article lies in the idea that combining with the edge
computing of the Internet of Things, it discusses a beneficial
method to promote the optimal design of urban ecological
landscape spatial structure.

2. Related Work

Because the research on how to promote the continuous
majorization of the spatial structure of urban ecological
landscape has extremely important practical significance.
In recent years, more and more researches on how to pro-
mote the continuous majorization of the spatial structure
of urban ecological landscape have emerged in the academic
circles. Among them, Min et al.’s main content is the study
of forest ecological landscape structure in urban ecological
landscape. They conducted a quantitative analysis of the
urban forest ecological landscape structure in the built-up
area of Jinan and proposed a majorization strategy for the
forest ecological landscape structure through RS and GIS
technology [1]. The research of Chao et al. mainly analyzed
the relationship between the urban green space ecological
landscape structure and social economic variables in differ-
ent cities in the Munich region of southern Germany. They
combined the multicity dynamic scenario modeling method
to compare and evaluate the impact of different urban green
space ecological landscapes on social and economic develop-
ment [2]. Cui et al. found that rapid urbanization led to
more fragmentation of urban green space and at the same
time reduced the connectivity of urban green space. There-
fore, they use a geographic information system and remote
sensing technology to solve the problem of a green space
ecological source through landscape spatial pattern analysis
and ecological connection index analysis method [3]. The
research of Oehrlein et al. mainly focuses on the total scale
and accessibility of urban green spaces. They proposed a
new method that takes a linear algorithm as the core to eval-
uate the scale and accessibility of urban green space in a
comprehensive manner and can calculate the optimal distri-
bution ratio between urban residential areas and green space
[4]. Dobbs and others believe that vegetation is one of the
main resources for cities to participate in ecosystem func-
tions and provide ecosystem services. They studied the rela-
tionship between the landscape structure of more than one
hundred cities in the world and factors such as population,
socioeconomic, and climate and concluded that the best
description of the urban landscape is the number, fragmen-

tation, and spatial distribution of vegetation [5]. Soltanifard
and Jahari’s research evaluated the spatial characteristics of
the ecological quality of urban green spaces. Through spatial
analysis and correlation testing, they made a thorough
inquiry of the connection between the ecological landscape
and ecological quality of the green space and reached a con-
clusion. If the scope and continuity of urban green space are
too low, it will not be able to effectively support some key
ecological services [6].

3. Majorization Method of Ecological
Landscape Spatial Structure

The urban ecological landscape space refers to the urban
ecological whole composed of many different ecological sys-
tems in the entire urban area. The spatial structure of urban
ecological landscape is the spatial arrangement and combi-
nation of important components of the urban ecological
environment system. The urban ecological landscape struc-
ture can be shown in Figure 1.

3.1. Edge Computing of the Internet of Things. Due to the
accelerated popularization and development of mobile net-
work technology and Internet of Things technology, today’s
world has entered a new era of Internet technology where
everything can be connected. In this context, the number
of mobile verge devices on the Internet will increase dramat-
ically. The massive amount of data generated at the bottom
of the Internet of Things perception will cause the number
of cloud computing transmission loads to increase rapidly,
which will also easily lead to relatively long Internet delays
[7]. As a new technology to improve the experience of using
network resources, the edge computing technology of the
Internet of Things can be used for computing and storage
services at the verge of the Internet due to its proximity to
the data source. And it can provide users with a task transfer
platform, which effectively reduces the delay of Internet data
transmission. The edge computing technology of the Inter-
net of Things refers to providing users with nearby network
resource services on an open platform with network trans-
mission, computing, and storage functions on the side clos-
est to the source of things or data. Edge computing
applications are launched at the verge of the network, and
its service response speed is relatively fast, which can meet
the basic needs of various industries in real-time processing,
intelligent computing, and privacy protection. The edge
computing of the Internet of Things is located between the
physical entity and the industrial connection, and it is
located on the top of the physical entity, which is completely
different from the traditional cloud computing technology.
Cloud computing technology can still access historical data
generated by edge computing. In fact, people can regard
edge computing as the eyes, ears, and limbs of the entire
computer intelligent system. Although the core server of
the computer intelligent system can make the intelligent sys-
tem have relatively strong artificial intelligence, it will not be
able to function if it lacks edge computing capabilities. And
various big data procedureing applications often encounter
the difficulty of not being able to collect suitable data, and
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edge computing can solve this problem for the big data algo-
rithm of the core server. It can be drawn that the edge com-
puting of the Internet of Things not only compensates for
the transmission delay of the cloud computing platform
but also meets the needs of core server computing expansion
[8]. The basic framework of IoT edge computing is shown in
Figure 2.

As a new architecture, IoT edge computing has its own
unique characteristics [9]. The main difference between it
and cloud computing lies in its service location, resource
performance, and service quality [10]. The main features of
IoT edge computing are as follows: first, relative to cloud
computing, IoT edge computing is physically closer to the
ground, as shown in Figure 3.

Second, the service node of edge computing is relatively
low. Traditional cloud computing services are driven by
ultra-high-performance infrastructure, but mobile edge
computing only needs to process a small range of data in
advance to provide real-time response functions. Finally,
edge computing obeys multiple communication protocols.
The edge computing of the Internet of Things can not only
realize the short-distance transmission of the Internet of
Things center but also support the connection of the cloud
computing data center to realize the long-distance network
transmission of the Internet [11]. They are the main distin-
guishing features between edge computing and cloud com-
puting of the Internet of Things.

All in all, IoT edge computing is a network service tech-
nology that can achieve low latency, fast transmission, and
link capacity improvement and energy efficiency.

3.2. The Edge Computing Resource Distribution Algorithm of
the Internet of Things. The edge computing resource distri-
bution algorithm of the Internet of Things is an algorithm
that can reduce the cost of small- and medium-sized base
stations in the local area network, so as to satisfy the energy
depletion limits in the enduring majorization procedure and
finally achieve network resource load balancing [12]. This
algorithm first establishes a task load model, analyzes the
total amount of tasks received by the base station, and then
establishes a calculation model to predict and analyze the
cost of local calculation and offload calculation of tasks from
the perspective of time delay and energy depletion. Then,
establish a credit model to conduct risk assessment on the

offload target selected by the base station. Finally, a marginal
cost model is established, and the way to complete the task is
selected through this model [13].

The first is the task load model. Assuming that the
upload of user terminal s tasks follow the Poisson distribu-
tion and its average task upload rate in the time interval t
is i, the average task load rate on the base station is

ϑi =〠
s

πi
s: ð1Þ

Next, establish a calculation model. First, the calculation
energy depletion of the base station is linearly related to the
task load, so the local calculation energy depletion can be
shown as follows:

Es
i = kω2

i β
i: ð2Þ

Among them, k is the energy depletion of one CPU
cycle. Because of the limited computing power of the base
station, the task load needs to be procedureed in order
[14]. Therefore, the average calculation postponement for a
task to be completed on the base station is

Di
k βi
� �

= 1
ui

− ωi: ð3Þ

Among them, A represents the amount of tasks that has
to be programmatic on the base station per unit time. Simi-
lar to the calculation delay, with the aim of facilitating the
calculation, the average transmission delay can be obtained
by modeling the M/M/1 queuing system as

DsiβI = 1
γi
β: ð4Þ

Namely,

DsiβI = v
1 − γi

: ð5Þ

Among them, v represents the time that the network
broadband serves a task. In summary, in each time interval
t, the sum of the time delays for the completion of tasks
on the base station is

Dtβ = γIiD
itβi +〠

it

βt: ð6Þ

The total energy depletion of the base station is

EI
i βI
� �

= Eit : ð7Þ

Next is the trust model: since base stations are deployed
by SBSs by users, compared to task local procedureing or off-
loading to cloud procedureing, offloading to other base sta-
tions may have a higher risk of security and privacy
leakage. Therefore, when selecting peer-to-peer offloading

Figure 1: Urban ecological landscape structure.
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objects, the trust issue between base stations needs to be con-
sidered [15]. Assume that the trust value between the base
stations is

Ti
t =

di
∑edi

∗ βi: ð8Þ

Among them, Ti
t is the trust value between the base sta-

tions, and when the trust values of the two base stations are
both 0, Ti

t=1. Using the social trust network, the security risk
cost of transferring the computing task of one base station to
other base stations is modeled as follows:

Ri
t =〠

e

βitRit : ð9Þ

Namely,

Ri
t =〠

e

ωiβit I − Tið Þ: ð10Þ

Among them, A is the conversion of security risks into a
value equivalent to currency costs and B is the amount of
offloading calculations between each base station. Next, in
order to more intuitively show the difference in cost between
local calculation and offload calculation, four auxiliary
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Figure 2: The basic framework of IoT edge computing.
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functions are set using the concept of marginal cost [16], as
shown in the following:

Marginal calculation delay function:

dit βitð Þ = 1
ui

+ βit: ð11Þ

Namely,

dit βitð Þ = uit
βit

: ð12Þ

Marginal transmission delay function:

gi γið Þ = v
γ − vγitð Þ : ð13Þ

Marginal uninstall risk function:

ri =
∂ βið ÞR
∂γt

: ð14Þ

The marginal function of cost required to complete the
task:

ℵit =wc βitð Þ +wr: ð15Þ

In the procedure, the unit is unified in the calculation
model and the trust model; that is, operating expenses and
risk expenses are converted into corresponding costs. This
concludes the basic flow of the entire algorithm. The basic
procedure of the edge computing resource distribution algo-
rithm of the Internet of Things can be shown in Figure 4.

Among them, the trust model refers to the model of
finding and traversing the trust path when establishing the
trust relationship and verifying the certificate. The trust
model of urban landscape spatial structure refers to a model
that finds and facilitates the trust path when establishing the
trust relationship for urban landscape spatial structure data.

4. Majorization Experiment of Ecological
Landscape Spatial Structure Based on Edge
Computing of Internet of Things

4.1. Experimental Method. The experimental method of this
experiment is as follows: first, select any city (city A) as the
experimental object and data source of this experiment.
Next, by analyzing the urban landscape structure data of city
A from 2017 to 2019, the biodiversity of city A from 2017 to
2019 is obtained. We use biodiversity as the standard to
determine the degree of majorization of the city’s ecological
landscape structure. Next, we will combine the edge comput-
ing of the Internet of Things and edge computing resource
distribution algorithms to further analyze and procedure
the ecological landscape structure data of city A from 2017
to 2019 and calculate the biodiversity of city A to judge the
rationality of the urban landscape spatial structure of city
A. Then, combined with the obtained biodiversity results
of city A from 2017 to 2019, the majorization plan for the
ecological landscape structure of city A is summarized.
Finally, under the guidance of the majorization plan, the
changes in the urban ecological landscape structure of city
A from 2020 to 2021 and the corresponding biodiversity
are obtained. Based on this, it is judged whether the urban
ecological landscape structure majorization method based
on the edge computing of the Internet of Things is effec-
tive [17].

4.2. Selection and Analysis of Urban Ecological Landscape
Structure Data for City A from 2017 to 2019. First of all, city
A is a small urban area located in Zhejiang Province. The
location and transportation conditions of this area are con-
venient. Nowadays, the procedure of urbanization has been
speeding up, but at the same time, environmental problems
have become more and more serious. Therefore, the selec-
tion of city A as the object of this experimental analysis
has certain practical reference significance. The urban eco-
logical landscape structure data of city A selected in this
experiment from 2017 to 2019 are shown in Table 1.

From Table 1, we can see that the urban ecological land-
scape structure of city A is not balanced, and the land for
gardens and water areas is small; the distribution of land
use in other areas is also uneven. Affected by this structure,

Load model

Calculation
model

Trust model

Marginal cost
model

Come to
conclusion

End user upload
task

Figure 4: The algorithm flow of IoT edge computing resource
distribution.
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we analyze the biodiversity results of city A from 2017 to
2019, as shown in Figure 5.

From Figure 5, we can see that the biodiversity index of
city A has changed significantly from 2017 to 2019, from 2.4
in 2017 to 2.2 in 2019. Although the biodiversity index of
city A increased in 2018, it dropped sharply in 2019. It
shows that the overall biodiversity trend of city A in 2017-
2019 has declined. After analysis, we believe that this is
mostly been brought about by the improper planning of
the urban ecological landscape structure of city A from
2017 to 2019. The connection between the urban biodiver-
sity and the urban ecological landscape structure of city A
from 2017 to 2019 can be shown in Figure 6.

4.3. 2020-2021 Urban Ecological Landscape Structure
Majorization of City A Based on Edge Computing of the
Internet of Things. After analyzing the urban ecological land-
scape structure and biodiversity of city A from 2017 to 2019,
we combined the edge computing of the Internet of Things
and the resource distribution algorithm based on edge com-
puting to further procedure and analyze the urban ecological
landscape data of city A from 2017 to 2019. Combined with
the analysis of the factors affecting the changes in biodiver-
sity of city A from 2017 to 2019, this experiment created a
new urban ecological landscape structure majorization plan
for city A [18]. Under the guidance of new urban ecological
landscape structure majorization plan for city A created
based on reasonable analysis, the preset land use planning
for city A can be shown in Table 2.

According to Table 2, in order to better regulate the bal-
ance of the ecosystem of city A and increase biodiversity, the
2020-2021 urban ecological landscape structure majoriza-
tion plan of city A that we created adds planning for garden
land and water area on the original basis. The changes in city
A’s urban biodiversity 2019-2021 and the comparison with
city A’s 2017-2019 biodiversity under the guidance of this

Table 1: Landscape ecological structure of city A in 2017-2019.

Years Arable land Garden land Other agricultural land Urban land Waters

2017 33.56% 3.86% 20.9% 21% 13.98%

2018 34.8% 3.9% 18.2% 30.1% 15.2%

2019 33.86% 4.22% 40% 28.6% 15.14%

0

0.5

1

1.5

2

2.5

3

3.5

2017 2018 2019

In
de

x

Year

Urban biodiversity index

Figure 5: 2017-2019 biodiversity index of city A.
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Figure 6: The relationship between the urban biodiversity and the
majorization degree of urban ecological landscape structure in city
A from 2017 to 2019.

Table 2: 2020-2021 preset ecological landscape structure of city A
based on IoT edge computing.

2020 2021

Arable land 20% 25%

Garden land 30% 25%

Other agricultural land 20% 10%

Urban land 10% 10%

Waters 20% 30%
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set of IoT edge computing-based majorization plan for
urban ecological landscape structure in city A are shown in
Figure 7.

From Figure 7 we can see that under the guidance of the
urban ecological landscape structure majorization scheme
based on the edge computing of the Internet of Things, the
biodiversity index of city A has increased from 2.2 in 2019
to 3.4 in 2021, an increase of 1.2 in total. This shows that
the urban ecological landscape structure majorization effect
based on edge computing of the Internet of Things is better,
which makes the biodiversity of city A have a greater
increase. The relationship between the biodiversity and the
degree of landscape majorization in city A from 2019 to
2021 can be shown in Figure 8.

4.4. Experiment Summary. At this point, the whole experi-
ment is over. Next, we will make a summary of this experi-
ment. First of all, the subject of this experiment is city A,
and the original data selected in the experiment are the
urban ecological landscape structure data of city A from
2017 to 2019. In the first step of the experiment, we analyzed
the urban ecological landscape structure data of city A from
2017 to 2019 and obtained the degree of majorization of city
A’s biodiversity and urban ecological landscape structure. In
the second step, it combines the edge computing of the
Internet of Things and the resource distribution plan based

on edge computing to obtain the urban ecological landscape
structure data, biodiversity, and urban ecological landscape
structure majorization degree of city A from 2017 to 2019.
It did further data procedureing and analysis. On this basis,
it designed a new urban ecological landscape structure
majorization plan for city A. In the final step of the experi-
ment, we will compare the degree of majorization of the
2020-2021 biodiversity and landscape structure of city A
under the guidance of the new city A urban ecological land-
scape structure majorization plan with the relevant data of
city A in 2017-2019. It judges the effectiveness of the urban
ecological landscape structure majorization scheme based on
edge computing of the Internet of Things. The experiment
concluded that the urban ecological landscape structure
majorization scheme based on edge computing of the Inter-
net of Things increased the biodiversity index of city A by a
total of 1.2. It shows that the majorization design of urban
ecological landscape structure based on the edge computing
of the Internet of Things has a good majorization effect
[19–21].

5. Discussion

As an important center for human survival and develop-
ment, cities have always played an important role in social
development. The development of a city can not only affect
social and economic development but also affect the envi-
ronment in which people live. With the improvement of
the level of urban development, the environmental problems
of the city have become increasingly prominent. Most of the
environmental problems start from the destruction of the
urban ecological landscape structure to varying degrees
[22]. The urban ecological landscape space refers to the
urban ecological whole composed of many different ecolog-
ical systems in the entire urban area. The spatial structure of
urban ecological landscape is the spatial arrangement and
combination of important components of the urban ecolog-
ical environment system. Urban ecological landscape plays
an important role in regulating the balance of the entire
city’s ecosystem and maintaining biodiversity. The majoriza-
tion of urban ecological landscape structure is a significant
method to protect the urban ecological landscape and pro-
tect the human living environment [23].
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Figure 7: Biodiversity changes in city A based on edge computing of the Internet of Things.
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Scientific and effective majorization methods are indis-
pensable to optimize the structure of urban ecological land-
scape. Therefore, this paper combines the edge computing of
the Internet of Things and the resource distribution algo-
rithm based on edge computing to conduct a research on
the majorization of urban ecological landscape structure
[24]. This paper designs a majorization experiment of urban
ecological landscape structure based on edge computing of
the Internet of Things. In the experiment, city A, a small city
in Zhejiang Province, was chosen as the experimental object
and data source. Next, this article analyzes the urban land-
scape structure data of city A from 2017 to 2019 to obtain
the biodiversity of city A from 2017 to 2019. It uses biodiver-
sity as the standard to determine the degree of majorization
of the city’s ecological landscape structure. Then, this paper
will analyze and procedure the ecological landscape struc-
ture data of city A from 2017 to 2019 based on the edge
computing and edge computing resource distribution algo-
rithm of the Internet of Things. Afterwards, this paper
designs an optimized plan for the ecological landscape struc-
ture of city A based on the biodiversity results obtained.
Finally, this article analyzes the degree of majorization of
the urban ecological landscape structure of city A in 2020-
2021 under the guidance of the majorization plan and the
corresponding biodiversity. Based on this, this article judges
whether the urban ecological landscape structure majoriza-
tion method based on the edge computing of the Internet
of Things is effective [25]. The results show that the ecolog-
ical landscape spatial structure of smart cities in the IoT
environment has been optimized to a certain extent.

6. Conclusions

Cities have always been important environmental bases for
human survival and development, as well as centers of socio-
economic development and technological innovation. In
today’s era, the entire society is constantly developing, and
cities are also constantly developing. In the procedure of
urban development, not only economic and cultural devel-
opment problems will be encountered but also various eco-
logical and environmental problems will be encountered.
The urban ecological environment problems often start from
the destruction of urban ecological landscape and ecological
landscape structure. The majorization of the spatial structure
of urban ecological landscape is bound to be inseparable
from scientific and effective majorization methods. There-
fore, this paper uses city A as the experimental object to
design an urban ecological landscape spatial structure
majorization experiment based on the edge computing of
the Internet of Things. The research conclusions drawn in
this paper are of great significance for promoting the spatial
structure of urban ecological landscape and also have certain
reference value for promoting the application of edge com-
puting of the Internet of Things in the majorization of the
spatial structure of ecological landscape; at the same time,
it can also promote the construction process of a smart city.
However, due to the limited research level and conditions,
the research in this article also has certain limitations. It is
believed that more researches on the majorization of the spa-

tial structure of ecological landscape will appear in the aca-
demic circles in the future, so as to continuously promote
the continuous majorization and development of the spatial
structure of social ecological landscape.
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A novel split parallel multicomponent strain sensor structure layout is proposed based on the special requirements of the
helicopter rotor airfoil wind tunnel test for measuring aerodynamic sensors. The sensor consists of two splits with the same
configuration; the performance of the sensor not only depends on the split structure of the sensor but also depends on the
assembly relationship between the splits. Three steps have been performed so as to enhance the technical performance of
the sensor. First, the RBF neural network approximate model and the second-generation nondominated sorting genetic
algorithm are used to optimize the split of sensor deterministically; secondly, the rotor airfoil wind tunnel test model and the
sensor finite element system model are established, and the 6σ robustness analysis is carried out; finally, the 6σ robust
multiobjective optimization has been carried out considering the sensor split processing errors and the assembly errors. The
results show that, compared to initial designed sensors, the sensitivity of the three components of the sensor is increased by
285.46%, 284.95%, and 151.5%, respectively, and the maximum equivalent stress is reduced by 28.4%; the interference to the
three components is reduced by 97.82%, 92.83%, and 99.8%, respectively, and the quality is reduced by 25.74%.
Meanwhile, the quality level of the sensor was promoted, and the sensitivity of the response to assembly and manufacturing
errors were reduced. These results exhibit that the structural layout, optimized path, and method in this strain sensor are
suitable for the needs of helicopter rotor airfoil wind tunnel test.

1. Introduction

Helicopter rotor dynamic stall is a serious unsteady aerody-
namic phenomenon with complex mechanisms, especially
the airfoil dynamic stall. Hence, in-depth understanding of
the rotor airfoil dynamic stall characteristics is of great
importance to investigate the ways to improve rotor perfor-
mance, predict the rotor aerodynamics more accurately, and
thereby promote the development of advanced helicopters.

The wind tunnel test is the main means to understand
the dynamic stall characteristics and flow mechanism of
the rotor blade airfoil recently. It is necessary to develop a
multicomponent strain-type force sensor to support the
model through the left and right sides in parallel and accu-
rately measure the model resistance, lift, and pitch moments
during the wind tunnel test of the helicopter rotor airfoil.

While in the conventional wind tunnel test, the aircraft
model, sensors, and supporting test device are connected in
series and connected at a single point, whose precision and
accuracy are mainly rely on the performance of the sensor,
that is, the sensor’s own sensitivity, stiffness, strength, and
mutual interference between components [1–4].

Therefore, a novel split parallel multicomponent strain
sensor structure layout is proposed consisting of two compo-
nents, A and B, to meet the needs of the rotor-wing wind
tunnel test, on the basis of conventional three-piece beam
load cells. A and B are three-component strain sensors with
the same configuration, supporting the rotor airfoil wind
tunnel test model from both sides in parallel to complete
the model aerodynamics and torque measurement. The
development of the sensor must consider not only the sensi-
tivity, stiffness, strength, and mutual interference between
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the components but also the impact of assembly errors
between the A and B components on the overall perfor-
mance of the sensor.

The following design and optimization approaches are
proposed to improve the sensor split and its overall technical
performance. Firstly, a finite element analysis model is estab-
lished with the sensor split as the object to analyze separately
its strain under the action of resistance, lift, and pitch moment
cloud map and to determine the location of strain gauges and
the way of group bridges; secondly, the RBF neural network
approximate model and NSGA-II multiobjective optimization
algorithm are utilized to deterministically optimize the sensor
split performance and obtain the Pareto optimal solution and
excellent monomer performance [5]; thirdly, a finite element
system model of the rotor airfoil wind tunnel test model and
sensor was established. Based on the RSM response surface
approximation model and the Monte Carlo simulation tech-
nology, the quality level of the system was tested, and the
robustness optimization technology was introduced to
improve the robustness of the sensor.

2. Materials and Methods

2.1. Geometry. The geometry and main parameters of the sen-
sor splits are shown in Figures 1 and 2. The left and right ends
of the split use single-piece beam-type elastic elements (serial
number 1) of the same geometric size to bear resistance FX .
The length, width, and height of the single-piece beam-type
elastic elements are expressed as L2, B3, and H3; the middle
of the split body is a three-beam elastic element; the middle
main beam (serial number 2) of the three-beam elastic element
bears the lift force Fy; the front and rear side beams (serial
number 3) bear the pitching moment MZ ; the length, width,
and height of the middle main beam are expressed as L1, B1,
and H1; the front and rear side beams have the same geomet-
ric dimensions, and their length, width, and height are, respec-
tively, L1, B2, and H2; the thickness of the front and rear
flange sensors is S2; and the thickness of the middle flange
S1 plays the role of connection.

Each measurement of the elastic element of this layout is
independent of the load measurement, that is, it is sensitive
to the load of the measured component and insensitive to
the load of other components, so it is easy to obtain the
required sensitivity and less mutual interference.

2.2. Key Technical Requirements. The split structure of the
sensor requires high sensitivity, sufficient strength, rigidity,
and small interference between the components.

Sensitivity is an important factor of sensor design which
can be improved for the strain-type force sensor by increas-
ing the design strain value of the measuring element. And
the design strain value of the general wind tunnel sensor is
selected ranging 300~600 με [6].

Sufficient strength under the maximum external load is
necessary to ensure the safety of the wind tunnel test. The rotor
airfoil wind tunnel test’s heave motion frequency can reach 5,
while the first-order natural frequency of the system composed
of strain-type force sensor and rotor airfoil wind tunnel test
model must be 10 times than its motion frequency [7].

In the structural design, due to mutual interference
between the components, it is necessary to allocate the stiff-
ness reasonably to ensure proper deformation in the load
direction of the measured component and reduce its defor-
mation in other components. Generally, the amount of
interference between the components of the strain sensor
should be controlled below 10% [6].

2.3. Analysis of Split Finite Element Model

2.3.1. Geometry Simplification. The original structure of the
model is simplified, especially some local details without
affecting the calculation accuracy of the device. These sim-
plifications will not affect the overall analysis results of the
original structure but can significantly improve the speed
and quality of the finite element analysis and sometimes
improve the accuracy and reliability of calculation results.

2.3.2. Meshing. In order to ensure the accuracy of the calcula-
tion results, second-order grid elements are used. In order to
reasonably arrange the density of the grid, the dimensional
functions proximity and curvature are used. The mesh is
refined in the place where the stress gradient is large. The qual-
ity of the grid has a greater impact on the calculation accuracy.
Through the finite element-preprocessing software, the mesh
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Figure 1: The geometric structure of the sensor split.
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Figure 2: The main geometric parameters of the sensor split.
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quality is checked and modified until the finite element
model fully meets the high-precision requirements. In
actual calculations, the calculation results of two different
mesh densities are compared. If the calculation results are
very different, you can continue to increase the grid until
the calculation results are not much different and the grid
size is appropriate.

2.3.3. Definition of Material Properties and Boundary
Conditions. Thematerial used in the design is with elastic mod-
ulus E = 200GPa and yield strength σS = 2020MPa. According
to the impact factor nc = 1:5 and safety factor na = 2 selected in
[8], the allowable stress can be obtained ½σ� = 673MPa.

The following loads were applied for static calculations:
(1) maximum resistance FX , (2) maximum lift Fy , (3) max-
imum pitch momentMZ , (4) maximum lateral force Fz , (5)

maximum yawmomentMy , (6) maximum roll momentMx ,
and (7) maximum load of six components under test
conditions.

2.3.4. Static Analysis and Results. Figures 3–5 are the strain
cloud diagrams of strains under the action of maximum resis-
tance FX , maximum lift Fy, and maximum pitch momentMZ ,

as well as the distribution diagrams along DC
�!

, BA
�!

, EF
�!

, and

HG
�!

, respectively. It can be seen from the figure that the max-
imum strain is close to the endpoint of the elastic measuring
element, the best choices for strain gauges, and the maximum
strain values at each position are 175.63 με, 249.57 με, and
113.38 με, which cannot meet the sensitivity requirements.

From Figure 6, the maximum equivalent stress value of
the model is σr = 575MPa, which is less than the allowable
stress of the material.
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Figure 3: Strain cloud diagram and strain distribution of maximum resistance.
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2.3.5. Modal Analysis and Results. In terms of resonance, all
the modes whose natural frequency is in the range of the
external load frequency should be maintained, and it must
be calculated to be more than 10 times the operating fre-
quency in this study. Therefore, the first 4 natural frequen-
cies were selected to verify if they are in the resonance
zone. The change of the first 4th-order mode shape of split-
ting is shown in Figure 7, and the natural frequency of each
order is shown in Table 1.

2.4. Strain Gauge Position and Group Bridge. According to
the strain cloud diagram and strain value distribution dia-
gram [9–11], the installation position of the strain gauge is

determined by comprehensively considering the paste tech-
nique and sensitivity requirements of the strain gauge.
Wheatstone bridge was designed reasonably to achieve the
largest possible output for the measured component [8]
and the smallest possible output signal for other compo-
nents, as well as achieve the electrical decomposition of force
and torque. The final distribution of strain gauges and bridge
formation are shown in Figures 8 and 9.

575 Max

511.12

447.24

383.35

255.59

319.47

127.83

191.71

63.944

0.061938 Min

Figure 6: Strain cloud diagram of maximum load.
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Total deformation 2
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Figure 7: The shape of the first 4th-order splitting mode.

Table 1: Result of mode analysis.

Mode 1 2 3 4

Frequency 202.01 670.71 761.67 1197.9
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3. Optimized Design of Sensor Split Structure

Parameter optimization is needed as the finite element analysis
of the initial design of the sensor split proved that it cannotmeet
the sensitivity requirements. Appropriate design variables and
output responses for experimental design were selected, and a
sufficient number of finite element analysis sample points were
generated to fit the approximate model; the optimization prob-
lem was defined, and the sensor parameters were optimized
based on the NSGA-II multiobjective optimization algorithm.

3.1. Approximate Model and Verification. The RBF neural
network approximate model is used in simulating the input-
output relationship of the finite element model to solve the
problem of huge time cost during calculation. The establish-
ment of approximate models mainly is as follows:

(1) The input parameters were defined as xi (xi are the
geometric parameters B1, B2, B3, H1, H2, H3, L1,
L2, S1, S2, and P, 1 ≤ i ≤ 11, i ∈N) with a total of 11
input variables whose initial value and range of
values are shown in Table 2

(2) The output parameters were defined as yj, with the
maximum equivalent stress smax and the maximum
deformation displacement value dmax under the
maximum load of six components under test condi-
tions, first-order natural frequency f req1; the aver-
age strain values (εxx1 ∼ εxx8, εxy1 ∼ εxy8, εxz1 ∼ εxz8,
εxmx1 ∼ εxmx8, εxmy1 ∼ εxmy8, and εxmz1 ∼ εxmz8) of
strain gauges 1-8 are under maximum resistance
FX , maximum lift Fy , maximum lateral force Fz ,
maximum roll moment Mx , maximum yaw moment
My, and maximum pitch momentMZ ; average strain

values (εyx1 ∼ εyx8, εyy1 ∼ εyy8, εyz1 ∼ εyz8, εymx1 ∼ εymx8,
εymy1 ∼ εymy8, and εymz1 ∼ εymz8) of strain gauges 9-16
are under maximum resistance FX , maximum lift Fy,
maximum lateral force Fz , maximum roll moment
Mx, maximum yaw momentMy, and maximum pitch
moment MZ ; average strain values (εmzx1 ∼ εmzx8,
εmzy1 ∼ εmzy8, εmzz1 ∼ εmzz8, εmzmx1 ∼ εmzmx8, εmzmy1 ∼
εmzmy8, are εmzmz1 ∼ εmzmz8) of the serial number 17-
24 strain gauges are under maximum resistance FX ,
maximum lift Fy, maximum lateral force Fz , maxi-
mum roll moment Mx, maximum yaw moment My,
and maximum pitch momentMZ . A total of 148 out-
put responses are set as output parameters
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Figure 8: Layout of strain gauges.
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Figure 9: Wheatstone bridge diagram of each component.

Table 2: Design parameters and value range.

Parameters Lower bound Value Upper bound

B1 5 10 10

B2 4 8 8

B3 5 12 15

H1 25 40 45

H2 20 30 40

H3 50 60 80

L1 20 40 60

L2 10 30 40

S1 5 15 15

S2 12.5 20 22.5

P 30 34 50
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(3) The optimal Latin hypercube test design method was
used to obtain a sufficient number of sample points,
and an approximate model of RBF neural network
was established

(4) The cross-validation method was used to detect the
accuracy of the approximate model. If the accuracy
is insufficient, the approximate point is added to
increase the approximate model to a sufficient
accuracy

The credibility index R2 was utilized as the evaluation
index to detect the global and local approximation accuracy
of the approximation model with a lower limit of 0.9. The
closer the R2 to 1, the more accurate.

From the approximate model error calculation results
(shown in Table 3), it can be seen that the radial basis neural
network approximate model exhibits good performance in
fitting the sensor split finite element model.

3.2. Multiobjective Optimization. Taking the input parame-
ters xi of the above approximate model as the design vari-
ables, the average strain value ε1 ∼ ε24 as the constraint, the
minimizing of maximum equivalent stress smax, the maxi-
mum displacement value dmax, the maximizing of first-
order natural frequency f req1, and the minimizing of inter-
ference ηx, ηy, and ηmz of the components of FX , Fy , andMZ

are the goal of optimizing. Then, the optimization problem
was defined as below [12–15].

Minimize : dmax,Mass

Minimize : ηx, ηy, ηMz

Minimize : sMax

Maximize : f req1
s:t 300μm ≤ εj ≤ 600μm, j ∈ 1, 24½ �&&j ∈N

sMax ≤ 673MPa

D:v:
x Lð Þ
i ≤ xi ≤ x Uð Þ

i

i ∈ 1, 11½ �&&i ∈N:

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð1Þ

According to the principle of Wheatstone bridge, for
resistance bridge, when R≫△R

Uo =
UiK
8 ε1 + ε2 − ε3 − ε4 + ε5 + ε6 − ε7 − ε8ð Þ, ð2Þ

where Uo is the output voltage of the bridge, Ui is the supply
voltage of the bridge, and K is the sensitivity coefficient of
the strain gauge.

When the sensor is under the maximum load of each
component, the output voltage of the resistance bridge is

Uxx
o = UiK

8 εxx1 + εxx2 − εxx3 − εxx4 + εxx5 + εxx6 − εxx7 − εxx8ð Þ,

Uxy
o = UiK

8 εxy1 + εxy2 − εxy3 − εxy4 + εxy5 + εxy6 − εxy7 − εxy8
� �

,

Uxz
o = UiK

8 εxz1 + εxz2 − εxz3 − εxz4 + εxz5 + εxz6 − εxz7 − εxz8ð Þ,

Uxmx
o = UiK

8 εxmx1 + εxmx2 − εxmx3 − εxmx4 + εxmx5 + εxmx6 − εxmx7 − εxmx8ð Þ,

Uxmy
o = UiK

8 εxmy1 + εxmy2 − εxmy3 − εxmy4 + εxmy5 + εxmy6 − εxmy7 − εxmy8
� �

,

Uxmz
o = UiK

8 εxmz1 + εxmz2 − εxmz3 − εxmz4 + εxmz5 + εxmz6 − εxmz7 − εxmz8ð Þ,
ηxy = abs Uxy

oð Þ/Uxx
o½ �,

ηxz = abs Uxz
oð Þ/Uxx

o½ �,
ηxmx = abs Uxmx

oð Þ/Uxx
o½ �,

ηxmy = abs Uxmy
oð Þ/Uxx

o½ �,
ηxmz = abs Uxmz

oð Þ/Uxx
o½ �,

ηx = ηxy + ηxz + ηxmx + ηxmy + ηxmz:

ð3Þ

ηyx, ηyz, ηymx, ηymy, ηymz, ηy, ηmzx, ηmzy, ηmzz , ηmzmx, ηmzmy,
and ηmz can be obtained based on the same process.

Based on the established RBF neural network approxi-
mate model, the Pareto optimal solution (shown in
Figure 10) was obtained by using the NSGA-II optimization
algorithm after repeated experiments with a population size
of 100, a cross-distribution index of 100, and a cross-
probability of 0.9 in 6001 calculation steps.

Table 3: The error calculation results of an approximate model.

Index R2 Index R2 Index R2

smax 0.93 εxmy1 ∼ εxmy8 0.94~0.95 εmzx1 ∼ εzx8 0.97~0.98
dmax 0.95 εxmz1 ∼ εxmz8 0.93~0.94 εmzy1 ∼ εmzy8 0.91~0.92
f req1 0.988 εyx1 ∼ εyx8 0.97~0.98 εmzz1 ∼ εmzz8 0.97~0.98
mass 1 εyy1 ∼ εyy8 0.97~0.98 εmzmx1 ∼ εmzmx8 0.97~0.98
εxx1 ∼ εxx8 0.94~0.95 εyz1 ∼ εyz8 0.96~0.97 εmzmy1 ∼ εmzmy8 0.94~0.95
εxy1 ∼ εxy8 0.97~0.98 εymx1 ∼ εymx8 0.94~0.95 εmzmz1 ∼ εmzmz8 0.97~0.98
εxz1 ∼ εxz8 0.94~0.95 εymy1 ∼ εymy8 0.94~0.96
εxmx1 ∼ εxmx8 0.96~0.97 εymz1 ∼ εymz8 0.96~0.97
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After sorting the above solution sets, the 1896th is deter-
mined to be the optimal solution whose comparative analy-
sis of the results is shown in Table 4.

In initial design, the initial interference ηx on the resis-
tance FX and the interference on the pitching moment MZ
are relatively large, reaching 4.26% and 5.12%, respectively;
the strain values under the action of the maximum resistance
FX , the maximum lift Fy, and the maximum pitching
momentMZ are 81.6 με, 115.1 με, and 167.7 με, respectively,
which cannot meet the technical requirements of the sensor
split. After optimization, the strain values under the action
of the maximum resistance FX , the maximum lift Fy, and
the maximum pitching moment MZ are increased by
271%, 408%, and 227%, respectively, and the interference
of the component is reduced by 95%, 94.4%, and 98.1%;

the first-order natural frequency is increased by 5%, and
the quality is reduced by 28.1%.

4. Robustness Analysis and Optimization

Some uncertain factors, such as the processing error of the
sensor split and the assembly error between the sensor splits,
are inevitable to encounter during the execution of the actual
rotor blade wind tunnel test project. Without considering
the influence of these uncertain factors in the deterministic
optimization of the sensor split, the optimization result
may present lower reliability or robustness and greater tech-
nical risks in practice [16, 17].

Therefore, it is necessary to further perform robust
analysis and even optimization on the split parallel
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multicomponent strain sensor considering the interference
of uncertain factors.

4.1. System Finite Element Model Analysis

4.1.1. Geometric Model. The scheme of analysis system is
shown in Figure 11, consisting of main components such
as front and rear beams, longitudinal beams, and skin with
a total length of 1950mm and a chord length of 300mm.
The binary model of OA309 airfoil is used in characterizing
cross-section.

4.1.2. Pretreatment. Firstly, the model is simplified as below
without affecting the calculation accuracy of the device.

(1) The fine process holes for nonconnections with little
effect on the overall performance of the structure are
ignored

(2) Small chamfers and rounded corners are removed

(3) The quality unit is used for the parts that do not par-
ticipate in the analysis

(4) Quadrilateral shell elements are used to divide the
grid after extracting the corresponding shell

Secondly, 4-node quadrilateral elements divided each
component and were combined with the aforementioned
sensor split grid to form an assembly (Figure 12) so as to
ensure the accuracy and efficiency of the calculation, using
the wind tunnel test model.

Finally, the material properties and boundary conditions
are defined. The material of the front beam of the test model
is 7075, and the rest of the test model is made of T800 car-
bon fiber-reinforced composite material. The material prop-
erties are shown in Tables 5 and 6. The applied loads and
constraints are mainly composed of three aspects that are
inertial load and aerodynamic load, the last one is one sensor
split that is fixedly connected through the screw hole, and
the other is applied with 6 degrees of freedom through the
screw hole assembly error (Δx, Δy, Δz, Δα, Δβ, and Δγ).

4.1.3. Finite Element Static Analysis and Results. The von
Mises stress is employed for strength evaluation according
to the fourth strength theory. In Figure 13, the maximum
equivalent stress value of the sensor σr = 600:9MPa is
smaller than the allowable stress of the material. Hence,
the model is applicable.

4.1.4. Modal Analysis and Results. The first-order natural
frequency of the system must be greater than 50Hz.
Figure 14 shows the first-order vibration mode of the system
with natural frequency of 54.17Hz.

5

4

3

2

1

Figure 11: Three-dimensional diagram of the system. (a) Test
model skin. (b) Test model front beam. (c) Test model rear beam.
(d) Test model longitudinal beam. (e) Sensor split.

Figure 12: Grid division diagram.

Table 4: Optimization results.

Optimization
goal

Initial value
(mm)

Optimization value
(mm)

Percent
changed

smax 575 652.33 13.45%

dmax 0.7413 0.5399 -27.17%

f req1 (Hz) 202.49 212.628 5%

Mass 0.0047 0.00338 28.1%

εx 81.6 302.6 271%

εy 115.1 585.19 408%

εMz 167.7 548.62 22%

ηx 4.26% 0.214% -95.0%

ηy 0.6125% 0.034% -94.4%

ηmz 5.12% 0.098% -98.1%

Table 5: Mechanical parameters of T800 carbon fiber-reinforced
composites.

Elastic modulus,
GPa

Shear modulus,
GPa

Poisson’s ratio

E1 E2 E3 G12 G13 G23 ν12 ν13 ν23

195 8.58 8.58 4.6 4.6 2.9 0.33 0.33 0.48

Tensile strength,
MPa

Compression
strength, MPa

Shear strength,
MPa

XT YT ZT XC YC ZC S12 S13 S23
3071 88 88 1747 271 271 143 143 143

Table 6: Material properties.

Material Modulus (GPa) Poisson’s ratio Density (kgm-3)

7075 72 0.33 2810
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4.2. System Approximate Model. The optimal Latin hyper-
cube test design method is used to obtain a certain number
of sample points, and a fourth-order polynomial response
surface (RSM) approximate model is established. Input
parameters and output parameters are shown in Table 7.

Credibility indicators (R2) are taken as evaluation indica-
tors. It can be seen from the calculation results of the
approximate model error (Table 8) that the approximate
model has good performance in fitting the system.

4.3. Robustness Analysis. The 6σ robustness analysis, the
basis of the robustness optimization, is to evaluate the qual-
ity level of the deterministic optimization plan by disturbing
the current design point, generating a set of sample points
around its average value, and then estimating the quality
level reliability failure rate and million defective rate of the
output response index at a single design point through sta-
tistical analysis. At the same time, the average and standard
deviation of each output response index are counted. The 6σ
robustness analysis assumes that the product performance
distribution is a normal distribution, and the distance
between the mean value of the performance index and the
quality constraint is ±6σ.

Minimize : μ Massð Þ + 6σ

Minimize : μ ηx, ηy, ηMz

� �
+ 6σ

s:t

μ ηx, ηy, ηMz

� �
+ 6σ ≤ 0:01

μ εj
� �

− 6σ ≥ 300με

μ εj
� �

+ 6σ ≤ 600με

μ sMaxð Þ + 6σ ≤ 673MPa

μ f req1ð Þ − 6σ ≤ 50Hz

j ∈ 1, 24½ �&&j ∈N

j ∈ 1, 24½ �&&j ∈N

D:v: x Lð Þ
i ≤ xi ≤ x Uð Þ

i

i ∈ 1, 17½ �&&i ∈N:

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð4Þ
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Figure 13: Stress contours of the model.
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Figure 14: The first-order natural frequency of the system.

Table 8: The error calculation results of an approximate model.

Index R2

smax 0.985

f req1 0.964

mass 0.992

Table 7: Input parameters and value range.

Input
parameters

Lower
bound

Upper
bound

Output
parameters

B1 5 8 smax

B2 4 8 f req1
B3 5 15 mass

H1 25 45

H2 20 40

H3 50 80

L1 20 60

L2 10 40

S1 5 15

S2 12.5 22.5

P 30 50

Δx 0 0.3

Δy 0 0.5

Δz 0 0.2

Δα 0 0.15

Δβ 0 0.15

Δγ 0 0.15
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Based on the results of the deterministic optimization of
the above sensor splits and the assembly errors between the
splits, the sensor split approximate model and the system
approximate model are combined. The Monte Carlo sam-
pling is used to evaluate the quality level of the deterministic
optimization plan, and 11 design variables and assembly
error variables (the relative displacement and angular error
between the two sensor splits: three displacement errors,
Δx, Δy, and Δz, and three angular errors, Δα, Δβ, and Δγ)
are selected as the noise factor (Tables 9 and 10). Based on
the combined approximation model, the sample points were
collected by descriptive sampling method with 100 sampling
times to obtain the quality level of the deterministic optimiza-
tion plan. As shown in Table 11, the quality levels of maxi-
mum equivalent stress smax, first-order natural frequency
f req1, and the strain εx and εMz, under the action of the max-
imum resistance FX , and the maximum pitching momentMZ
are 1.414 σ, 1.636 σ, and 1.31 σ, which cannot reach the level
of robustness quality, and robustness optimization is required.
The robustness optimization of the split-parallel multicompo-
nent strain-type force sensor is still based on the approxima-
tion model established above. The descriptive sampling
method is used to collect sample points. The value ranges of
design variables and noise factors are shown in Tables 9, 10,

Table 9: Random noise variables and values of probability density
function (distribution type, average, and coefficient of variation).

Input
parameter

Distribution
type

Average
Coefficient of
variation

B1 Normal 5.76 1%

B2 Normal 5.29 1%

B3 Normal 7.59 1%

H1 Normal 33.56 0.1%

H2 Normal 29.38 0.1%

H3 Normal 65.18 0.1%

L1 Normal 43.33 0.1%

L2 Normal 12.62 0.5%

S1 Normal 13.59 0.5%

S2 Normal 15.94 0.5%

P Normal 40.18 0.1%

Table 10: Random noise variables and values of probability density
function (distribution type and range).

Input parameter Distribution type Range

Δx Uniform [0,0.3]

Δy Uniform [0,0.5]

Δz Uniform [0,0.2]

Δα Uniform [0, 0.1°]

Δβ Uniform [0, 0.1°]

Δγ Uniform [0, 0.1°]

Table 11: Comparison of robustness before and after optimization.

Input parameter
Deterministic

optimization value
Robust optimization

value
Solution 6σ analysis Solution Quality level

B1 5.76 8 5.97 8

B2 5.29 8 5.86 8

B3 7.59 8 7.35 8

H1 33.56 8 33.78 8

H2 29.38 8 34.30 8

H3 65.18 8 64.78 8

L1 43.33 8 41.60 8

L2 12.62 8 15.04 8

S1 13.59 8 12.67 8

S2 15.94 8 14.85 8

P 40.18 8 35.49 8

Δx 0 8 0 8

Δy 0 8 0 8

Δz 0 8 0 8

Δα 0 8 0 8

Δβ 0 8 0 8

Δγ 0 8 0 8

εx 302.65 1.516 314.54 8

εy 585.19 8 443.08 8

εMz 548.62 1.31 421.79 8

ηx 0.214% 8 0.093% 8

ηy 0.034% 8 0.0439% 8

ηmz 0.098% 8 0.008% 8

smax 600.9 1.414 419.3035 8

f req1 54.713 1.636 53.27 8

mass 0.00338 0.00349

Table 12: Design variables and value ranges.

Input parameter Lower bound Upper bound

B1 5 8

B2 4 8

B3 5 15

H1 25 45

H2 20 40

H3 50 80

L1 20 60

L2 10 40

S1 5 15

S2 12.5 22.5

P 30 50
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and 12. Algorithm NSGA-II is used for robust optimization.
Through robust multiobjective optimization, the sensor out-
put parameters can reach a quality level above 6 sigma
(Table 11). By comparing the parameters before and after
the robustness optimization (Table 13), it is found that the
sensitivity of the three components increases by 14.73%,
21.2%, and 29.3%, respectively, when the quality of the sensor
increases slightly and the amount of interference changes little.

5. Conclusions

(1) A split parallel multicomponent strain sensor struc-
ture layout is proposed to satisfy the special require-
ments for the measurement of aerodynamic sensors
by the helicopter rotor airfoil wind tunnel test

(2) A finite element analysis model is established with
the sensor split as the object to analyze separately
its strain under the action of resistance, lift, and pitch
moment cloud map and to determine the location of
strain gauges and the way of group bridges

(3) The RBF neural network approximate model and
NSGA-II multiobjective optimization algorithm are
utilized to deterministically optimize the sensor split
performance and obtain excellent monomer perfor-
mance. Satisfying the strength and rigidity, the strain
values under the action of the maximum resistance
FX , the maximum lift Fy , and the maximum pitching
moment MZ of the sensor split structure are
increased by 271%, 408%, and 227%, respectively,
and the interference of the component is reduced
by 95%, 94.4%, and 98.1%; the first-order natural fre-
quency is increased by 5%, and the quality is reduced
by 28.1%

(4) Based on the above deterministic optimization, the
split manufacturing error and the assembly error
between the splits are introduced, and the sensor
and rotor airfoil test model-integrated finite element
system model and RSM approximate model are
successively established by using the Monte Carlo
sampling method to check the quality level of the
system and 6σ robustness optimization to improve

the robustness of the sensor and reduce the sensi-
tivity of the response to assembly and manufactur-
ing errors

(5) Through 6σ robustness analysis based on determin-
istic optimization, the robustness of the sensor was
improved, and the sensitivity of the response to
assembly and manufacturing errors were reduces

(6) After these two optimizations, satisfying the strength
and rigidity and considering the random noise effect
of the split manufacturing error and the assembly
error between the splits, the strain value of the max-
imum resistance FX , the maximum lift Fy , and the
maximum pitching moment MZ of the sensor were
increased by 285.46%, 284.95%, and 151.5%, respec-
tively, the interference to the three components was
reduced by 97.82%, 92.83%, and 99.8%, respectively,
and the quality was reduced by 25.74%. At the same
time, the sensor quality level reached 6σ
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Today, energy management based on the digitalization of smart grids by the Internet of Things (IoT) is an emerging paradigm for
power line systems. There are several environmental hazards to break down high-voltage power cables such as lightning, severe
voltage fluctuations, and incorrect design of electric field distribution. So, identifying faulty high-voltage power lines is one of
the most emerging challenges in smart grids to avoid disruption of the power distribution networks. This paper presents a new
hybrid Convolutional Neural Network and Relief-F (CNN-RF) algorithm for an energy-aware collaborative learning approach
to detect power line systems in smart grids. This hybrid approach ensures the stability and reliability of the defective power
line system and improves the energy efficiency of the smart grids. This approach can detect the defective power line
recognition using damaged power line images concerning automatic monitoring using Unmanned Aerial Vehicle (UAV)
control system and IoT communications. By applying UAV control system and IoT communications on gathering damaged
power line images, human faults and environmental hazards for extra data transmission are avoided. Experimental results
show that the proposed CNN-RF model represents a high accuracy rate of 92.2% for recognizing damaged power lines. Also,
the precision of damaged line detection ratio is higher than other prediction methods by the rate of 92.5%. Finally, the
performance of the damaged line prediction approach in the CNN-RF method has a daily minimum cost in the IoT-based
smart grids.

1. Introduction

Today, by increasing information technology and computer
science paradigms on Internet of Things (IoT) [1, 2],
wireless communications, and 5G technologies, smart envi-
ronments can apply these paradigms to improve and facili-
tate resource management, optimized services, and energy
efficiency factors [3, 4]. Smart grid network is one of impor-
tant smart environments that energy efficiency and fault
tolerant methods are considering to manage optimized ser-
vices using the IoT and intelligent applications [5, 6].

In smart grid network, power cables have many dynamic
modules for improving industrial power management and
smart environments to create and support a safe condition
for power lines in electricity flow networks [7, 8]. Today,

high-voltage power cable examination is a critical manner
for getting time and human side effects [9]. On the other
hand, the IoT smart devices can help to control, trace, and
detect power line systems by applying intelligent aspects
and technical applications for avoiding damaged cables and
power lines and energy failures in smart girds [10, 11].

Due to limited time, energy saving resources, and highly
cost of checking damaged and faulty power lines,
Unmanned Aerial Vehicle (UAV) control systems can help
to gather and select existing optimal power line detection
methods [12, 13]. So, smart grids with the help of IoT appli-
cations and smart devices can increase the accuracy of
prediction methods with respect to the key solutions of
machine learning and smart monitoring in smart grids
[14–16]. On the other hand, capturing and gathering high-
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resolution information is a critical task for detecting dam-
aged power lines in grid networks. By using UAV control
systems, a managed and collected procedure is established
for power lines in smart grids [17–19].

To solve these problem statements correctly, this paper
presents a new hybrid Convolutional Neural Network and
Relief-F (CNN-RF) algorithm to analyze damaged and faulty
power line systems in smart grids based on energy consump-
tion factor. The proposed power line detection system
includes three phases consist of collecting the image data
from Unmanned Aerial Vehicle (UAV) control system and
IoT communications, featuring selection method, including
two main smart power grid environments such as urban
and mountain, and predicting damaged cables to forward
for empirical analysis and improvement procedures. The
proposed CNN-RF algorithm is employed to show how
on-time failure influences the power consumption and
energy flow delay in smart grid network.

The main contributions of this technical research are
shown as follows:

(i) Proposing a hybrid Convolutional Neural Network
and Relief-F (CNN-RF) algorithm to analyze both
accuracy of prediction approach and finding failures
and damaged cables

(ii) Selecting optimal operators that are applied to the
prediction stage using RF algorithm

(iii) Facilitating modifiability and energy management
according to predicted damaged power lines in
smart power grid network

The structure of this paper is shown as follows: the liter-
ature related to the fault detection methods using artificial
intelligence in the smart grid and IoT industry is reviewed
in Section 2, the proposed methods for detection of damaged
and crashed power lines are introduced in Section 3, the
experimental results are discussed in Section 4, and the dis-
cussion and conclusions are shown in Section 5.

2. Related Work

This section discusses a brief motivation about existing case
studies on fault detection methods using artificial intelli-
gence in the smart grid and IoT industry. For example, this
work [20] presented a power cable model with sets of essen-
tial points for power cable discovery. The offered design of
discovery is short and precise since the endpoints and the
curve equation per cable are contained in the classified
essential points. Moreover, a new model based on the
CNN algorithm model was presented to forecast classes of
points on power cables in the visual image instantly. In this
study, a new positive instance checking procedure was
instructed to discover the unique idea of cable essential
point’s discovery by applying the pixels along each power
cable as positive instances for essential points voting and
forecast.

Another work [21] presented a generalized focal loss
function established on the Matthews correlation coefficient

to handle the class inequality issue in PL segmentation while
using a generic deep segmentation structure. The loss func-
tion was assessed by enhancing the vanilla U-Net model
with an extra convolutional auxiliary classifier head for more
suitable learning and quick model conjunction. The evalua-
tion of two PL datasets demonstrated that the presented loss
function outperforms the famous BBCE loss in PL dice
scores on both the datasets, accuracy, and false detection rate
values.

Mukherjee et al. [22] presented a relative analysis of
three separate deep learning standards with a traditional
machine learning standard to define the most useful multila-
bel classifier for the recognition of data intrusion areas has
been done. Analysis results showed that the power flow cor-
elation characteristics and locational recognition of FDIA
can be proposed as a multilabel classification issue. Compre-
hensive assessments have been performed to specify the
parameter sensitivity over the presented structure. Tian
et al. [23] offered a new mixed deep learning instrument to
determine the damages in the communication cables. This
structure included CNN and SVM that CNN is used for
the category of damaged power cables pictures, and SVM
is for the recognition and estimating the intensity of
damaged power cables using statistical information. The
importance of this study contains no additional communica-
tion cables control and checkup fees.

Xia et al. [24] suggested a collaborative detection instru-
ment for false data attacks. A trust-based compromised
PMU recognition method was proposed to determine nega-
tive PMUs by scanning manners of PMUs in a process.
Moreover, a voting-based discovery strategy was presented
based on physical directions to catch FDIA collaboratively.
This strategy enhanced the recognition speed while decreas-
ing the computational charge at the control center. The
empirical outcomes using the PowerWorld simulator dem-
onstrated the efficiency and usefulness of the presented
mechanism and strategies. Zhang et al. [25] designed an
objective power cable discovery approach employing convo-
lutional and modeled components. A convolutional neural
network was constructed to receive hierarchical reactions
from a separate layer. Moreover, the rich component maps
are combined to build a fusion outcome, and the modeled
information consists of length, width, orientation, and the
area received from the most unsophisticated component
map. Eventually, the fusion outcome is combined with mod-
eled information to reach an outcome with obvious
experience.

According to the above-related works, there are some
limitations to enhancing the prediction of damaged power
lines and cables in smart grids. With respect to the above
limitations, the next section presents a new hybrid model
to predict damaged and faulty points of power lines using
the information of UAV control systems in IoT-enabled
power grids.

3. Proposed Method

Detection of damaged and crashed power lines is an impor-
tant way to check and modify various faults in smart grids. It
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is particularly suitable for evaluating urban and mountain
power lines with respect to the UAV data collections. Our
ideal to detect edge-based UAV pictures is based on a smart
model that UAV control systems collect all images and map
according to existing variables including L as a set of m rows
and m columns of pixels. We define A as the number of edge
lines, and M is a set of colors in the edge lines that show
(m1,m2,m3 ⋯mk) a real-time safety critical system [26].

According to power line detection, we present a new
hybrid Convolutional Neural Network and Relief-F (CNN-
RF) algorithm that we used CNN algorithm based on the
classification and recognition procedures in [20, 27, 28].

The proposed CNN algorithm has a set of 4-tuple
structure N = ðE,D,O, CÞ variables that are mainly reflected
to cluster image parameters of the existing samples where
[29, 30]

(i) E is an encoding platform with 7 layers to cluster
scattered important points of power lines

(ii) D is a decoder for classifying key points of power
lines from UAV images directly to the detailed
pixels of damaged cables

(iii) O is a set of operators that are applied to the predic-
tion stage with three functional subnets to train pro-
cedures in power line detection

(iv) C is a final clustering function to show damaged and
faulty positions of power lines and cables in smart
grid images

For optimizing the matching method for existing pixels
along power lines as applied samples and train existing
pixels with sets of m rows and m columns as encoded vec-
tors, we apply the Relief-F algorithm [31]. The Relief-F
algorithm was defined and applied to many research topics
[32]. The algorithm is applied for classifying continuous
values in images. The Relief-F algorithm mainly includes
three main levels: intratrain distribution, intertrain
distribution, and update features. In this procedure, the
Relief-F algorithm can extend a random sample R as a tar-
geted image from the set of training samples. After
choosing a random sample, this algorithm selects a set of
neighbors as R number of samples to update the weight
of each pixel value as a targeted feature according to
Equation (1) [33, 34].

F Að Þ = F Að Þ − 〠
k

j

Δ L, R,Hjð Þ + 〠
n

class Rð Þ

P Kð Þ
1 − p class Rðð Þ : ð1Þ

According to Equation (1), function FðAÞ is defined as
updated feature selection and previous features where Δð
L, R,HjÞ represents the difference between sample Ri as
new feature selection and sample Rj as previous features
on the characteristic L, and as shown in Equation (2), H
j represents the j nearest neighbor sample in class K
[35]. Final value of the H is categorized into three types

Figure 1: Applied correlation method on an image sample of
power lines in the urban dataset.

Figure 2: Image sample example with applied correlation method
in the power lines mountain dataset.
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including a continuous value, 0, and 1 according to
Equation (1) [34].

Δ L, R,Hjð Þ =H, ð2Þ

H =

Ri L½ � − Rj L½ �j
max Lð Þ −min Lð Þ , if L is a continuous value,

0 Ri L½ � = Rj L½ �,
1 Ri L½ � ≠ Rj L½ �:

8
>>>><

>>>>:

ð3Þ
For enhancing the effectiveness of the proposed hybrid

CNN-RF algorithm, we calibrate the assigned classes to
each set of targeted pixels in the sample power line
images. In real images, there exist millions of different

pixels, and we can calibrate targeted pixels with an
approximate evaluation to divide the entire sample area
into k ×m detection regions Ckm. The size of each image
Ci was defined as follows [36]:

Ci = width = 100pix ≈ 100m, height100pix ≈ 100mð Þ: ð4Þ

According to the above technical aspects, the proposed
CNN-RF algorithm can perfectly select important key
features based on targeted pixels in the UAV images.

4. Experimental Results

In this section, a series of experimental results are evalu-
ated to validate the proposed method’s efficiency. For
analyzing the proposed CNN-RF prediction model, we
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Figure 3: Accuracy evaluation on cross-folds 5, 10, 15, and 20 in the PLDU dataset.

60

65

70

75

80

85

90

95

5 10 15 20
Cross-fold

CFSC
CNN
FPL

CNN-SVM
CNN-RF

A
cc

ur
ac

y 
(%

)

Figure 4: Accuracy evaluation on cross-folds 5, 10, 15, and 20 in the PLDM dataset.
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used two popular power line detection datasets (https://
github.com/SnorkerHeng/PLD-UAV) with high-pixel
observations in urban locations (Power Line Detection in
Urban (PLDU)) and mountain-desert locations (Power
Line Detection in Mountain (PLDM)) as shown in
Figures 1 and 2. To capture the damaged and disrupted
power line images in the PLDU and PLDM datasets,
UAV control systems have flown above the power line
locations within ten and thirty meters, respectively. For
achieving optimal prediction results, we categorized 453
samples of images for training and 120 samples for testing
methods in the PLDU dataset. Also, from 287 total sam-
ples of images in the PLDM dataset, we divided 237
samples for training and 50 samples for testing methods.
The experimental results are performed on NVIDIA 4-

Plus-1 ARM Cortex-A15 CPU, 192 CUDA core, and 16
DDR4 memory in MATLAB R2021a.

According to the prediction evaluation, the proposed
CNN-RF method is compared to some newly released
mechanisms to detect damaged power lines with UAV
and the IoT technologies including Convolutional Neural
Network (CNN) [20], CNN [37] and Support Vector
Machine (CNN-SVM) [23], Focal Phi Loss (FPL) [21,
38], and convolutional features and structured constraints
(CFSC) [25, 39].

Our research is based on the results of feature selection
and finally completes the diagnosis of breast masses through
the classifier. To evaluate and compare the performance of
feature selection techniques using the two-stage feature
selection method and other algorithms, three performance
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Figure 5: Precision-recall curves on the PLDU dataset.
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measures, namely, accuracy, precision, and recall, are shown
in Equation (5).

Accuracy = true positive + true negative
true positive + true negative + false positive + false negative ,

Precision = true positive
true positive + false positive ,

Recall = true positive
true positive + false negative :

ð5Þ

Figure 3 shows the comparison of accuracy factors for
existing prediction models in the PLDU dataset. The red line
in the figure indicates the estimated latency equals the
ground truth. That is, the prediction model accurately esti-
mates the actual latency. The blue line shows the accuracy
of the CNN-RF method to detect damaged power line
images in cross-folds 5, 10, 15, and 20 that have better esti-
mation performance of the prediction model than other
methods. It can be seen that as compared with benchmark-
ing prediction models, our prediction model can estimate
the damaged power lines in urban images more accurately.

Figure 4 illustrates the accuracy evaluation with recent
works and the proposed CNN-RF method in the PLDM
dataset, where our method realizes substantially better per-
formance than CNN, CNN-SVM, FPL, and CFSC.

Figure 5 suggests the percentage of precision-recall
curves using different machine learning algorithms and the
number of cross-folds, respectively. The proposed CNN-RF
method has the highest ratio than other CNN, CNN-SVM,
FPL, and CFSC algorithms to detect damaged power lines
in urban environments. Also, Figure 6 depicts the percentage
of precision-recall curves using different machine learning
algorithms and the number of cross-folds for PLDM dataset,
respectively. The proposed CNN-RF method has the highest
ratio than other algorithms to select damaged power lines in
environments.

5. Conclusion

This paper presented a hybrid CNN-RF method for IoT-
enabled fault power line detection to find the optimum
prediction performance among crashed and damaged
power cables and lines. Two important different datasets,
namely, PLDM and PLDU concerning UAV control sys-
tems, were compared. This comparison has shown rather
varying behaviors of the two datasets to support the opti-
mum prediction performance. The experimental results
show that the proposed CNN-RF method has a maximum
accuracy ratio for predicting damaged power lines up to
97% for power line recognition in urban environments.
Also, we observed that the proposed CNN-RF method
illustrated optimum accuracy performance for detecting
damaged cables in the mountain and out of cities with
92% better than other recent case studies including
CNN, CNN-SVM, FPL, and CFSC. Finally, the proposed
CNN-RF method has a better precision-recall ratio than
other algorithms. However, our proposed method has

some limitations. First, we approximate the proposed
model just to check power lines in a static environment
after gathering the UAV control system as offline mode.
Second, we discovered some problems of urban power
lines that technical secretaries have modified damaged
power lines in an on-time schedule. So, there are some
gaps between damaged images and real fixed cables in
urban environments. In future works, some other powerful
metaheuristic algorithms can be applied to find optimal
feature selection method and increasing accuracy of dam-
aged fault prediction in power lines.

Data Availability

The experiment data supporting this experiment evaluation
are from the following reported studies, which were cited
and are included within the articles: Jaffari et al. [21]: A
Novel Focal Phi Loss for Power Line Segmentation with
Auxiliary Classifier U-Net (Sensors, 21(8), 2803) and Dai
et al. [20]: Fast and Accurate Cable Detection Using CNN
(Applied Intelligence, 50(12), 4688-4707).
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The IoT brings digital and intelligent changes, which can change many ways of seeing the world. Among them, the display of rare
works of art is easily overlooked. This paper studies the artwork display system based on the IoT technology and uses the Spring
framework under the uRLLC communication protocol to design the artwork display system through the design of the database
and the controller. This article takes the artistic work display system as the research object, studies the operating mode of the
system model, conducts system testing in an indoor environment, and compares communication with traditional distributed
computing technology. Based on the experimental results, it can be seen that the real-time performance of this system is far
superior to traditional cloud computing systems.

1. Introduction

The Internet of Things (IoT) has been applied in many
fields. In the field of visualization, there are often higher
standards for the reliability and real-time performance of
IoT devices. In addition, as there are more and more IoT
devices, and these devices are usually heterogeneous, how
to manage these devices will be an urgent problem to be
solved. And edge computing provides a new way to solve
these problems. Edge computing can realize on-site process-
ing of IoT device data, provide the system with high real-
time performance, and ensure the reliability of
communication.

Zhu et al. applied augmented reality technology to the
exhibition of cultural relics and developed a cultural relic
display system that supports the interaction of flashlight
light [1]. Levin et al. used augmented reality technology to
achieve a restoration display of the frescoes in St. Clement’s
Church [2]. Chakraborty et al. combine the outdoor AR sys-
tem with the Yuanmingyuan Ruins to realize the digital res-

toration of ancient images such as water viewing method,
east-west water tower, and big water method [3]. Taking
the world cultural heritage Dujiangyan as an example, Zou
et al. use digital technology to attract the audience to under-
stand water conservancy knowledge and historical stories
based on the characteristics of Dujiangyan’s regional protec-
tion. In addition, digital technology is used to improve the
existing wasteland in the Dujiangyan Scenic Area and pro-
mote Dujiangyan tourism [4]. Zou et al. used AR technology
to carry out a digital display and experience project of material
cultural heritage ARCHEOGUIDE on mobile devices, with
the purpose of recreating cultural heritage scenes for tourists
through visual display methods [5]. Wei et al. use digital ani-
mation, virtual reality, and other technologies to digitally dis-
play representative European culture and superimpose virtual
information on the cultural relics of the ancient city through
AR technology [6]. Jian et al. elaborated on the protection
methods of cultural heritage in the new era and proposed that
the combination of cultural heritage and AR will become the
inevitable trend of cultural heritage protection [7].
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Li uses AR technology to visualize the three-dimensional
model of outdoor cultural heritage sites and provides users
with cultural heritage information through the object pano-
ramic visualization system [8]. Xuanyuan et al. use aug-
mented reality technology to develop the Byblos system,
through which users can visit the image structure of the
Roman theater to understand the cultural background [9].
Based on mobile augmented reality technology (Mobile
Augmented Reality, MAR for short) combined with the dig-
ital protection of intangible cultural heritage taking Long-
quan celadon as an example, Riliang et al. have researched
and designed a system applied on a smartphone platform
[10]. Sinha et al. use AR technology and somatosensory
interaction technology to study how national orchestral
instruments can perform virtual performance. His research
makes people enjoy the fun of virtual combination when
enjoying musical instruments. This application has success-
fully attracted people’s interest in national musical instru-
ments [11].

This article introduces the system architecture, database,
edge computing server, and data processing flow are
designed and explained in detail, and edge computing is
combined with the display of artworks to provide users with
smart electricity usage. In the future, we will continue to
observe the stability of the system, improve the system’s abil-
ity to process concurrency, and lay a firm foundation for
building edge computing IoT systems.

2. IoT Technology and Art
Exhibition Architecture

2.1. Hierarchical Architecture of Art Display System Based on
AIoT Technology. With the further integration and applica-
tion of AIoT technology in smart images, especially in its
artwork display system, “artificial intelligence” has gradually
developed to “applied intelligence,” and smart images with
image energy efficiency management and smart IoT applica-
tions as the core are especially developed. Green smart
images have quietly become the development trend of future
images, so it is very important to actively construct and carry
out theoretical and applied research on “AIoT+smart
images” [12], in order to improve the feasibility and scalabil-
ity of intelligent image artworks during system development
and the safety and reliability of the system during actual
operation [13]. On the basis of the original three-tier system
architecture of the intelligent image art display system, com-
bined with the actual fusion application of AIoT technology,
the overall hierarchical structure of the intelligent image art
display system based on AIoT is finally formed, that is, a
total of 5 layers from bottom to top. The terminal equipment
layer, the intelligent perception layer, the network commu-
nication layer, the AI cloud brain control layer, and the
application scenario layer are composed. This system archi-
tecture can make the structure of the largest and most com-
plex artwork display system in the intelligent image clearer
and the division of labor. Among them, the terminal equip-
ment layer is located at the bottom of the architecture and is
the ultimate bearer of green smart images to achieve “green”
and “intelligence,” generally including building system smart

terminals that implement various specific functions [14].
The intelligent perception layer refers to all kinds of intelli-
gent devices with communication capabilities in the green
intelligent image, as well as smart sensors and controllers,
which can perform preliminary information processing
and provide basic data for the application scenario layer
and mainly carry the information transfer obtained from
the perception layer. The AI cloud brain control layer is
equivalent to an artificial intelligence control decision-
making platform; that is, through AI intelligent units, intel-
ligent algorithms and information technology to complete
the mining, calculation, analysis, statistics, classification,
and integration of real-time data and information of each
subsystem can finally be achieved. The autonomous learning
and control, intelligent decision-making and organization,
and personalized customization are the functions used; the
application scenario layer is to establish a system integration
platform for each module system of specific users according
to the different requirements of different users [15].

In recent years, with the continuous deepening of the
country’s new urbanization process, the country, provinces,
prefectures, cities, and related industries have successively
issued “green policies,” related industry standards and regu-
lations, which have strongly promoted the construction and
development of smart images. Globalization, especially the
30 years of digitalization in our country, is model era→PC
interconnection era→mobile internet era→IoT→smart IoT
evolving, especially with the rapid development and integra-
tion of AI technology and IoT technology. While informa-
tion and data provide vitality to AI, AI is also creating all
possibilities for IoT. The AIoT technology has become an
effective way and the best way to intelligently upgrade major
traditional industries represented by the image industry in
the next ten years. Smart image is an ideal combination of
“AI+smart image.” Its core is “artificial intelligence plat-
form,” that is, “AI cloud brain.” The overall architecture of
the system composed of intelligent image “AI cloud brain”
is composed of perception layer, transmission layer, and
control layer. It has the characteristics of high precision,
low cost, complete functions, and strong automation [16].
The transport layer generally refers to a comprehensive tech-
nical system composed of 5G and AI computing; the control
layer is mainly composed of clusters such as control, deci-
sion-making, execution, and management. The Chinese
name of “AIoT” is intelligent IoT, that is, “AI+IoT,” which
is based on the organic combination, effective combination,
and application integration of artificial intelligence and IoT
[17]. In fact, the concept of AIoT was proposed as early as
2017 and was first popularized by the industry. In recent
years, it has become a hot vocabulary and industry hotspot
in the IoT industry and the image industry [18].

2.2. NB-IoT Technology. The smart art display system based
on NB-IoT uses the following technologies: sensor technol-
ogy, IoT wireless remote communication technology, and
cloud platform technology, so that terminal managers can
remotely monitor the temperature and humidity data of
the art display system and take corresponding measures
[19]. This system is composed of temperature and humidity
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sensor module, GPS module, NB-IoT module, and transpar-
ent cloud platform module. The temperature and humidity
module adopts the industrial-grade temperature and humid-
ity sensor SHT20, and the GPS module model adopts the
L70-R which supports low power consumption mode [20].
The temperature and humidity sensor collects the tempera-
ture and humidity of the indoor system environment, and
the GPS sensor collects the geographic location [21]. The
visual engineering measurement platform based on IoT
technology and cloud computing combines the characteris-
tics of engineering measurement and is divided into three
levels: data acquisition layer, data analysis and storage layer,
and management and application layer on the basis of IoT
application mode [22].

2.2.1. Data Collection Layer. The data collection layer covers
the perception layer and network layer of the IoT system
architecture and is responsible for collecting measurement
data and uploading the data to the designated server [23].
The IoT is responsible for connecting numerous devices,
computers, and built-in sensors in a dynamic network and
continuously receiving and exchanging information from
the external environment [24]. In engineering surveys, the
total station and GPS-RTK-integrated machine can com-
plete most of the survey tasks, so the platform is mainly
designed for the data networking of these two types of
equipment [25]. The GPS-RTK-integrated machine adopts
relative positioning measurement method to eliminate
errors such as ephemeris, ionosphere, and troposphere;
combined with carrier phase measurement technology, cm-
level high-precision measurement can be achieved, which
can meet the requirements of engineering measurement.
The data transmission uses the 5G IoT module. Compared
with the traditional radio transmission method, the data
transmission method of the 5G IoT module is not easily
affected by the surrounding environment and transmission
power, and the transmission distance is not limited. The
measurement data can be directly uploaded to the server.
Relative positioning measurement requires the use of two
satellite receivers, a base station and a mobile station. The
base station is placed in a location with stable geological con-
ditions and known three-dimensional coordinates. During
the measurement, the base station collects satellite observa-
tion information and sends the observation data and its
own three-dimensional coordinates to the mobile station
through the 5G IoT module. While the measuring station
obtains the measurement information sent from the base
station, it also collects the satellite observation information,
and the information is calculated in real time, and then,
the calculated data with a positioning accuracy of cm level
is obtained. Finally, the 5G IoT module is used to upload
the calculated data to the server. Considering that the cur-
rent smart phones are equipped with Bluetooth communica-
tion function, an Android-based uRLLC communication
terminal is designed, which uses the Bluetooth communica-
tion function of the mobile phone to establish a connection
with the total station to realize wireless control of the total
station and at the same time uses the mobile phone network

communication function to communicate with the server to
realize data transmission.

2.2.2. Data Analysis and Storage Layer. The data analysis
and storage layer use cloud computing technology to analyze
the raw data measured by the equipment and store the data
for subsequent use.

2.2.3. Management and Application Layer. The management
and application layer adopts the B/S architecture, that is, the
general browser/server architecture on the Internet. The
back end adopts Spring, SpringMVC, Mybatis, and other
frameworks, and the front end adopts Vue, Axios, and
Element-ui frameworks; the front and back ends use very
lightweight and language-independent JSON for data inter-
action. The B/S architecture uses the HTTP protocol for
communication, and business processing is performed on
the server. There is no need to develop and maintain client
programs, and cross-platform operations can be easily real-
ized, ensuring the security of the platform and data to the
greatest extent. In order to facilitate the internal collabora-
tive measurement in engineering measurement, the platform
is designed to implement a management platform and a
measurement platform. The management platform runs in
the browser on the PC side to provide personnel with func-
tions such as data management, measurement task manage-
ment, and report management; the measurement platform
runs on the browser of the mobile device (smart phone); a
visual measurement interface is provided for the measure-
ment personnel to improve the efficiency of the measure-
ment operation. The entire measurement platform
application layer design is divided into management plat-
form and measurement platform.

Considering that engineering measurement operations
are mainly divided into known point stakeout and unknown
point measurement, the platform designs a set of internal
collaborative measurement operations process based on
these two measurement operation methods and correspond-
ing operation procedures, combined with the platform
application mode. Create a measurement task on the man-
agement platform and assign it to the surveyor. The surveyor
can select the available measurement equipment on the plat-
form to start the visual measurement operation. After the
measurement is completed, it will be submitted to the staff
for review. The task that passes the review can be exported
to the report, and the review is not passed. The task needs
to be reassigned to the surveyor for measurement. Through
the powerful storage and computing capabilities of the cloud
computing center, the requirements of the system can be
met.

2.3. SAS Logical Structure Model Based on Improved
Hypergraph. “Super network” is used to describe a system
with many nodes and nested networks in the network.
Hypergraph theory is one of the methods with a relatively
complete mathematical definition. A hypergraph is a two-
tuple V is a finite set of nodes, satisfying the formula:

G = Gw +Gnb +Gt , ð1Þ
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A hypergraph can be regarded as a generalization of
graph theory. Its edges can include any number of nodes.
The finite set of nodes with the same attributes is the hyper-
edge of the hypergraph. The definition of hypergraph
ignores the connection relationship between nodes. How-
ever, whether in the definition of weights in hypernetworks
or in the study of flows, the connection relationship between
nodes is of great significance. Improve the definition of
hypergraph by increasing the connection relationship
between nodes, so that it includes both the definition of
nodes and edges in basic graph theory and the definition
of super edges in hypergraph theory:

uh ≤ uj ≤⋯≤ uk, ð3Þ
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Combined with the introduction of the characteristics of
commonly used centrality indicators in related literature, the
actual T1-1 network is investigated, and the neighbor-based
node centrality and the path-based node subgraph centrality
are selected as indicators to evaluate the importance of
nodes. At the same time, these two centrality indicators are
easy to extend to the hypergraph, and the definition in the
hypergraph is equally clear. Logical nodes are ranked
according to relative (super) degree centrality, and the top
three LNs are the same, namely, IHMI (human machine
interaction), TCTR, and TVTR. In terms of (super) degree
centrality, they are the most important, because they have
more connections with other nodes, and they also appear
more frequently in different functions:
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∑
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In the SAS-improved hypergraph modeling process, the
logical nodes in the SAS logical structure are defined as the
nodes of the SAS-improved hypergraph model, the logical
connections between logical nodes are defined as edges,
and the logical function composed of several logical nodes
is defined as super side. Take the T1-1 type substation in
IEC61850 as an example to carry out the improved hyper-

graph modeling and related analysis of SAS. Each logical
node (LN) is a subfunction located in a physical node, and
only data in the LN can interact. There may be a logical con-
nection between two LNs, and each functional super edge
contains multiple LNs:

Djh =
djh − Pjh

djh + Pjh
, ð9Þ

djh =
ð∞

0
dFj yð Þ

ðy

0
y − xð ÞdFh xð Þ, ð10Þ

djh =
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0
dFh yð Þ

ðy

0
y − xð ÞdFj yð Þ: ð11Þ

The improved hypergraph model of SAS logical struc-
ture is a triplet. The node set V in the triplet is combined
with the edge set GE and the hyperedge set HGE, respec-
tively, which can form the SAS graph model GG=VE and
the hypergraph model HG=VE:
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ht = tanh wcxt + uc rtΘht−1ð Þ + bcð Þ, ð14Þ
ht = ztΘht−1 + 1 − ztð ÞΘht: ð15Þ

In the graph structure, the objects appearing in pairs are
related to a certain degree. Among them, objects are
abstracted into nodes in the graph, and the “association”
between two objects is called an edge. Graph models have
advantages when analyzing networks or complex networks.
Based on the mathematical definition of the graph and some
basic parameters used to describe the graph, some com-
monly used parameters to measure the topological structure
characteristics of the graph model can be derived. The defi-
nitions of these parameters are as follows:

σt =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1/n∑n
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q

FIit
, ð16Þ
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Using the definitions and formulas of these parameters,
the basic parameter values of the T1-1 SAS logic graph
model can be calculated. The position of a node in the net-
work topology determines its criticality and scope of influ-
ence. Structural centrality is the most commonly used
indicator for evaluating the importance of nodes. They mea-
sure the criticality of nodes themselves by influencing the
capabilities of other nodes. The neighbor-based centrality
indicators and path-based centrality indicators are two
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commonly used centrality indicators:

ln FIit
FIit − 1

� �

= α + βlnFIit − 1 + vi +It , ð19Þ

cij =
ebij

∑kebik
: ð20Þ

The degree centrality index is a typical neighbor-based
centrality index, which is defined as the number of adjacent
nodes of a node. According to the degree centrality index,
the more direct neighbors of a node, the more critical it is.
When considering the information dissemination process,
when the path through the node can spread information fas-
ter and more widely, the node is more critical, and this can
be calculated by the centrality index based on the path,
and the centrality of the subgraph is a typical. The path-
based centrality index is as follows:

r = α

1 − β
, ð21Þ

θ = −
1
T
ln 1 + βð Þ, ð22Þ

τ = ln 2ð Þ
θ

: ð23Þ

They are the most vulnerable nodes based on degree cen-
trality. Once they fail, they can have a significant impact on
SAS. For other LNs, the ranking of superdegree and degree is
quite different. For example, ITCI is ranked fourth in the
ranking of relative hyper centrality, but it is not yet ranked
in the top ten in relative hyper centrality. This shows that
there is a logical connection between ITCI and fewer LNs,
but it appears in more super edges:
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Logical nodes are sorted according to relative (super)
subgraph centrality. As shown in (25), the ordering of each
LN according to relative subgraph centrality and relative
hypersubgraph centrality is very different. PDIS has the
greatest hypersubgraph centrality, which means that the
closed loop of PDIS passes through more super edges and
has more short closed paths than other LNs, and data devi-
ations will propagate faster.

3. Artwork Display System Design

3.1. System Hardware and Software Support

3.1.1. Work of Art Data Analysis Server. The work of art data
analysis service is based on the Spring framework, and the
dependencies between objects are handed over to Spring to
reduce the coupling between components; use nonblocking

input/output (NIO) to solve high concurrency downloading
artwork data transmission problem and improve server data
processing capacity. The automated deployment of services
is realized by writing shell scripts and combining with the
maven packaging tool. The data analysis service is highly
available and easy to expand. It can automatically handle cli-
ent connections and deal with abnormal situations accord-
ingly to ensure data security and accuracy.

3.1.2. uRLLC Communication Terminal. uRLLC communi-
cation terminal is based on the Android operating system
and is responsible for data forwarding between the total sta-
tion and the server. During the measurement, the server
issues measurement instructions to the uRLLC communica-
tion terminal, and the uRLLC communication terminal
sends the received measurement instructions to the total sta-
tion and obtains the measurement data returned by the total
station and finally sends the measurement data to the server.
In this process, the mobile phone acts as an intermediary for
data transmission and is responsible for data forwarding,
and the data processing will be carried out by the server.

3.1.3. Artwork Information Management Platform. The
management platform is divided into 6 modules according
to functions, and each module will carry out authority con-
trol to ensure the security of the platform and data. The user
management module is responsible for the management of
platform users and the corresponding role authority man-
agement. The equipment management module manages
the communication parameters of the total station and the
GPS-RTK-integrated machine and the server. The parame-
ter management module is responsible for the basic param-
eters in engineering measurement such as projection
parameters and coordinate systems. The basic control points
and other parameters are stored and changed. The job man-
agement module is responsible for task creation, dispatch,
audit, and report export. The operation log module records
all logs of the platform to ensure that all user operations
on the platform are traceable and commonly used the tool
module provides common calculation tools such as coordi-
nate conversion, seven-parameter calculation, four-
parameter calculation, and geodetic calculation.

3.1.4. Visual Measurement Platform. The visual measure-
ment platform is mainly divided into 3 modules. The sur-
veyor can select the equipment being used in the
equipment selection module, then select the task assigned
to him in the construction measurement module, and enter
the visualization interface for measurement; the custom
module provides temporary operation functions. Surveyors
can create tasks and complete measurements according to
the on-site environment and assist or supplement the tasks
assigned to them.

3.2. System Design Steps

3.2.1. Control Function. In order to complete the distributed
access control decision, operations such as the decision-
making authorization of the access control authority of the
IoT device and the setting of the access control strategy
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and the management of user information are completed by
four smart contracts deployed in the hyperledger, namely,
the PIP contract, PAP contract, PDP contract, and PEP con-
tract. In this section, we will introduce the contracts and
functions that implement access control functions. In the
PIP contract, the resource owner manages the access control
authority of the IoT device and the identity of the registered
user through this contract. The PIP contract contains the
following functions:

(i) AddResource() function. This function is triggered
when the resource owner uploads the access control
authority of the IoT device

(ii) AddResource() function. This function writes the
access control authority information of the device
into the blockchain. A legal access control authority
information requires four parameters

(iii) DeleteResource() function. Under certain circum-
stances, the resource owner no longer continues to
share the access control authority of the device.
Through this function, enter the resource ID to be
revoked, and the system deletes the corresponding
resource information in the blockchain to complete
the resource cancellation; the resource applicant will
not be able to search for information about the
resource on the blockchain.

(iv) UserRegister() function. The user enters the user
name and user ID in the user registration page;
the system registers the user identity information
through this function and saves it in the blockchain
for subsequent system operations.

The PDP contract is responsible for judging whether the
resource requester matches the access control policy of the
applied device and judging whether the current resource
requester is an authorized user of the device. The functions
included in the contract are as follows: The MatchPolicy()
function is mainly responsible for comparing the attribute
information of the resource requester with the attribute infor-
mation in the access control policy of the requested IoT device
to determine whether it can obtain the access control authority
of the device. This function is called by the GetPermission()
function in the PEP contract when the resource requester
applies for resource access control permissions.

The JudgeUser() function is responsible for judging
whether the current resource requester is one of the autho-
rized users of the device and passing the judgment result
to the PEP contract. The judgment process is similar to the
MatchPolicy() function, so I will not repeat it.

In the PEP contract, the contract is responsible for
receiving the results returned by the PDP contract and exe-
cuting corresponding actions based on the results. The PEP
contract contains the following four functions:

(i) The ShowResource() function displays the obtained
access control authority according to the entered
user name

(ii) The UseResource() function determines whether
the device is included in the user’s available resource
list according to the result returned by the JudgeU-
ser() function in the PDP contract

(iii) The FindResourceByRes_ID() function is called by
the system when the resource requester searches
for available equipment, and the corresponding
search result is displayed according to the input
resource ID

(iv) The GetPermission() function grants the access
control permission of the device to the resource
requester according to the result returned by the
MatchPolicy() function in the PDP contract and
uploads the permission information obtained by
the resource requester to the blockchain.

3.2.2. Construction of BIM Core Database. The monitoring
data is used for the construction of the BIM database, which
mainly includes the data collection and transmission layer,
the data processing and analysis layer, and the data storage
layer. In the demonstration of real-time monitoring func-
tions, the monitoring data and evaluation results need to
be reflected in the BIM three-dimensional model for visual
warning display, which is realized through the user interac-
tion layer. The basis of monitoring visualization is the image
model of the tunnel, including the positioning of the tunnel
structure axis, the detailed structure, and the positioning of
the sensors. In addition, the model and parameter informa-
tion of equipment operation and maintenance and pipeline
installation management are also applied to the BIM mod-
ule, and the import interface is set to integrate the monitor-
ing data in the database with the BIM 3D model. The
technical realization is shown in Figure 1.

4. Artwork Display System

4.1. System Hardware Analysis. As shown in Figure 2, the
landslide monitoring data collection system constructed by
the wireless sensor network in this article is composed of
two parts: a short-range wireless sensor network and a
remote monitoring center. The wireless sensor network is
the basis for building the IoT architecture, including sensor
nodes, routing nodes, and assemble nodes, using the ZigBee
protocol to build a clustered network structure, so as to real-
ize mutual communication and information transfer
between nodes.

As shown in Table 1, the choice of data transmission
protocol determines the reliability and stability of data trans-
mission in wireless sensor networks, compared with other
transmission protocols such as Bluetooth, WiFi802.11, Wir-
elessUSB, Bluetooth, Cellular, and ZigBee802.15.4. The
transmission rate is low, but it can meet the small-capacity
monitoring data transmission, the power consumption is
low, the transmission distance can be expanded, and the
overall implementation is easier.

The data transmission process is shown in Figure 3.
Based on the IoT technology, this platform connects the
GPS-RTK-integrated machine and the total station, two
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commonly used measurement equipment in engineering
surveys, so that it can safely communicate with the server
to achieve measurement data. At the same time, the platform
is based on cloud computing technology and B/S architec-
ture and has designed a management platform and measure-
ment platform that can be operated across platforms. The

stored measurement data is used to achieve internal collabo-
rative measurement. The management platform provides
unified management functions for engineering measurement
data and work processes. The measurement platform real-
izes the visual measurement operation. The platform realizes
the unification of online management and measurement,

USB interface power
supply + serial port

Simulator interface
download + serial port

Simulation
interface

JTAG
Serial port 1

String mouth 2

NB101
module

GPS
positioning

module

Open XSWI

Low-power
serial port 1

5V power supply

Ultra-low power consumption master chip STM32L476

Figure 1: Integration of monitoring data in database with BIM 3D model.
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Figure 2: Reliability and stability of data transmission in the network.

Table 1: Reliability and stability of data transmission in wireless sensor networks.

Item Bluetooth WiFi802.11 WirelessUSB Bluetooth Cellular ZigBee

Capacity 2.98 2.53 5.1 2.56 2.49 3.26

Consu 2.01 4.67 4 1.32 1.54 4.35

Rate 1.92 3.22 2.28 2.36 1.6 3.28

Achieve 6.96 4.34 5.65 6.78 6.13 6.51

Monitor 5.39 2.5 6.65 5.23 1.9 6.81

Trans 4.51 3.51 5.1 4.02 5.74 3.67

7Wireless Communications and Mobile Computing



which can effectively improve the efficiency of engineering
measurement and greatly reduce the overall cost of
construction.

As shown in Table 2, this article mainly accesses two
measuring devices, a total station and a GPS-RTK-
integrated machine. When measuring with a total station
device, it is highly dependent on the measurement function
of the total station. What the platform does is to control
the total station for measurement and then read and store
the measurement results of the total station. The platform
itself cannot improve the measurement accuracy of the total
station. There are many factors affecting the measurement
accuracy of GPS-RTK-integrated equipment. Therefore, the
GPS-RTK all-in-one device was tested during the platform
test, and the projection parameters are shown in Table 3.

As shown in Figure 4, the user authenticates his identity
through the security authentication interface provided by
the cloud computing layer and obtains a security token.
The user uses the security token to issue control instructions
to the edge layer through the device control channel of cloud
computing and submit this control information to the sys-
tem. If it is found through the network inspection that the
user and the edge server are in the same local area network,
the user is allowed to establish a secure connection with the
edge server through a security token, and the user submits
this control information to the system through the edge
layer device. After receiving the control instruction, the edge
layer device encapsulates the instruction through the con-
version relationship and sends it to the target perception
layer device. The sensing layer device executes the instruc-
tion and returns the result. The return process is consistent
with the device upload process.

The selected plane coordinates of the known points are
as follows: After creating the coordinate stakeout task, select
the GPS-RTK all-in-one device for measurement, record 8
sets of measurement data, and obtain the measurement

result graph, as shown in Figure 5. It is expressed in plane
coordinates and normal height format. Compare the mea-
sured data in the figure with the original coordinates of the
known points, and perform the difference calculation on X,
Y, and H to obtain the deviation table, as shown in
Table 4. The direction from a point on the ground to a point
in the sky or another point on the ground is represented by
the angle between the projection of the line connecting the
two points on the horizontal plane and the reference direc-
tion. This representation is also called azimuth, which is
one of the ways to measure the angular difference between
objects on a plane. It is the horizontal included angle from
the north direction line of a point to the target direction line
in a clockwise direction. The analysis shows that when the
GPS-RTK-integrated machine is used for measurement, it
can ensure the measurement error within 1 cm in the hori-
zontal direction and 2 cm in the elevation direction, which
meets the engineering measurement requirements.

As shown in Figure 6, a monitoring terminal of this sys-
tem is equipped with NB-IoT communication module, tem-
perature and humidity sensor, photoresistor sensor, ethanol
sensor, air quality sensor, etc. Turn on the power, the mon-
itoring terminal will initialize the hardware, monitor the
NB-IoT network attachment status, and access the cloud
platform. Then, the monitoring terminal enters the normal
environmental monitoring stage.

As shown in Table 5, in order to ensure the practicability
of the system, this article tests the accuracy and complete-
ness of its functions, including data collection, LCD display,
abnormal alarm and remote data reporting, management,
display, and other functions. The test is mainly through
the indoor field test of the monitoring terminal and the
remote test of the indoor monitoring management platform.
The monitoring terminal is placed in the room for field test.

The LCD display screen of the monitoring terminal 1 is
shown in Figure 7. This article separately displays the
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temperature, humidity, light intensity, ethanol concentra-
tion, air quality, voltage, and real-time time data collected
by the monitoring terminal and their status. The normal
temperature range is 10~16°C, and the light intensity is nor-
mally less than 100 lx, and the actual values are all outside
the normal range. Therefore, the LCD displays that its status
is abnormal, and the terminal activates a buzzer to alarm.

As shown in Figure 8, the indoor environment monitor-
ing management platform built by the OneNET IoT cloud
platform realizes the management of 30 monitoring termi-
nals. At the same time, abnormal alarms can be viewed
through the status display icon of each monitoring terminal.

At the same time, you can view the detailed data of each
monitoring terminal through the view detail function. As

shown in Table 6, the detailed data display interface of the
monitoring terminal can be used to view the temperature,
humidity, light intensity, ethanol concentration, air quality,
and values such as voltage, and at the same time, you can
view its changing trend through the graph. After the above
tests, the monitoring terminal data collection, data display,
abnormal alarm, and other functions are normal and meet
the design requirements. At the same time, the interactive
function of the monitoring terminal and the cloud platform
is accurate and stable. The system completes one data collec-
tion, data display, abnormal judgment, and data reporting
time, no more than 20 seconds, indicating that the function-
ality of the indoor environment monitoring system meets
the expected requirements and is practical.

Table 2: Highly dependent on total station equipment measurement.

Item Short range Remote Reliability Connection S-analysis A-collection

Sink node 0.77 1.29 1.08 1.76 1.52 0.25

Routing 3.98 3.42 3.01 2.47 3.98 3.26

Collection 4.69 4.43 2.35 3.5 2.53 4.35

Multihop 5.54 5.47 5.4 2.16 5.06 3.09

Storage 3.37 3.51 1.67 2.71 2.8 2.09

Management 3.36 2.96 3.8 1.54 2.51 5.88

Fusion 4.53 4.78 5.43 4.51 6.05 3.46

Table 3: Physical equipment test projection parameters.

Item Communication module Data analysis Packaging module Data calculation Response module Data storage

Edge 4.23 3.34 2.86 3.93 3.67 2.59

Storage 2.31 3.91 3.18 2.92 1.43 4.28

Traditional 1.58 1.19 1.65 3.36 1.79 6.28

Centralized 4.48 4.52 1.67 2.87 6.15 4.73

Cloud 2.22 6.17 6.28 2.22 5.77 4.77

Model 5.34 6.09 4.89 6.04 2.92 2.41
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As shown in Figure 9, compared with the traditional
centralized cloud computing model, this system adds an
edge computing layer close to the sensing layer device and
quickly processes the data of the sensing layer device
through the computing and storage capabilities of the edge

layer. The following article describes the design of the edge
server. As shown in Table 7, the four functional modules
of the edge server are as follows: communication module,
data analysis and packaging module, data operation and
response module, and data storage module.
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Table 4: Difference calculation comparison deviation.

Item Sh-network Re-network Total station Connection Sum-analy Auto-collec

GPS-RTK 3.42 3.01 2.47 3.98 3.26 3.77

Factor 4.43 2.35 3.5 2.53 4.35 4.81

Collection 5.47 5.4 2.16 5.06 3.09 5.07

Rely 3.51 1.67 2.71 2.8 2.09 3

Storage 2.96 3.8 1.54 2.51 5.88 2.79

Management 4.78 5.43 4.51 6.05 3.46 6.92

Fusion 5.48 3.49 1.81 2.55 6.38 3.82
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As shown in Figure 10, through the communication
layer, the system edge server can perceive the communica-
tion status of IoT devices and their communication status,
obtain communication links, and provide access ports for
new devices. At the same time, ensure smooth communica-
tion between the edge server and the cloud computing cen-
ter, and ensure a smooth data flow channel. The

equipment behavior in this system refers to the measure-
ment and regulation of external monitoring variables and
equipment variables.

As shown in Figure 11, when the sensing layer device
generates data, it is uploaded to the edge layer device. The
edge layer converts the data through the conversion relation-
ship and, according to the data type, stores the data in the

Table 5: Functional accuracy and completeness testing.

Sink node Routing node Collection Storage Management Fusion

Capacity 3.74 2.58 4.76 3.61 5.28 2.73

Consumpt 3.8 3.6 5.75 4.88 4.55 5.23

Rate 1.91 4.65 3.09 4.76 4.42 3.5

Achieve 2.96 1.49 5.07 6.82 5.37 4.88

Monitor 2.67 1.62 2.28 5.23 5.84 4.66

Transmis 2.92 3.32 5.97 5.55 4.06 3.72
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Redis storage and time series database in turn and indicates
the synchronization priority of the data. According to the
priority of data synchronization, the data is synchronized
to the cloud computing layer in real time or regularly
through the communication layer, and the data storage
server of the cloud computing layer is updated. As shown
in Table 8, according to the results of data processing, it is
judged whether it is necessary to control the corresponding
IoT devices to perform corresponding operations to obtain
operating performance data.

The IoT devices in this system are mainly smart control-
lers and smart meters connected in series in the power cir-
cuit, as shown in Figure 12, deployed in each exhibition
hall. Due to the deployment of more wireless access points
on the exhibition hall floor, the campus network covers a

wide range, and the signal is strong; smart controller devices
use wireless communication protocols for communication,
while smart meters use more stable wired communication.
The most important equipment behavior of the intelligent
controller is the on-off control of the power circuit and the
power safety protection. The intelligent controller provides
10 branch circuit channels, which means that after the main
circuit flows into the intelligent controller, multiple branch
circuits can be separated, and through internal relays and
control algorithms, different branch circuits can be con-
trolled at the same time.

The smart controller replaces the traditional single-
function wall switch. The user can control the on-off of the
channel through the panel channel buttons of the smart con-
troller and the corresponding APP, as shown in Table 9. The

Table 6: Detailed data of each monitoring terminal.

Item Temperature Humidity Light intensity Ethanol Concentration Air quality Voltage

GPS-RTK 1.66 2.39 2.62 2.65 1.86 3.51 1.28

Factor 3.23 5.59 5.85 4.74 4.6 5.51 5.28

Collection 4.39 1.62 2.31 4.23 3.34 2.86 3.93

Rely 1.16 1.69 1.7 2.31 3.91 3.18 2.92

Storage 1.95 1.07 5.36 1.58 1.19 1.65 3.36

Fusion 6.43 3.76 5.41 4.48 4.52 1.67 2.87
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Figure 9: Computing layer close to the sensing layer device.

Table 7: Communication module provides device awareness for edge servers.

Communication module Data analysis Packaging module Data calculation Response module Data storage

Edge computing 2.86 3.12 1.37 3.8 4.9 1.64

Storage 2.75 2.99 3.85 4.62 2.86 4.57

Traditional 4.43 1.88 5.13 3.86 6.07 1.51

Centralized 3.92 7 5.68 5.97 4.53 4.78

Cloud computing 6.85 5.99 2.62 6.93 1.88 4.47

Model 4.7 6.53 4.07 4.15 6.88 2.17
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system uses the first 6 channels of the intelligent controller,
of which the first three channels are lighting channels, the
fourth channel is socket channel, and the fifth and sixth
channels are spare channels. Figure 8 shows the usage of
each channel in Hall 1101 within one month. Among them,

the use of the first three channels of the intelligent controller
accounted for 79% of the daily use, and its use is greatly
related to the life of the visitors. The types of exhibits in this
system include graphic design, painting design, fashion
design, industrial design, film and television animation,
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Figure 10: Perceive IoT devices and their communication status.
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Table 8: Device control channel through cloud computing.

Item Short range Remote Reliability Connection S-analysis A-collection

Sink node 2.96 2.9 3.69 3.87 2.5 2.85

Routing 1.6 2.69 5.27 5.31 3.73 3.39

Collection 2.95 1.77 4.58 3.44 4.2 4.97

Multihop 2.69 5.42 1.11 4.79 3.49 5.74

Storage 1.38 4.4 1.16 6.43 2.63 5.85

Management 2.01 6.48 3.62 3.43 1.79 2.19

Fusion 5.49 3.05 1.54 4.72 1.08 5.54
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architectural environment, art synthesis, digital photogra-
phy, graduation design, and other types; exhibit formats
include four types: video, audio, picture, and text. The man-
agement of the exhibits in this article can be realized from
various presentation layer pages and back-end java source
files. According to different management directions and user
rights, under the premise of unified art, the front-end output
of different types and formats of exhibits can be realized.

The main equipment behaviors of smart meters are elec-
trical energy measurement and monitoring of voltage, cur-
rent, and power. Through the measurement of the electric
energy value, this article calculates the electricity consump-
tion of the exhibition hall per hour, and this figure is usually
directly related to the exhibition hall electricity bill. The his-
togram of electricity consumption in an exhibition hall
within 3 months is shown in Figure 13. The electricity con-
sumption includes fluorescent lamps, long-arm spotlights,
LED lamps, air conditioners, sockets, and temperature and
humidity control, and data is obtained through smart
meters. Through clear electricity consumption data, trans-
parent electricity consumption is realized and users’ aware-
ness of energy saving is enhanced. These data are uploaded
to the cloud server, and the corresponding user energy con-
sumption model is established through data analysis, data

mining, machine learning, and other technologies, and the
corresponding energy saving suggestions are given.

In this system, this article uses two indicators of commu-
nication round-trip delay and communication jitter to com-
pare the traditional cloud computing system with this
system. Among them, this article uses average deviation to
define communication jitter, as shown in Table 10.

Figure 14 shows the result of the communication round-
trip delay between the traditional cloud computing system
and this system. In traditional cloud computing systems,
the communication round-trip delay time of the intelligent
controller is mainly distributed between 80ms and 260ms,
with an average delay of 350ms. In the “direct connection”
mode of this system, the communication round-trip delay
time is mainly distributed between 65ms and 80ms, and
the average delay is 73.5ms. Through the calculation of the
experimental results, it can be known that in the traditional
cloud computing system, the communication jitter is
290ms, while in this system, the communication jitter is
16ms, which is about 1/4~1/5 of the main communication
delay interval. Based on the experimental results, it can be
seen that the real-time performance of this system is far
superior to the traditional cloud computing systems. The
online display system of the artworks facilitates the college’s
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Figure 12: Smart controllers and smart meters in the loop.

Table 9: Panel channel buttons of smart controller.

Item Short range Remote Reliability Connection S-analysis A-collection

Sink node 5.31 3.73 3.39 5.03 2.68 2.08

Routing 3.44 4.2 4.97 3.14 4.78 2.87

Collection 4.79 3.49 5.74 1.42 2.46 1.78

Multihop 6.43 2.63 5.85 4.9 2.6 3.22

Storage 3.43 1.79 2.19 3.02 1.64 2.33

Management 4.72 1.08 5.54 4.77 3.37 4.37

Fusion 2.95 6.13 2.49 1.08 2.09 6.3
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management of exhibits, exhibitions, and topics; facilitates
users’ inquiries and statistical analysis; standardizes the
review process of exhibits; improves the quality and effi-
ciency of exhibit information management; and is in line
with the online exhibit management function, a practical

online work information management platform. After the
system is perfected, it will run successfully on the Internet
platform. The system has intuitive interface and simple
and easy-to-use functions, reduces a lot of manpower and
time for exhibit management, and enhances efficiency.
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Figure 13: Electricity consumption of exhibition hall per hour.

Table 10: Mean deviation to define communication jitter.

Item Temperature Humidity Light intensity Ethanol Concentration Air quality Voltage

Analysis 4.97 4.87 4.6 5.08 2.21 2.96 2.9

Data 2.59 3.88 5.46 5.03 2.29 1.6 2.69

M-learn 1.68 4.04 2.41 4.87 4.38 2.95 1.77

Coverage 2.65 5.64 3.61 5.29 3.32 2.69 5.42

Signa 5.14 4.77 1.2 3.24 4.45 1.38 4.4

Power 6.8 4.29 3.63 3.96 4.19 2.01 6.48
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5. Conclusions

The equipment model of the artwork display system is a col-
lection of equipment behaviors and an abstraction of IoT
equipment. Usually, a device model contains multiple device
behaviors. In the artwork display system, because the com-
munication protocols of the connected perception layer
devices are different, the same device behavior often has
many different expressions under different device models,
which is easy to cause errors. The system converts the device
information in the form of “many-to-one” to unify the data
format, facilitate server data processing, and write the con-
version relationship into the system configuration table.
When the data is sent from the edge server to the perception
layer device, the data can be correctly distributed through
the conversion relationship for data packaging. As long as
the conversion relationship is filled in correctly, the system
does not need to pay attention to the heterogeneity among
IoT devices, reducing the difficulty of system development.

When data is sent from the edge layer to the cloud com-
puting layer, Google’s open source protocolbuffer protocol
(protolbuf for short) is used to encapsulate the data. The
protolbuf protocol has a certain encryption capability for
information, and when the amount of information is con-
stant, the information transmission efficiency is higher and
the communication flow is reduced. The data processing
and response module is the core part of the edge server. This
module determines the priority of data processing by identi-
fying the source and type of data. For high-priority data, it
often seizes the server’s computing resources, obtains the
results, and executes the tasks in accordance with the estab-
lished procedures to improve the real-time performance of
the system. Different from cloud computing storage, due to
limited storage resources, edge servers only include Redis
storage and time series data databases.

This article introduces the design of the artwork display
system in detail, focusing on the use of the knowledge of the
Internet of Things, but it can be found that there are many
deficiencies in the article, mainly reflected in the inadequacy
of data processing. In response to this problem, in the
follow-up research, in-depth analysis of big data processing
technology will be carried out. Combined with the Internet
of Things technology, the system can be made more intelli-
gent and more powerful.
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With the gradual improvement of the quality of life, taste, and ecological and environmental awareness of urban residents in
China, the environmental landscape of residential areas has gradually become a hot spot. At present, the level of the residential
environmental landscape has become a necessary means for real estate developers to publicize products and improve economic
benefits. Although many residential areas have invested a high cost in constructing environmental landscapes, there are always
some deficiencies and defects in the design and implementation of environmental landscapes in residential areas due to various
reasons.,erefore, to ameliorate the low efficiency and high cost of manual processing of landscape images, a Fully Convolutional
Network (FCN) model based on the traditional Convolutional Neural Network (CNN) is designed for semantic segmentation of
landscape images to deal with the excessive amount of landscape elements in landscape image processing. ,e deconvolution
method is utilized to realize pixel-level semantic segmentation. Besides, the image preprocessing method enhances the data to
prevent overfitting from commonly occurring in FCN. Moreover, the model two-stage training method ameliorates long training
time and complex convergence in deep learning. Finally, three upsampling network structures, i.e., FCN-32s, FCN-16s, and FCN-
8s, are selected for a comparative experiment to determine the most suitable network. ,e experimental results demonstrate that
the FCN-8s upsampling network structure is the most prominent; it attains a pixel accuracy of more than 90%, an average
accuracy of 88%, and an average Image Understanding of 75%. ,e three values are the highest among the three upsampling
structures, indicating that the FCN-8s can realize accurate landscape image processing. Besides, the recognition accuracy of FCN
for landscape elements reaches 90%, 25% higher than that of CNN. ,is method is effective and accurate in classifying landscape
elements, improves the classification accuracy intelligently, and significantly reduces the cost of landscape element classification,
which is feasible.

1. Introduction

With the application of computer science to landscape ar-
chitecture, landscape architecture design method tends to be
of high-efficiency, fast, accurate, variegated, and easy to
modify, bringing the science of landscape architecture to a
new era [1]. Natural landscape photos are the most common
and widely used image data in people’s daily life, and there
are increasing landscape images on the Internet. In addition
to the role of appreciation and adjustment, such data are also
widely used in the planning and design and landscape
classification of landscape architecture. ,erefore, it is es-
sential to correctly classify the landscape elements in natural

landscape images to improve landscape architects’ reading
and search speed [2]. So far, the primary image classification
technology is limited to the underlying visual features of
images [3].

Nowadays, the continuous innovation of science and
technology, especially computer technology, has brought
hope for large-scale image data processing by computers [4].
Digital image recognition technology is an innovative
technology that can identify experimental content by
computer based on digital image processing technology [5].
Image recognition technology appeared in the middle of the
20th century and was first applied in aerospace exploration.
It mainly went through three growth stages: text recognition,
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digital image processing/recognition, and object recognition
[6]. In the late 1980s, this kind of technology appeared in
different fields. ,e landscape design in many residential
areas in China does not accord with the people-oriented
view in many aspects. For example, some communities’ road
network design excessively pursues artistry, leading to
complex road bends and loss of convenience, increasing
walking distance. Residents often fall on rainy and snowy
days because the pavement materials are polished granite or
nonslip floor tiles. For another instance, there is no special
access or facilities for people with disabilities in the com-
munity. Some residential areas do not open unique activity
venues for the elderly and young children; sometimes, they
have to awkwardly watch young couples do a public display
of affection. Some residential areas have no outdoor space
for shelter, and residents cannot go out on rainy or hot days.
To achieve a people-oriented landscape, the designers should
perform a thoughtful and humane design by fully under-
standing the residents’ age structure, occupation, life, work
habits, and physical requirements. In this way, residential
landscaping and leisure facilities can respect and consider
every detail of human activities and enable the residents to
feel the comfort of a humane space.

Performance evaluation indicators, also known as
evaluation factors or evaluation items, refer to the aspects
from which to measure or evaluate the work performance of
the evaluation object, determining what to evaluate. ,e
evaluation indicators involve all aspects of the evaluated
person’s performance in the performance evaluation pro-
cess. Performance evaluation indicators measure whether
the actual behavior results of the evaluated person have
reached the performance objectives or to what extent.
Establishing relevant evaluation indicators for a specific
performance goal is essential, including quantity, quality,
timeliness, cost, and outcome. ,erefore, the performance
evaluation indicator is not a single index but an evaluation
index system composed of multiple relevant evaluation
indexes. Performance evaluation indicator is the critical
factor affecting the objectivity and accuracy of evaluation
results. It is necessary to establish a set of scientific and
comprehensive performance evaluation indicator systems
for accurately and scientifically evaluating the performance
of the public sector. In recent years, innovative deep learning
(DL) technology has been popular in the context of big data.
Convolutional Neural Network (CNN) is a representative
DL network, which contains unique processing methods and
has participated in many fields and scenarios. Here, the Fully
Convolutional Network (FCN) model based on the tradi-
tional CNN is adopted to classify the landscape elements in
the landscape image, and a comparative experiment is
performed to prove the model’s validity. ,e FCNmodel for
landscape element recognition reported here has the ad-
vantages of a high degree of automation, fast speed, and wide
application range, which is conducive to the digital infor-
mation of landscape architecture and can facilitate the
promotion of digital landscape. Most previous studies have
studied and improved the garden design concept from actual
situations or psychology. ,is study intends to combine
neural network technology with the garden design method

and use the design concept to improve the garden design
defects fundamentally. ,is innovative scheme can funda-
mentally improve the work in this field. ,erefore, the re-
search results can provide a new perspective judgment and
basis for the garden design criteria. Firstly, this paper the-
oretically expounds on the image recognition technology,
introduces some key technologies to reduce noise and
remove miscellaneous information, and leads to the related
concepts of image and processing.,en, the operation mode
of FCN illustrates the advantages of CNN.,e segmentation
technology process is introduced to illustrate the design
process of the garden. ,e FCN model is trained and tested
to obtain the training data results, thus drawing the research
conclusion.

2. Literature Review

Zhang et al. [7] studied wavelet analysis and applied this
method to image decomposition and reconstruction, indi-
cating that the image analysis method has made a significant
breakthrough in mathematics. Setti andWanto [8] proposed
a backpropagation algorithm to predict the most significant
number of Internet users globally, meaning that the research
on neural networks is gradually maturing. At present, image
processing technology is developing rapidly. For example,
Agrawal and Jayaswal [9] used a support vector machine to
learn network diagnosis and classify bearing faults.

,e landscape element classification belongs to image
recognition. As a classical recognition application of high-
dimensional big data sets, image recognition regards the
image to be tested as a high-dimensional random vector,
maps the obtained data to the low-dimensional feature space
through linear or nonlinear methods, and finds the di-
mensional structure in the hidden low-dimensional high-
dimensional data. Ding et al. [10] collected 1,257 gardeners’
social capital perception questionnaires. ,e authors applied
factor analysis and regression analysis in the statistical
analysis stage to analyze the role and relative importance of
different factors and social capital.,ey found that the social
capital level was significantly influenced by the integration
with green infrastructure, accessibility, scale, visual open-
ness, planting form, barren landscape, agricultural infra-
structure, and intelligent infrastructure. From the
psychology perspective, Zhang and Li [11] identified the
influencing factors of residents’ sense of security and
comfort of the public garden landscape and put forward
some countermeasures to improve public garden landscape
design.,ey suggested that landscape designers should focus
on increasing the attraction of public landscapes and
comprehensively consider landscape’s ornamental, living,
and leisure.,e previous studies lay a theoretical foundation
for improving public landscape design and residents’ quality
of life.

3. Research Method

3.1. Image Recognition Technology. Human beings primarily
obtain external information from images. With the devel-
opment of computer science, digital image processing
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technology has been widely used in various fields such as
industrial production, physical health, and traffic safety [12].
,e information in the landscape image is input into the
landscape element recognition system through computer
programming to automatically recognize landscape ele-
ments [13].,e core part of digital image processing is image
recognition. ,e specific image recognition process contains
feature extraction of landscape images after preprocessing,
some standards (such as Bag-of-Words models and neural
networks) used to classify landscape elements on images,
and completing the task of identifying landscape elements
[14]. Figure 1 illustrates the general composition of the
landscape image recognition system.

In Figure 1, image preprocessing aims to show image
information more clearly, reduce noise, remove redundant
information, and provide high-quality images for subsequent
operations [15]. ,e function of image feature extraction is to
study how to extract more efficient features from the original
image and realize a precise mapping relationship between
images in a particular feature vector or spatial vector. ,e
advantages, disadvantages, and stability of feature extraction
directly impact the recognition system’s performance.
,erefore, choosing images with features such as concen-
tration and robustness is essential to better adapt to changes
in environment, space, and scale [16]. Classifier design and
training map an image feature to a feature vector or space and
then use some decision rules to classify the low-dimensional
feature space to obtain the most accurate classification results
[17]. ,e trained classifier predicts the landscape image and
identifies the categories of landscape elements in the land-
scape image to get the recognition results [18].

3.2. Image Preprocessing. ,e purpose of image pre-
processing is to improve the data intensity of the whole
model during training. Improving data intensity refers to
using somemethods or techniques to increase the number of
training samples and enhance the richness of training
samples [19]. Especially for DL, improving data intensity is
an indispensable technical means. ,e advantage of im-
proving data intensity is that, in model training, the growth
of data amount and data richness will significantly reduce
the overfitting of model training [20].

,ere are many ways to improve data intensity, among
which translation, rotation, scaling, and flipping are com-
monly used [21]. ,ese four methods are used to train the
network structure to complete classifying landscape ele-
ments in images. ,e label of the input landscape image is
the category of the landscape element. While increasing the
data intensity, the label of the landscape element will not
change, so the operation order is not irrelevant. ,e actual
operation order in the experiment is rotation, translation,
scaling, and flipping. After increasing the data intensity, it is
necessary to perform sample randomization processing on
the landscape images ready to be input to the model for
training. Specifically, an experimental sample is randomly
selected from the training set as the input. ,e following
section designs the structure of FCN reported here.

3.3. Structure of FCN

3.3.1. Convolution. Unlike the traditional CNN, including
AlexNet [22] and LeNet [23], which require input images to
meet their set conditions, FCN has no strict requirements on
the size of the input image. Figure 2 reveals the traditional
CNN structure. ,e first layer to the fifth layer is the
convolution layer, and the last three layers are one-di-
mensional vectors. ,e length of the sixth and seventh layers
is 4,096, and the length of the eighth layer is 1,000, repre-
senting the category’s probability value.

,e difference between FCN and CNN is that FCN aims
to classify pixels in landscape images [24]. CNN and FCN are
also different in structure, mainly the network’s last layer.
After the convolutional layer of CNN is connected to the
fully connected layer, a one-dimensional vector with a fixed
size is finally obtained and normalized by softmax [25].
However, the last layer of FCN is the convolutional layer, so
the final output result is an image with labels. ,e network
structure shown in Figure 2 is modified to replace the last
three layers by the convolution layers with convolution
kernels of (4096, 1, 1), (4096, 1, 1), and (1000,1, 1, 1), re-
spectively, to constitute the corresponding FCN, as pre-
sented in Figure 3.

,e process of replacing the last three fully connected
layers with convolution layers is the convolution men-
tioned above. ,e structure of the fully connected layer is
similar to that of the convolution layer. However, the
neurons in the convolution layer can only accept the data of
a specific region in the previous layer, and the neurons in
the same layer can only use one parameter [26]. ,e
similarity of the two layers is to use the dot product cal-
culation method and have the same function expression. In
this way, the fully connected and convolution layers can be
converted to each other to find the fully connected layer
corresponding to each convolution layer. However, in
practical applications, the fully connected layer plays a
more significant role because the convolution operation of
the convolution layer on the image is equivalent to an
operation of the fully connected layer, which will make the
calculation more convenient.

Image
preprocessing 

Image feature
extraction 

Landscape
element

recognition 

Output
identification

results 

Figure 1: General composition of the landscape image recognition
system.
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3.3.2. Upsampling. Upsampling is also called deconvolution.
Deconvolution is calculated by addition and multiplication,
the same as the convolution network. ,e difference is that
deconvolution derives multiple pixels from one pixel, while
the convolution network is the opposite [27]. ,e forward
propagation and backward propagation of deconvolution
are opposite to the propagation direction of the convolution
network, but they have the same optimization method [28].
Figure 4 displays the comparison between the convolution
network and the deconvolution network.

As mentioned above, FCN does not impose restrictions
on the size of the input image. However, after several op-
erations of pooling the convolution kernel in the network,
the scale of the landscape image will decrease, and the
resolution of the horizontal image will gradually decrease.
For example, suppose the size of the input image is h× w.
After several convolution pooling operations, an image with
the size of h/32× w/32 may be generated, which is also the
smallest layer. ,is layer is called the thermal image, a high-
dimensional feature map [29]. Figure 5 reveals the convo-
lution of FCN.

,en, FCN adopts upsampling, namely, deconvolution, to
continuously enlarge the landscape image to the same size as
the original image, to realize the classification of pixels in the
landscape image. ,e final input result is an image after
upsampling, and then each pixel in the output landscape image
can be predicted. ,is method aims to obtain the maximum
value of the corresponding position of the landscape image
pixels in all the obtained images. ,e maximum value of this
position is the probability that judges the category.

3.3.3. Jumping Structure. ,e semantic segmentation of
landscape images under FCN is basically completed after the
convolution and sampling. However, the upsampling

operation will excessively reduce the resolution of the
landscape image, which makes the final structure rougher
and rougher. ,erefore, the obtained segmentation results
cannot meet the standard requirements.

As shown in Figure 6, the size of the original input image
will become very small after the pooling operation of
convolution kernels. For example, after the third convolu-
tion pooling, the image will become 1/8 of the original image
size. After the fourth convolution pooling, the image size will
become 1/16 of the original image. After the fifth convo-
lution pooling, the image size will become 1/32 of the
original image. However, after the sixth and seventh con-
volution pooling, the image will not become smaller, but the
number of feature maps will be reduced. At this time, the
image is called the thermal image.

,e feature obtained after the fifth-layer convolution
pooling performs deconvolution operation on a 1/32-size
thermal image to restore its original size. ,e reason is that
the thermal image cannot accurately express the charac-
teristics of the original image due to the limitation of ac-
curacy. ,erefore, the forward iteration method is employed
here to refill the details of the image with the convolution
kernel in the fourth layer as the deconvolution, which is
equivalent to an interpolation operation. ,e convolution
kernel in the third layer can further supple the details to
restore the whole image. ,e above process is named
jumping structure, aiming to optimize semantic segmen-
tation results [30].

3.4. Process Framework of the Segmentation Technology. It
provides the test results of the functions of the semantic
segmentation model of landscape elements in landscape
images based on FCN.

From Figure 7, the core part of the simple model is the
FCN of DL; it is also the core part of the algorithm reported
here. Firstly, the model directly reads the landscape image
and then preprocesses the image. Finally, it classifies the
landscape elements in the image through FCN and outputs
semantic segmentation results. ,e image reading steps are
implemented using Python’s third-party library function
[31].

3.5. Training of the Semantic Segmentation Model Based on
FCN

3.5.1. Pretraining. Due to the complexity of FCN of DL, it
takes a long time to train the model. Moreover, FCN has
deep network layers. On the one hand, when conducting
specific experiments, the final results of the model may
remain near the optimal solution, which may affect the
experimental results. On the other hand, the whole model
may take a long time for convergence.

,erefore, in the concrete training of the FCNmodel, the
model parameters with good convergence are usually used to
initialize the parameters of the new model [32]. ,e pre-
training method has been widely used in the deep execution
and automatic coding networks. Firstly, relatively few
training samples train the parameters of each layer in the

96 256 384 384 256
4096 4096 1000

Figure 2: Structure of traditional CNN.

96 256 384 384 256
4096 4096 1000

Figure 3: Structure of FCN.
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training network. ,en, these parameters initialize the
training model. Finally, the formal model is trained. ,e
random initialization method may lead to the local mini-
mum rather than the global minimum [33]. However, the
pretraining method can make the model obtain better
performance here, which the existing CNN models adopt.
Inspired by pretraining, the two-stage training method is
also used to train the model.

3.5.2. Two-Stage Training of the Model. For the two-stage
training of the model, a pretrained model is used to initialize
themodel that needs to be trained, to share the parameters of
the convolution layer, and to improve the effect of using
random initialization alone. ,e optimization steps for
training in the experiment are as follows.

Step 1: 500 simple images are manually selected. First,
the model is trained on these 500 images. After the
model converges, the parameters in themodel are saved
and downloaded. Because the selected images are
simple, the convergence rate of the model is speedy.
Step 2: the second training of the model is executed on
all training sets. ,e parameters obtained in Step 1 are
used to initialize the model parameters so that all
network weights and parameters are updated. ,is step
significantly reduces the model’s training time, im-
proves the model’s performance, and speeds up the
convergence speed of the model. Finally, an improved
model is obtained.

After training, these models will generate multiple
Caffemodel files. ,ese model files represent the parameters
of the FCN model saved under different iterations. Ulti-
mately, these models are used to segment the landscape
elements in the landscape image to gain the final result map.
Figure 8 denotes the two-stage training process of the model.

3.6. Experimental Data Source. In the first experimental
stage, 500 training set images are selected as the pretraining
data set using the two-stage trainingmodel in Figure 8.,en,
the second-stage training is performed.,e loss and iterative
performances of the model are proved by comparing the
result data of two-stage training.

In the second experimental stage, different single scene
elements are taken as the main scene landscape images to
train the model to compare the performance of three dif-
ferent upsampling structures in different landscape element
classification in the training process. ,e landscape element
as the central scene in each landscape image must occupy
60% of the landscape image, and each scene element pre-
pares 100 pictures to train the model. ,e garden landscape
images are divided into three categories: waterscape, land-
scape, and vegetation in the experiment.

4. Experimental Results of Two-Stage Training
and Different Upsampling Methods

4.1. Results of Two-Stage Training of the Model. After re-
peated experiments, the learning rate of the weight pa-
rameter is determined as 10-10, and the weight attenuation
coefficient is 0.005. Figure 8 displays the model after the
second-stage training. ,e models before and after the two-
stage training are compared. In the process of two-stage
training, 500 images of the training set are selected as the
data set of pretraining, and then the model two-stage
training is carried out. Figure 9 illustrates the relationship
between loss and iteration of the model with and without
two-stage training.

In Figure 9, the longitudinal coordinates represent the
value of the loss function, which is responsible for measuring
the probability that the test data belongs to a specific cat-
egory; the lower the loss function, the faster the network

Convolution

(a)

Deconvolution

(b)

Figure 4: Comparison between the (a) convolution network and the (b) deconvolution network.

H/4×H/4 H/8×H/8 H/16×H/16 H/32×H/32

Figure 5: Convolution of FCN. Figure 6: Convolution operation.
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convergence. From Figure 9, the loss values of the model
before and after the two-stage training decrease rapidly
during 300 to 500 iterations. However, after 500 iterations,
the loss value of the model after two-stage training reaches
0.43 at 700 iterations, but the loss value of the model before
two-stage training only is 0.47.,e convergence speed of the
model after two-stage training is faster than that of the
model before two-stage training, indicating a better effect.
With the iteration, the two models are in a relatively stable
state ultimately. ,e loss value of the model after two-stage
training is stable at about 0.41, while the loss value of the
model before the two-stage training is stable at about 0.45.
,is result indicates that the convergence speed of the model

after the two-stage training is more and more gentle. ,e
experimental results show that the two-stage training
method can effectively accelerate the convergence speed in
the training process of the landscape image semantic seg-
mentation model, and the data proves that the method is
feasible.,erefore, the two-stage training method is adopted
to train the model in the subsequent experiments.

4.2. Experimental Results of 6ree Kinds of Upsampling on
Images. From Figure 10, among the three detection factors,
the FCN-8s network achieves higher pixel accuracy, average
accuracy, and average IU compared to the other two

Read landscape
image 

Image
preprocessing 

Full convolution
neural network 

Output semantic
segmentation

results of
landscape element

classification

Figure 7: Functions of the semantic segmentation model.

First stage training
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500 semantic segmented
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algorithm based on full

convolutional neural
network

Semantic segmentation
algorithm based on full

convolutional neural
network

�e model parameters
are stored

�e model parameters
are stored

iteration iteration

Result image Result image

Figure 8: Two-stage training process of the model.
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networks. ,e sampling accuracy of pixels in waterscape
images reaches 92%, the average accuracy reaches 89%, and
the average IU attains 75%. ,e pixel sampling accuracy of
FCN-16s in landscape images is 90%, the average accuracy is
89%, and the average IU is 76%.,e pixel sampling accuracy
of FCN-32s in vegetation images is 94%, the average ac-
curacy is 92%, and the average IU is 76%.,e accuracy of the
other two neural networks is relatively lower. Figures 10–12
provide the accuracy comparison among FCN-8s, FCN-16s,
and FCN-32s, from the perspective of pixel accuracy, av-
erage accuracy, and average IU value. Among these three
upsampling structures, the FCN-8s structure achieves the
highest pixel accuracy, average accuracy, and average IU
value. ,e pixel accuracy is more than 90%, the average
accuracy is more than 88%, and the average IU value is more
than 75%. ,is model has good adaptability and high ac-
curacy for various landscape elements in landscape images.
Its average accuracy is lower than pixel accuracy because the
average accuracy is calculated by combining the information
of all categories in the image. At the same time, toomuch test
set data can also lead to low average accuracy and average IU
value.

Figures 10–12 show that the FCN-8s structure is more
prominent than the other two upsampling structures. ,e
disadvantage of the final output image of FCN-32s is that
the edge segmentation effect is not good, and there is a
lack of some detailed information, failing to achieve ex-
cellent detail processing results. ,erefore, the jump layer
method is adopted to reduce the step size of the shallow
upsampling and fuse the results with the results obtained
at a higher level. ,en, the upsampling output is carried
out. Finally, deconvolution is used to complete the se-
mantic segmentation of the whole landscape image. It can
be seen that the FCN-16s structure has a significant im-
provement over FCN-32s, and the FCN-8s structure is
more detailed than FCN-16s in image processing.
,erefore, the FCN-8s structure is selected as the optimal
upsampling structure for classifying landscape elements in
landscape images.
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Figure 9: Comparison of the model before and after the two-stage
training.
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Figure 10: Experimental results of three different upsampling
methods on waterscape images.
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Figure 11: Experimental results of three different upsampling
methods on landscape images.
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5. Discussion

Given the problems of low efficiency and high cost of artificial
processing of landscape images, this paper uses the FCN
technology under DL to construct the element classification
model for landscape images. Besides, semantic segmentation
technology is adopted to edit and train the model, which
verifies the effectiveness of the FCN method. A two-stage
training is carried out on the FCN model to reduce training
time. ,ree upsampling structures, namely, FCN-32s, FCN-
16s, and FCN-8s area, are used for a comparative experiment
to verify the effect of the whole model on image processing.
Finally, the FCN-8s upsampling structure with the best pixel
accuracy, average accuracy, and average IU value is selected,
and these three values reach 90%, 88%, and 75%, respectively.
At the same time, the pixel accuracy of each object is more
than 86%, which shows that the model is very suitable for the
classification of landscape elements in garden landscape
images. Yang [34] analyzed the application of computer
simulation in urban landscape design and value analysis and
established computer-aided design of green space. ,ey
provided suggestions on the practical application of technical
measures to save square: innovation of space design and
application of newly constructed wetland system and garden
rainwater in the design of regulation and storage system. ,e
relationship between the design of the new square rainwater
storage system and the urban landscape environment is
consistent with the research results reported here, which can
effectively optimize the concept of garden design [35].

6. Conclusion

,e completion of pixel classification of landscape images is
only a tiny step in landscape architecture evaluation. ,is
method can evaluate the weight of different landscape ele-
ments after classifying landscape elements in landscape
images to ultimately complete the intelligent landscape
evaluation of the whole landscape image, which is worth
being applied and promoted. ,is scientific approach im-
proves objectivity, scientificity, and persuasion of the results
of landscape evaluation and promotes future landscape
evaluation. ,is paper achieves satisfactory results in the
semantic segmentation of landscape element classification
and realizes the semantic segmentation model based on
FCN. For landscape images containing multiple landscape
element categories, this method has the advantages of high
accuracy, less time-consuming, and good robustness. ,is
method can also process multiple complex landscapes si-
multaneously, dramatically reducing image processing time,
saving time, and providing technical support for the auto-
matic classification of landscape images. ,e research also
lays a good foundation for landscape evaluation in the future
with intelligent processing of landscape images. However,
there are still some problems. ,e model is still not accurate
enough in detail processing. Some element categories in the
garden landscape image occupy a small area. In this case, the
model may ignore them, resulting in incorrect classification.
,e follow-up study will try different deconvolution algo-
rithms to extract more accurate details.
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Under the background of the information and data age, intelligent technology has had a large and profound impact on the
production field of each industry, and the field of news dissemination has inevitably become one of them. With the rapid
development of new media technologies, the traditional news production model has been impacted by the development of the
times. Out of the needs of the transformation and upgrading of its own industry and the further development of laser sensor smart
technology, a manuscript writing robot based on laser sensors came into being. Manuscript writing robot is the first time in the
history of the development of news dissemination that the main body of news manuscripts has been changed from a natural
person to a machine, realizing the transformation of the news production process from semifixed to completely relying on
machine automation.,is paper first briefly introduces themanuscript writing robot’s working principle and work characteristics,
analyzes its influence on other aspects, then models the machine hardware system, and finally conducts a quality comparison test
between the manuscript writing robot and traditional artificial news production. ,rough the analysis of experimental data, the
language organization ability of the manuscript writing robot is generally inferior to the traditional artificial language organization
ability. However, the quality of manuscript writing robot data is 1.1 times that of traditional humans, and the speed of producing
news is also 1.3 times faster than traditional humans. In terms of the depth and breadth of the scope of news, the overall average
value of writing robots is 0.475 higher than that of traditional humans. Generally speaking, manuscript writing robots have clear
advantages compared with traditional manual labor in news production and have a large room for development.

1. Introduction

In recent years, science and technology represented by ar-
tificial intelligence and information sensing technology have
been developed rapidly, and many industries have realized
the transformation and improvement of the times under the
support of these intelligent technologies. ,e field of news
communication has also profoundly changed its future
development direction due to the development of the times,
and the competition among news media has become in-
creasingly fierce. Catering to the requirements of the times,
seizing the opportunities of the times, and seizing devel-
opment opportunities have become the necessary means for
news media to win the battle for survival.

As a new type of measuring instrument, the laser sensor
has the advantages of noncontact long-distance measure-
ment, fast speed, high precision, large range, and strong

antilight and electrical interference. It is also often used in
the field of robot manufacturing. Robots based on laser
sensor technology can quickly process a large amount of
information, make highly accurate judgments, and have
extremely superior data and information processing
capabilities.

At present, systems or robots developed based on laser
sensing technology have received extensive attention from
scholars. In his article, Daniel studied how to build a robot
sensor control board and put it into practical use. He believes
that the interpretation of sensor data can be achieved by
using robot neural network algorithms, fuzzy logic algo-
rithms, and artificial intelligence algorithms. ,is process is
called sensor fusion or sensor interpretation in the field of
artificial intelligence. Such algorithms can also be used for
advanced signal processing in image processing, pattern
recognition, MRI, ultrasound, and interpretation of sonar
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and radar signals [1]. Villagrossi et al. have developed an
intelligent system that uses a single-point laser displacement
sensor and combines the robot sensor information to
synchronize the handshake communication process. ,is
system can use the robot as a measuring instrument,
allowing the rapid reconstruction of extremely robust 3D
images under difficult working conditions. ,ey used a two-
stage method to compare the reconstructed 3D point cloud
with the nominal 3D point cloud and found that the system
can automatically adjust the robot’s deburring trajectory.
,is experiment proves the feasibility and effectiveness of
the proposed solution [2]. Yanbiao and Xiangzhi proposed a
hand-eye calibration method based on semidefinite pro-
gramming (SDP) for arc welding robots and laser vision
sensors. ,ey established the conversion relationship be-
tween the pixel coordinate system and the laser plane co-
ordinate system based on the mathematical model of the
laser vision sensor’s three-dimensional measurement. In
addition, the conversion relationship between the arc
welding robot coordinate system and the laser vision sensor
measurement coordinate system was established based on
the hand-eye calibration model. ,ey used ordinary least
squares (OLS) to calculate the rotation matrix and used SDP
to identify the direction vector of the rotation matrix to
ensure their orthogonality. In the feasibility appraisal, it is
proved that this method can reduce the calibration error and
ensure the orthogonality of the calibration results [3]. Liu
and Tian researched a new method of robot welding path
planning based on laser scanning for nonideal tube inter-
section curves.,ey used a laser displacement sensor to scan
and identify the weld seam and analyzed the direction and
posture of the spatial weld seam to give the laser sensor scan
trajectory. After sampling and filtering the distance data
obtained by the laser sensor, they proposed a new type of
welding spot recognition algorithm suitable for the men-
tioned scanning trajectory. Finally, the ADAMS simulation
experiment proves that the scheme can effectively avoid the
adverse effects of up-and-down welding on the welding
quality [4]. Ge et al. proposed and constructed a robot
welding seam online grinding system based on a laser vision
sensor. ,ey developed welding seam tracking software and
applied the online interaction method to grinding system
data based on XML (Extensible Markup Language) files.
,ey first established a hand-eye calibration model to
convert the data into the robot coordinate system.,en, they
extracted the weld contour information, stored it in the data
buffer, and transmitted the coordinates of the robot grinding
point through the self-developed weld grinding software.
,ey integrated a vision system and a self-made grinding
system at the end of the robot. Finally, the reliability and
practicability of the system and the proposed online method
of data interaction are verified through experiments [5].
Pachkawade V proposed a manufacturing method based on
laser sensing technology to develop transducers based on
microsized capacitive gaps suitable for various applications.
He produced a low-cost prototype using fast and advanced
laser micromilling technology. It achieved a parallel cut
width (capacitor gap) of approximately 60 microns on a
piece of aluminum and a piece of stainless steel, with

thicknesses of 1 and 2mm, respectively.,is device has been
shown to facilitate driving and sensing changes in capaci-
tance on its electrodes through electrostatic means. He
conducted experiments on aluminum structures and pro-
vided results, including analytical modeling, manufacturing,
and electrical characteristics. It proved the applicability of
the device as a two-degree-of-freedom resonant mode po-
sitioning sensor using weak electrostatic coupling. ,e
sensor has sensitivity based on vibration amplitude to re-
spond to relative changes in stiffness and can solve the order
of least stiffness perturbation [6]. Laser sensor technology
has been created and used in many fields, but its integration
with the news dissemination field has not yet received
widespread attention. Laser sensors with high accuracy, high
processing efficiency, and large dynamic range can be in-
tegrated with high effect in the field of new production.

,emanuscript writing robot based on laser sensor is the
product of the fusion of the news communication industry
and science and technology, and it has a strong contem-
porary character. Manuscript writing robots only began to
enter people’s sight after 2015. In an era when new media is
prevalent, most scholars are studying the combination of the
Internet and traditional news dissemination. Few scholars
have combined news dissemination and smart sensor
technology for research. However, with the rapid develop-
ment of science and technology nowadays, the traditional
news dissemination field can only achieve deeper develop-
ment if it is combined with the characteristics of the times
[7]. As a part of intelligent science and technology, man-
uscript writing robots play a very special and important role
in improving the efficiency of news production and ad-
vancing the process of intelligent news dissemination. ,is
paper studies the application of laser sensor-based manu-
script writing robots in the field of news dissemination,
which is of innovative significance for filling the current gaps
in news dissemination research and promoting the con-
tinuous development of manuscript writing robot
technology.

,is paper conducts a study on the application of a laser
sensor-based manuscript writing robot in the field of news
communication. ,e working principle of the handwriting
robot is introduced in detail, the impact on the news in-
dustry is analyzed, and a comparison experiment between
the manuscript writing robot and the traditional manual
handwriting is conducted. ,e paper is organized as
follows:

Section 1 introduces the current status of research
development in the field of news communication and
laser sensor technology and provides a brief description
of the current research results at home and abroad.
Section 2 mainly introduces the working principle,
working characteristics of the manuscript robot, and its
impact on the news communication industry.
Section 3 uses the manuscript writing robot hardware
system for systemmodeling and probabilistic modeling
of the selected LiDAR and compares and tests the
manuscript writing robot news production model with
the traditional manual news production model.
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Section 4 analyzes the experimental results of this paper
and concludes that the quality of news edited by the
manuscript writing robot is inferior to that of tradi-
tional manual editing. However, in terms of news
processing efficiency, the manuscript writing robot
outperforms traditional humans.
Section 5 provides an overview of the paper, describing
the main topics addressed in this paper and the future
of manuscript writing robots.

2. Manuscript Writing Robot Based on
Laser Sensor

2.1.  e Working Principle of the Manuscript Robot.
Manuscript bots are artificial intelligence software that can
automatically generate manuscripts based on algorithms in
the first place, instantly output analysis and research, and
deliver important information and interpretations to users.
,e production method of manuscript robot news is slightly
different from the traditional news production method. In
traditional news writing, the formal completion of a news
article needs to go through the following links: news in-
formation collection, news information collation, manu-
script writing and editing, review and proofreading, and
final issuance and push, as shown in Figure 1. ,e content of
each link is a completely manual operation [8].

In the writing process of the manuscript robot, the entire
news generation process needs to go through four links:
information collection, information analysis and processing,
news content generation according to preset semantic
processing templates, and review push release, as shown in
Table 1. ,e whole process is the result of the prewritten
algorithm program and big data, the whole process can be
automated, and the time from the news event to the final
draft is very short [9].

,e functional requirements of the robot usually involve
four modules: information collection module, data pro-
cessing module, signal input and output I/O module, and
power management and electrical protection module. Each
module needs to be implemented independently in terms of
a function, and there are dependencies between the modules.
According to the functional requirements of each module,
the corresponding electrical components are selected, and
the type and number of electrical components are deter-
mined based on themechanical structure of the body and the
control strategy of the software. Figure 2 shows the rela-
tionship between the four modules.

,e key to improving the response time of a writing
robot lies in the robot’s core component, the servo motor.
,e robot is driven by the servo motor to realize the multi-
degree-of-freedom movement during operation. If high
speed and accuracy are required for robot operation, the
actual requirement is that the response speed and control
accuracy of the servo motor should be high enough.

2.1.1. Information Collection. Information gathering is the
first step for the writing robot to complete news editing
work. ,e information collection of news writing here is

roughly the same as that of the reporter’s previous news
interviews. ,rough the sensory information processing
technology, the effective mass data related to the report
theme is captured from the database in cooperation with
the media organization, as shown in Figure 3. Machine
news writing is currently mainly used in the field of
phenomenon reports. ,e distinguishing feature of this
type of news report is that its content is mainly supported
by data, and the complete news report can only be pro-
duced by machine news writing relying on the processing
results of the target data. ,erefore, the primary link of
using machine news writing to produce news content is
data capture. ,erefore, some people call machine news
writing “data porters.” ,e rapid development of big data
technology makes machine news writing present the ad-
vantages of wide information sources and accurate capture
in the data capture stage [10].

2.1.2. Information Analysis and Processing. Information
analysis and processing is the second step of the manuscript
writing robot to complete the news editing work. ,rough
the screening and analysis of the captured data, the process
of selecting data that meets the news value is shown in
Figure 4. In this process, the robot first excludes illegal data,
such as sensitive words and clearly wrong data. ,en,
according to the present news point, select the data that
coincides with the news value, and combine the news report
model that has been set manually to measure the “news” in
the data. ,is process is similar to the conception process of
journalists in the traditional news production process: de-
termining the theme, screening useful materials, arranging
the structure of the article, and so on.

2.1.3. Generate News Content according to the Preset Se-
mantic Processing Template. After collecting and analyzing
the news information in the first two links, in the third step,
the robot must match the most appropriate language
template model based on the best news angle selected by the
algorithm and the filtered data. ,en, it fills the selected key
data into the language template model to automatically
generate the main body of the manuscript. First of all, the
search system searches out all relevant news from the news
database according to the user’s intention and performs
preprocessing, including word segmentation and sentence
processing. Next, the importance of sentences is sorted based
on a series of algorithms, among which are graph-based
sorting and feature-based sorting algorithms [11]. ,e graph
sorting algorithm will build a graph network model, as
shown in Figure 5. Each sentence of the document is
regarded as a node in the graph network. ,e similarity
between sentences is used as the edge weight between the
nodes. ,e calculation formula for the similarity between
sentences is

similarity si, sj  �
wk|wk ∈ si＆wk ∈ sj 





log si


  + log sj



 

. (1)

Wireless Communications and Mobile Computing 3



Using the principle to iteratively spread the weight to
calculate the score of each sentence, as an important pa-
rameter for generating short summaries, the graph model
formula is as follows [12]:

S Vi(  � (1 − d) + d∗ 

j∈ln Vi( )

1
out Vj 




S Vj . (2)

2.1.4. Review Push Release. ,e review push release is the
last step of the manuscript writing robot to complete the
news work. ,e difference from the previous three steps is
that this step cannot be separated from the manual “review

push,” that is, the manual review and release of the auto-
matically generated news manuscript. After all, the manu-
script robot algorithm system is just a program. Although its
own algorithms can be used to improve the accuracy of news
content in some fields of news production, the current al-
gorithms have not yet reached the level of checking and
judging the correctness of information like the human brain.
It is still necessary for the media to modify the robot’s
manuscript based on its own news positioning and other
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module

Servo Drive
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Signal input/
output I/O

modules

Robot body

Figure 2: Relationship diagram modules.

local files

Manuscript writing robot system
The Internet

database

Figure 3: Principles of information collection by manuscript
robots.
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Figure 1: Schematic diagram of news production process.

Table 1: Main content of news production steps.

Procedure Traditional news production Robot news production method

News source Journalists selectively compile and edit the content of mass
communication Data from massive databases on the Internet

News gathering Manual information search, screening, or on-site interview Computer program for automatic data
collection

News
production

Journalists participate in the work of collecting, writing, editing,
arranging, and proofreading

Computers rely on “machines” to automatically
write articles

Press releases Man-manipulated works are mainly text Released after manual review

Semantic mining Big data
mining

Analysis
caculate

Big data
statistics

Big data
collection

Big data import 
preprocessing

Noise reduction
data recovery

Information centralized
on-site control

Figure 4: Schematic diagram of data analysis by manuscript robot.
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factors. Manually review the manuscript and distribute it to
various channels for push after confirming that it is correct
[13]. With the improvement of the algorithm technology of
manuscript robots, some media have begun to try to make
manuscript robots realize the full automation of news
production. In the future, with the development of this
technology, the participation of manual editorial review in
specific reporting areas is expected to gradually decrease.

2.2. Work Characteristics of Manuscript Robots. ,e man-
uscript writing robot based on laser sensor technology has
overturned the traditional mode of news production and has
unique working characteristics compared to the traditional
news production mode. An American media once did an
experiment in which a reporter from National Public Radio
and a writing robot simultaneously edited a brief report of
sports news, which was faster and more recognized than
trying to write a report. ,e experimental results are shown
in Table 2.

It can be seen from Table 2 that the superiority of the
manuscript writing robot in terms of speed cannot be
surpassed by human journalists, but the journalist outper-
forms the manuscript writing robot in terms of manuscript
quality and reader acceptance. It can be seen from the ex-
periment that the manuscript writing robot has the char-
acteristics of fast speed and good at comprehensive
information processing [14].

,is paper summarizes and analyzes the characteristics
of the news production of the manuscript robot from three
aspects: the main body of the news production of the
manuscript robot, the content of news production, and the
cost of news production.

2.2.1. Intelligent Mechanization of the Main Body of News
Production. ,e most essential difference between the news
production of the manuscript robot and the news produc-
tion under the traditional mode is that the main body of the
news production in the traditional mode is humans, while
the main body of the news production of the manuscript
robot is the mechanical program. News production in the
traditional mode is similar to the manual assembly line, with
semiautomatic and semifixed nature. ,e news editor can
only proceed after the reporter has conducted the actual
investigation and interview. With the progress of the times,

computer-assisted news that has appeared only collects data
and information through computers. Even if it later develops
into data journalism, computers only play the role of sup-
plementary information in the news, appearing as supple-
mentary background material for news content. However,
the manuscript writing robot is not just like an auxiliary role
in data journalism; it has the feature of fully automating
every program from the beginning to the end of news
production [15]. In this respect, the use of manuscript
writing robots has transformed the work of journalists from
complex and boring information gathering to a more cre-
ative direction. ,is changing trend is both an opportunity
and a challenge for those engaged in the news industry.

2.2.2. Personalized and Accurate News Production Content.
In the era of big data where new media is prevalent, users
receive a large amount of information every day. How the
media uses this information push channel to select the most
interesting news information from the mass data stream has
become the primary link in news production. It is impossible
for such extremely complex tasks to be completed by
humans alone, which has become the advantage of robot
news production.,emanuscript writing robot can produce
news information that is most closely connected to the
audience and users while ensuring that the news production
meets the quantity requirements. Moreover, the manuscript
writing robot can also use the powerful information ac-
quisition and discrimination capabilities of its own system to
reduce the probability of error to an extremely low level,
thereby improving the accuracy of news articles. From the
perspective of news sources, if it only relies on manual
screening to obtain such complex news information, the
probability of reporting errors will greatly increase. How-
ever, the manuscript writing robot directly uses the system
information sensing technology to process the original data,
which is much lower than the manual method to report the
error, thus ensuring the accuracy of the news source [16].

2.2.3. Economical News Production Costs. ,e impact of the
Internet on the traditional news dissemination industry puts
it under tremendous economic pressure. ,e adjustment of
the internal structure of the industry, the external trans-
formation and upgrading, the improvement of news pro-
duction efficiency, and the reduction of production costs are
inevitable measures for the sustainable development of the
entire news dissemination industry. Although the manu-
script writing robot needs to invest a lot of money in the
initial use of the system, in the long run, the production cost
of the manuscript robot is much lower than the production
cost of news based on manual labor alone.

According to statistics, the cost of writing different
types of news reports by writing robots used by the British
news communication industry is much lower than the cost
of manual production of news, as shown in Table 3. Al-
though the application of manuscript writing robots has
not yet reached a mature level, its cost-effectiveness in the
field of news production in the future will become higher
and higher [17].
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Figure 5: Text generation processing.
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2.3. Impact Analysis of Manuscript Robots. ,ere are four
main aspects to the impact of writing robots, including the
impact on people engaged in the news industry, the impact
on news consumers, the impact on the news media, and the
impact on society as a whole. Dividing it into the coordinate
axes of the four-quadrant graph, as shown in Figure 6. ,e
horizontal axis is on the news-public basis, and the vertical
axis is on the micro-macro basis. Newsmedia and society are
at themacroend, and the news industry, personnel, and news
audiences are at the microend. From another perspective,
people in the news industry and news media have news
attributes, while readers and society have public attributes.
Journalists, news consumers, news media, and society are all
closely related to the development of writing robots [18].

2.3.1. Impact on Personnel Engaged in the News Industry.
,e invention of the manuscript robot has realized a fun-
damental change in news production methods. Its emer-
gence will replace part of the work of people in the news
industry, which will cause changes in the structure of the
news industry. Manuscript writing robots liberated some
journalists from their pipeline-like work, but at the same
time as the liberation, the development of the industry also
posed more arduous challenges to them. In the follow-up
news production process using manuscript robots, the focus
of manual operation will soon focus more energy on im-
proving the quality of news products so that the original
more “informative” news will become more high-quality
news. Some research scholars also emphasized that the main
purpose of introducing machines (algorithms) is to weaken
the labor of journalists so that they can extract more time
and energy to get rid of the trouble of processing data and
spend more time on making good news. In the future,
human reporters will work together with robot news writers
[19].

2.3.2. Impact on News Consumers. In the context of the era
of big data, news consumers, that is, readers, have extremely
high requirements for the quality of news content and the
aesthetics of arrangement. ,e production level of news has
a profound impact on news audiences. ,e quality of news
produced by the manuscript robot is not inferior to the

quality of the news produced by humans, and the manu-
script robot can also judge the user’s preferences by ana-
lyzing user data to produce and deliver more personalized
news to readers. In this regard, writing robots still have a
relatively ideal development trend in terms of the breadth of
user audiences in the future.

2.3.3. Impact on News Media. ,e decline of the traditional
news dissemination industry forces the industry to adjust its
internal structure by introducing new media technical tal-
ents and reducing the number of traditional journalists.
However, news production is indispensable to the demand
for labor, and the reduction of the number of personnel will
cause the number of news productions to fail to meet the
development requirements. ,e cost of new media technical
personnel is relatively high, and the labor return time is long.
For the entire industry facing a development crisis, this
method cannot quickly solve the problem, but the writing
robot can effectively alleviate this situation. Manuscript
writing robots can produce news that meets the develop-
ment requirements with relatively low production costs and
fast and efficient information processing technology,
speeding up the pace of industrial production of news [20].

2.3.4. Impact on Society. ,ere is no doubt that the writing
robot has the advantage of being able to use large-scale
industrial production of news, and its development status in
the news dissemination industry in the future will gradually
increase. ,is development trend has met the increasing
demand of modern people for news and information.
However, because the information processing algorithm
system of the manuscript robot is more willing to push news

Table 3: Different types of news writing costs.

News type Labor cost (€) Cost of writing robot (€)
Financial news 10 5
Sports news 12 5
Political news 16 6
Life news 9 4

Table 2: Experimental comparison results.

Reporter VS Manuscript robot
8 minutes Writing time 3 minutes
9813 readers recognized Manuscript quality 932 readers recognized
Deduction and association Competitive advantages Induction and synthesis
Depth and character theme Areas of expertise News manuscripts

journalists

Society

New
consumers

New
organizations

Journalism Public
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Figure 6: ,e writing robot and the four actors related to it.
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content that matches the interests of users, the probability of
user groups seeing news content that does not conform to
their opinions will become less and less.,is will put the user
group in a highly homogeneous speech background, and it
will also bring a certain degree of public opinion risk to the
society.

3. Experimental Research on the Application of
Manuscript Robots in the Field of News
Communication

,is paper firstly carries on the systematic modeling of the
selected manuscript writing robot hardware system, carries
on the probabilistic modeling of the chosen laser radar, then
carries on the pinhole camera principle analysis of the
chosen camera, and introduces its image alignment and
calibration principle. Later, the manuscript writing robot
news production mode and the traditional manual news
production mode were compared and tested [21].

3.1. Laser Modeling. ,e two-dimensional LiDAR emits
laser pulses through its transmitter. When the laser touches
the object, part of the laser light is reflected back to the laser
receiver, the time difference between the transmission and
reception is settled, and the ranging function can be realized.
,e performance parameters of the laser rangefinder used in
this paper are shown in Table 4.

When the laser radar establishes its mathematical model,
it mainly establishes the Bayesian observation model
p(At | Btm) of its scan data. ,e standard established by the
observation model is that p(At | Btm) has a smooth cor-
responding relationship with the pose Bt of the manuscript
writing robot. ,at is, the change of the pose Bt is small, and
the change of the observation model p(At | Btm) is corre-
spondingly small.

A single frame of scan data contains data after one week
of LiDAR opening angle scanning. At this time, assuming
that there is a total of scan data, the scan data At can be
expressed as

At � A
1
t , A

2
t , . . . , A

n
t . (3)

Use Ak
t to represent the k observation value in the ob-

servation data at t time (Ak
t represents a specific value). It is

assumed that the scan data in the laser scan data of a single
frame are all independent. At this time, the value of
p(At | Btm) can be expressed as the product of n scan data:

p At | Btm(  � 

n

k�1
p A

k
t | Bt, m . (4)

When the laser scanning data is used in practice, the
independent assumption performs well, so this Bayesian
observation model can be used as the laser radar mathe-
matical model.

,e camera used in this paper uses TOF (time of flight)
technology. It can perform depth imaging, and the imaging
efficiency is higher. Table 5 shows themain parameters of the
camera.

,e difference between the depth camera and the or-
dinary monocular camera is that it is equipped with two
cameras. ,e color camera and the depth camera obtain
color RGB images and depth images, respectively. For this
paper, the pinhole camera model is adopted, as shown in
Figure 7.

It can be seen from Figure 6 that there are three coor-
dinate systems Xd, Yd, and Zd in the camera imaging
process of the pinhole model, which are represented as the
camera coordinate system, the physical plane coordinate
system, and the pixel coordinate system. Among them, the
geometric correspondence between the point P(Xd, Yd, Zd)t

of the camera coordinate system and the point [Xp, Yp, F]t

of XOY on the physical plane under the pinhole camera
model can be expressed as [22]

Xp � F
Xd

Zd

,

Yp � F
Yd

Zd

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

,e relationship between the imaging point [Xp, Yp, F]t

and the pixel coordinate [u, v]t on the physical plane XOY is

u � αXp + dx,

v � βYp + dy.

⎧⎪⎨

⎪⎩
(6)

,rough the joint transformation of the three coordinate
system transformation formulas (5) and (6), the relationship
between the pixel coordinates and the points of the camera
coordinate system can be obtained, expressed as

u � Fx

Xd

Zd

+ dx,

v � Fy

Xd

Zd

+ dy.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

Table 4: LiDAR main parameters.

,e main parameters Performance
Opening angle 260°
Scanning frequency 18°HZ
Angle resolution 1°
Work area 0.04m–10°m
Power consumption 4°W

Table 5: ,e main parameters of the camera.

,e main parameters Performance
Color camera resolution 2120× 960 30FPS
Depth camera resolution 515× 424
Infrared resolution 515× 424
Depth distance 0.4m–4.8m
Horizontal field of view 80°
Vertical field of view 60°
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Among them,

Fx � αF,

Fy � β.
(8)

At the same time, formula (6) can be expressed as [23]

Zd

u

v

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Fx 0 dx

0 Fy dy

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Xd

Yd

Zd

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (9)

where K �

Fx 0 dx

0 Fy dy

0 0 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ is the internal parameter matrix of

the camera.
,e vision camera must be calibrated before use to cal-

ibrate its internal camera parameters to get the best effect.,e
camera used in this paper needs to calibrate the internal
parameters of its two cameras, namely, calibrate the color
camera and the depth camera. Depth cameras are different
from ordinary cameras in that they can directly obtain depth
information while observing without additional calculations.
,e key point to realize this feature is that each pixel of the
color image has the gray value of the depth image; that is, the
depth information corresponds to it.,erefore, in the process
of calibrating the two cameras, it is necessary to align the color
image and the depth image while obtaining the camera in-
ternal parameters. ,is paper mainly analyzes the principle of
color and depth image alignment of the RGB-D camera.

,e internal parameter matrix obtained by the internal
parameterKrgb of the color camera after calibration is shown
in formula (9). At this time, according to the camera pinhole

model, the mapping relationship between the homogeneous
coordinate P � [u, v, 1]t of the pixel point in the imaging
plane and the three-dimensional space coordinate
(P � [X, Y, Z, 1]t) of the point in the camera coordinate
system is shown in formulas (10) and (11) [24]:

Krgb �

Fx,rgb 0 dx,rgb

0 Fy,rgb dy,rgb

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (10)

ZrgbPrgb � Krgb[I|0]Prgb. (11)

Expand formulas (10) and (11) to get

Zrgb

urgb

vrgb

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Fx,rgbXrgb + dx,rgbZrgb

Fy,rgbYrgb + dy,rgbZrgb

Zrgb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (12)

Zrgb

urgb

vrgb

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Fx,rgb 0 dx,rgb 0
0 Fy,rgb dy,rgb 0
1 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Xrgb

Yrgb

Zrgb

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(13)

,ehomogeneous coordinates Prgb � [Xrgb, Yrgb, Zrgb, 1]

in the formula are expressed as Prgb � [Xrgb, Yrgb, Zrgb] with
nonhomogeneous coordinates. At this time, formula (12) can
be transformed into formula (14).,e coordinate change of the
internal reference Kir of the depth camera can be expressed in
the same way as formula (15):

ZrgbPrgb � KrgbPrgb, (14)

ZirPir � KirPir. (15)

Since the transformation relationship of the entire
camera is considered, the relative relationship Rrgb, Trgb of
the color camera and the relative relationship Rir, Tir of the
depth camera need to be subjected to rigid body transfor-
mation.,e transformation process is shown in formula (16)
and formula (17) [25]:

Rir2rgb � RrgbR
−1
ir , (16)

Tir2rgb � Trgb − Rir2rgbTir. (17)

,e consideration is the relative transformation re-
lationship between the cameras. At the same time, it is
necessary to establish the relationship between the in-
homogeneous three-dimensional space coordinates Prgb

and Prgb of the two cameras in their respective coordinate
systems, as shown in formula (18). At this time,
substituting the two transformation formulas into it, it
can get formula (19):

Yd

Xd

Zd

P (Xd,Yd,Zd)

o

Od

P (u,v)

yv

x

u

Figure 7: Pinhole model camera points are expressed in each
coordinate system.
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Prgb � Rir2rgbPir + Tir2rgb, (18)

ZrgbPrgb � KrgbRir2rgbK
−1
ir ZirPir + KrgbTir2rgb. (19)

At this time, Prgb and Pir in the imaging planes of the two
cameras can be connected so that R � KrgbRir2rgbK−1

ir and
T � KrgbTir2rgb in formula (17) can be simplified formula
(20), where R and T are the external camera parameters in
camera calibration.

ZrgbPrgb � RZirPir + T. (20)

3.2. Evaluation Method of Manuscript Quality. ,e method
of assessing the quality of the manuscript can be done using
metaheuristic algorithms. ,e metaheuristic algorithm is a
modification of the heuristic algorithm, which is the product
of combining a stochastic algorithm with a local search
algorithm. It is proposed relative to an optimization algo-
rithm, which can find the optimal solution of a problem,
while a metaheuristic algorithm is an intuitively or empir-
ically constructed algorithm that can give a feasible solution
to a problem at an acceptable expense (mean computational
time and space), and the degree of deviation of that feasible
solution from the optimal solution is not necessarily pre-
dictable in advance.

,is paper first modeled the hardware of the manuscript
robot system, introduced the selected LiDAR parameters
and its probability model, analyzed the principle of the
pinhole model of the camera used in this paper, and in-
troduced its calibration method at the same time, and the
method of assessing the quality of manuscripts is intro-
duced. It laid the foundation for the follow-up comparison
experiment between the manuscript writing robot and the
traditional artificial news production.

3.3. ComparativeExperiment. In this controlled experiment,
four major news articles on sports, finance and economics,
politics, and entertainment were selected as samples. It
mainly compares the pros and cons of manuscript writing
robots with traditional humans from these four aspects.,ey
are the comparison of news production language (readability
and vividness), data comparison (objectivity and credibility),
publication time comparison (publishing speed), and cov-
erage comparison (depth and breadth).

3.3.1. News Language Comparison. To evaluate whether the
news language of a news article has its distinctive personality
and is different from literature or other professional lan-
guages, it mainly depends on its readability and vividness of
language organization. ,e experiment selects the mentioned
four categories of topics to analyze the manuscript writing
robots and traditional artificially produced news language
samples. ,e experimental data is shown in Figure 8.

As shown in Figure 8, the average readability of the
manuscript-written robot news language is 7.95, and the
vividness of the language organization is 7.425; the average

readability of the traditional artificial news language is 8.65,
and the vividness of the language organization is 8.325.

3.3.2. News Data Comparison. News data refers to data
capture, statistics, analysis, and visualization based on news
content. Nowadays, news of any subject matter will quote the
data, and the quotation of data can promote the determi-
nation of news topics and show news points through the
characteristics of the data. It plays an essential role in the
reporting stage of news. ,e objectivity and credibility of
data as a whole also determine the objectivity and credibility
of news. ,e experiment selects four types of topics to
analyze the new data samples of writing robots and tradi-
tional manual production. ,e experimental data is shown
in Figure 9.

It can be seen from Figure 9 that the average objectivity
of the news data of the manuscript writing robot is 9.275,
and the credibility of the news data is 9.1; the average
objectivity of the traditional artificial news data is 8.45, and
the credibility of the news data is 8.2.

3.3.3. Comparison of News Release Time. ,e most im-
portant thing for news articles is to highlight the timeliness,
which is one of the important criteria for evaluating the
value of a news article. ,e experiment selects the manu-
script writing robot and traditional manual production to
compare the speed (min/piece) and release speed (min/
piece) of the four types of news topics.,e experimental data
is shown in Figure 9.

It can be seen from Figure 10 that the average news
acquisition speed of the manuscript writing robot is
5.55min/piece, and the news release speed is 10.575min/
piece; the average traditional manual news acquisition speed
is 7.875min/piece, and the news release speed is 13.45min/
piece.

3.3.4. Comparison of News Coverage. ,e scope of a news
report is the combination of all report objects, including the
depth and breadth of the report. It stipulates which people
and events are to be reported and how large the coverage is.
It is the most basic part of the news reporting process. In this
paper, test experiments are carried out on the depth and
breadth of the four types of reports. ,e results are shown in
Figure 11.

It can be seen from Figure 11 that the average depth of
the range of news writing robots is 8.675, and the breadth of
the news range is 8.65; the average depth of the range of
traditional artificial news is 8.575, and the range of tradi-
tional artificial news is 8.275.

4. Discussion

By comparing the experimental data, the following con-
clusions can be drawn:

(1) ,e average readability of news produced under the
traditional manual mode is 0.7 higher than that
produced under the news production mode of the

Wireless Communications and Mobile Computing 9



manuscript robot. ,e average vividness of the news
language organization produced under the tradi-
tional manual mode is 0.9 higher than the vividness
of the news language organization produced under
the news writing robot news production mode.

(2) ,e average value of objectivity of manuscript-
written robot news data is 0.825 higher than that of
traditional artificial news data, and the average value
of credibility of manuscript writing robot news data
is 0.9 higher than that of traditional artificial news
data.

(3) ,e average speed of manuscript writing robot news
is 2.325min/piece faster than that of traditional
manual news, and the speed of manuscript writing

robot news release is 2.875min/piece faster than that
of traditional manual news.

(4) ,e average depth of the coverage of the news
coverage of the manuscript robot is 0.1 greater than
that of the traditional manual news coverage, and the
coverage of the news coverage of the manuscript
robot is 0.375 larger than the coverage of the tra-
ditional manual news.

,e entire comparative data shows that, in terms of news
language, the news quality of manuscript writing robot
editors is not as good as that of traditional manual editors.
However, in terms of news data, news acquisition, pub-
lishing speed, and news coverage, manuscript writing robots
are superior to traditional humans.
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Figure 8: Comparison of the readability and vividness of news language. (a) ,e readability and vividness of the new language of the
manuscript robot. (b) ,e readability and vividness of traditional artificial news language.
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Figure 9: Comparison of objectivity and credibility of news data. (a) ,e objectivity and credibility of the news data of the writing robot.
(b) ,e objectivity and credibility of traditional artificial news data.
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5. Conclusion

Due to the limited level of technological development, this is
related to the sensors that create the robotic system, and
manuscript writing robots are currently only used in news
production by a few media. And after comparing and an-
alyzing the news articles produced by manuscript writing
robots and those edited by human reporters, it is found that
machine news writing lacks the readability and vividness of
language organization. In the era of big data, it may also
cause data security problems. However, even so, it is the
general trend that the news dissemination industry caters to
the development of the times. ,e application of the laser
sensor-based manuscript writing robot to the field of news
communication is by no means a flash in the pan; it is a
product with strong characteristics of the times. As the level
of information technology continues to improve, the news
production capacity of writing robots will be further

improved. And the sensors are secure and cannot fully
represent the writing of the manuscript but are only able to
capture snapshots of the writing. Robotic writing is a more
complex concept that also has temporal characteristics, for
example. Moreover, the selected sensors are only able to
represent some features of the conceptual dimension of
writing. ,e quality of the currently weak language orga-
nization will be further improved with the development of
technology. Writing robots and journalism will undergo a
more comprehensive and in-depth integration. ,e appli-
cable fields of robot production news will become more
extensive. ,e news articles produced by it will appear in
front of the audience in large numbers. Its significance to the
field of news dissemination is not only to innovate news
production methods but also to promote the transformation
and upgrading of the entire industry. ,erefore, the man-
uscript writing robot still has a very ideal development
prospect.
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Figure 10: Comparison of news acquisition and publication time. (a) ,e time when the manuscript robot news is obtained and released.
(b) ,e acquisition and release time of traditional artificial news.
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Figure 11: News coverage comparison. (a) ,e depth and breadth of the scope of the manuscript robot news. (b) ,e depth and breadth of
the scope of traditional artificial news.
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)e evaluation of the environmental carrying capacity of tourism resources has important guiding significance for the sustainable
development of tourism. )is study uses the ecological footprint index to construct the evaluation model of rural tourism
environmental carrying capacity and quantitatively analyzes the impact of rural tourism ecological footprint on the environment,
ecological pressure, and the maximum carrying capacity of tourists in Nanyang City (China) from 2011 to 2020, so as to provide a
reference basis for local rural tourism planning and ecological environment management.)e empirical analysis results show that
(1) during the decade 2011–2020, the overall ecological footprint increased by 31.47%; however, the per capita ecological footprint
showed a downward trend year by year; (2) in the ten years from 2011 to 2020, although the environmental carrying capacity was
in surplus, it showed a downward trend year by year, and the ecological pressure index initially appeared; (3) taking the number of
tourists in 2020 as the reference value, the prediction of the ecological pressure of rural tourism environment and the carrying
capacity of tourists shows that although the ecological pressure is in a relatively safe state, it will show an unsafe state with the
increase of the number of tourists. Based on the above results, it is suggested that local governments and tourism planning and
management departments should pay full attention to the adverse impact of tourism development on the environment, strengthen
the construction of green transportation, balance the development of tourism resources, scientifically control the number of
tourists, improve tourists’ awareness of environmental protection, protect the ecological environment of Nanyang City, and
realize the sustainable development of rural tourism.

1. Introduction

Tourism is the main way of relaxation and entertainment for
modern people. Because of its beautiful natural scenery,
strong local flavor, and rich folk culture, rural tourism is
sought after by tourists all over the world. With the vigorous
development of rural tourism, some scenic spots or tourist
destinations operate in the pursuit of short-term interests,
saturated or super environment carrying capacity, and it
leads to the destruction of ecological environment, the
decline in the humanistic environment, the waste of social
resources, and the decline of tourists’ satisfaction, which
seriously affects the long-term and stable development of
rural tourism. With the popularization of the concept of
sustainable development, in order to realize the sustainable
development of the tourism environment, the carrying

capacity of tourism resources and environment has become
one of the criteria to judge the sustainable development of
tourism [1] and the focus of rural tourism research.
)erefore, it is of great significance to evaluate the envi-
ronmental carrying capacity of the rural tourism accurately
and ensure its operation within the carrying capacity range
to ensure the healthy and long-term development of the
rural tourism.

Henan Province is a major agricultural province in
China. It carries about 8% of the population (994 million
people) with 1.7% of the land (167000 square kilometers). It
is rich in tourism resources, but more than 70% of the
tourism resources are located in rural areas. )erefore, the
effective utilization and economical development of tourism
resources have become the key factors for the sustainable
development of rural tourism. )e size of resource carrying

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 4796908, 10 pages
https://doi.org/10.1155/2022/4796908

mailto:2020261709@xynu.edu.cn
https://orcid.org/0000-0001-9300-3187
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4796908


capacity can evaluate the current situation of rural tourism
development and put forward theoretical suggestions for
rural tourism development [2]. In recent years, Nanyang
City, Henan Province, has vigorously developed rural
tourism projects and has formed more than 30 special
tourism villages and rural tourism demonstration sites [3],
and more than 15,300 rural tourism business units, which
have strongly contributed to local economic growth [4]. At
present, the operation andmanagementmode of the tourism
industry gradually presents the development trend of in-
formation. In order to adapt to the development of the
contemporary information society, the rural tourism in-
dustry should gradually implement the information con-
struction of its own industry. However, with the rapid
development of tourism, the impact on the environment has
become increasingly severe, which is not conducive to the
sustainable development of rural tourism in Nanyang City.
)e evaluation of tourism environmental carrying capacity
is an important tool to ensure the rational planning and
effective management of scenic spots [5]. )erefore, this
study applies the ecological footprint index to construct an
evaluation model of the environmental carrying capacity of
rural tourism in Nanyang City and quantifies and analyzes
the impact of the ecological footprint of rural tourism on the
environment, ecological pressure, and the maximum car-
rying capacity of the number of tourists during the ten years
from 2011 to 2020, in order to provide a reference for its next
rural tourism planning and ecological and environmental
management (Figure 1).

2. Literature Review

In recent years, with the deterioration of the ecological
environment caused by tourism in China becoming more
and more prominent, the harmonious development of
tourism and ecological environment has become one of the
hot spots of academic research, and measuring the specific
impact of tourism activities on ecological environment has
undoubtedly become an important reference for formulat-
ing relevant countermeasures. In this regard, the ecological
footprint theory proposed by Wackernagel and Rees is
currently recognized as an effective means to measure the
environmental carrying capacity at home and abroad [6].
)is theory believes that the development and expansion of
economies are limited by the environmental carrying ca-
pacity, so human consumption must consider the limits of
ecological capacity [7]. Wackernagel further points out that
the ecological footprint is proportional to the size of the
environmental impact, the larger the ecological footprint,
the greater the impact on the environment, and in addition,
it is also inversely proportional to the area of biologically
productive land available per person [8].

After the theory was proposed, it has been widely used by
domestic and foreign scholars in the evaluation of various
ecotourism cases. For example, the Lausanne School of
Management in Switzerland uses it as an indicator for
evaluating the competitiveness of environmental infra-
structure. Meanwhile, the Global Environmental Sustain-
ability Indicators published by the European Union

Research Centre also use it as a basis for assessing waste and
consumption pressure. In addition, Wackernagel evaluates
the state of the ecological footprint of tourism globally based
on the ecological footprint theory [9].

Ecological footprint theory has also been further de-
veloped and expanded in China [10]. For example, Zhang
Bo used the ARIMA model to carry out the prediction of
the carrying capacity of ecological footprint indicators in
Gansu Province [11]. Zhu Xinling used a neural network
model to calculate the total ecological footprint of Wuhan
city [12]. Yang Yimin used the ecological footprint model to
study the sustainable development level [13] of the tourism
industry in Zhangjiajie. Zhang Zhihong calculated the
ecological footprint index of tourism in three cities of
Guangxi [14].

In summary, it can be seen that domestic and foreign
scholars’ research on ecological footprint mostly focuses on
the composition, influencing factors, and measurement
models of tourism environmental carrying capacity, but the
research results on the current trend of tourism ecological
footprint, ecological safety, and tourist carrying capacity still
need further improvement. In view of this, this paper
constructs a rural tourism environmental carrying capacity
evaluation model by quantitatively analyzing the impact of
rural tourism ecological footprint on the environment,
ecological pressure, and the maximum carrying capacity of
the number of tourists during the decade of 2011–2020 in
Nanyang City, with a view to providing concrete supporting
evidence for the research innovation and practical appli-
cation of ecological footprint theory.

3. Carrying Capacity Evaluation of Rural
Tourism Based on Ecological
Footprint Model

3.1. Model Construction. )is study incorporated trans-
portation, accommodation, tourism activities, and food and
fiber consumption into the analysis framework, constructed
an environmental carrying capacity evaluation model for
rural tourism, and quantified and analyzed the impact of the
ecological footprint of rural tourism on the environment,
ecological pressure, and the maximum number of tourists
during the decade 2011–2020 in Nanyang City with refer-
ence to the tourism ecological footprint calculation method
proposed by Martin and Sanchez.)e ecological footprint of
rural tourism in Nanyang City from 2011 to 2020 was
quantified and analyzed. )e evaluation model is shown in
Figure 2.

)e model includes three parts as follows: ecological
footprint, ecological carrying capacity, and ecological se-
curity. )e calculation part of the model refers to the eco-
logical footprint calculation method proposed [15] by
Martin and Sanchez. By calculating the ecological footprint
of rural tourism in Nanyang City from 2011 to 2020, the
ecological footprint of transportation, accommodation,
tourism activities, food, and fiber consumption and the
corresponding ecological footprint of agricultural land,
forest, grassland, water, and built-up land are calculated.)e
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ecological footprint of rural tourism in Nanyang City is
calculated by calculating the ecological footprint of trans-
portation, accommodation, tourism activities, food, and

fiber consumption and the corresponding ecological foot-
print of agricultural land, forest, grassland, water, and built-
up land from 2011 to 2020.
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Figure 2: Evaluation model framework of rural tourism carrying capacity based on ecological footprint.
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Figure 1: Geographical location map of Nanyang City.
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3.2. Data Sources. Research data from Nanyang (China)
statistical yearbooks 2010–2020, Nanyang municipal peo-
ple’s government public website of the economic and social
statistics (https://www.henan.gov.cn/2018/05-22/390850.
html), and Nanyang land, rural tourism statistics released
tourism management department. Because some data are
incomplete or not available, the calculation is carried out in a
hypothetical way. Statistics show that Nanyang covers a total
area of 26,600 square kilometers and has a population of
11.94 million. In recent ten years, Nanyang City attaches
great importance of the development of tourism, based on
the rich ecological resources, cultural tourism resources, to
build an internationally renowned ecological and cultural
tourism destination as the goal, the development of rural
tourism as an important part of the implementation of the
development of all-for-one tourism. )ere are 40 national
A-level scenic spots, including 2 5A-levels scenic spots and
18 4A-level scenic spots. )ere are 83 star-rated hotels,
including 1 five-star hotel and 10 four-star hotels. )ere are
105 travel agencies, more than 60 demonstration sites for
characteristic tourism and rural tourism, and more than
1,300 operating units for rural tourism. )ere are 3 national
model villages for rural tourism, 3 national model families
for rural tourism, and 30 national rural tourism farmhouses.

3.3. Calculation Method

3.3.1. Methodology for Calculating the Ecological Footprint

(1) Calculation of the Ecological Footprint of Transport. )e
transport ecological footprint (TEF) is the sum of the
transport built-up footprint (TEFBU) and the transport
carbon footprint (TEFCU). )e transport ecological foot-
print calculation method in this study refers to Martin-Cejas
and Sanchez’s (2010) method for calculating the ecological
footprint of tourism traffic. Traffic volume, type of transport,
the fuel efficiency of transport, and road network are in-
cluded in the calculation. )e calculation formula is shown
in equation as follows:



TEFCU × Pi × 2Di ×



(Vij × EIj)

51
× EQFFL, (1)

where Pi: i is the number of regional visitors, Di : i is the
average mileage of Nanyang City, Vij : i is the number of
visitors in Nanyang City, and j is the percentage of using
transportation to the scenic spot. EIj : i is the intensity of
transportation. )e calculation results are shown in Table 1.

(2) Calculation of the Ecological Footprint of Accommoda-
tion. Accommodation facilities are one of the necessary
conditions for tourism activities. )e ecological footprint of
accommodation includes the following four categories:
hotels, guest houses, inns, and B&Bs.)ey are equipped with
internal facilities such as parking spaces, plazas, restaurants,
and recreational areas. )e Ecological Footprint of Ac-
commodation (ACCEF) is made up of two main produc-
tivity land categories: the Ecological Footprint of Built-up
Accommodation (ACCEFBU) and the Carbon Footprint of

Accommodation (ACCEFCU). )e calculation of the ac-
commodation carbon footprint (ACCEFCU) is most directly
evaluated in terms of the electricity consumption generated
by each type of accommodation. Since specific electricity
usage data are not easily available, this study calculates the
carbon footprint of accommodation based on the average
number of kWh of electricity consumed per night by ac-
commodation beds, converted to carbon emissions from
energy consumption.

ACCEFCU × Room × RoomEN÷3.6 × 0.625

÷1000÷ 3.6666 × EQFEN.
(2)

In this equation, Room is the number of bed occupancy
in the dwelling for that year. RoomEN is the energy con-
sumption per bed night for that dwelling class.

(3) Calculation of the Ecological Footprint of Tourism. )e
ecological footprint of tourism activities (ACTEF) refers to
the area of public facilities required by tourists to carry out
various tourism activities in tourist destinations, which
belongs to the category of built-up land in productive land,
and therefore, ACTEF is the footprint of built-up land for
tourism activities (ACTEFBU). In this paper, the land and
areas within Nanyang City are defined into five categories:
four types of recreation areas, historical preservation areas,
special landscape areas, and ecological protection areas.
After summing up the four types of areas and obtaining the
weighted land area according to formula (3), the ecological
footprint of tourism (ACTEF) from 2011 to 2020 can be
measured, as shown in Table 2.

ACTEF � AreaACTBU × YFCL × EQFCL. (3)

(4) Ecological Footprint of Food and Fiber Consumption. )e
assessment of the ecological footprint of food and fiber
consumption (FEF) is divided into two main components:
food consumption and fiber consumption. )e former of
which the productive land corresponding to the resource
consumption of tourists visitors in terms of food is agri-
cultural land, grazing land, and fishing grounds; the latter of
which is the demand of tourists for fiber products. Since
information on food consumption in Nanyang City is not
easily available, this study refers to the method of Gossling
et al. to calculate the ecological footprint [16]. Assuming that
the food and fiber consumption of tourists in Nanyang City
is consistent with that of the average domestic household,
the average annual productivity (average yield, AYi) of the
food item can be obtained by dividing the calendar year
domestic food production (Pi) by the productive land area
(Ai) (equation (4)) and then multiplying the i-th food
consumption by the equilibrium of the productivity land
category corresponding to the i-th food item, respectively.
)e EQFi and YFi factors were then divided by the average
productivity of the productive land for food item i (AYi) and
converted to the ecological footprint of food and fiber
consumption (FEF) (equation (5)). )e forest production in
a calendar year was then divided by the population and 365
days a year to obtain the daily per capita forest product
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consumption and then multiplied by the number of visitors,
and finally, the consumption was converted into an eco-
logical footprint using the equilibrium factor of forest land
(EQFFL). )e calculation is shown in equations (4)–(6).

AYi � Pi÷Ai, i � 1, 2, · · · , 8, (4)

FEF � 


Cfood × EQFi × YFi÷AYi, i � 1, 2, . . . , 8, (5)

FEFFL � Poptotal÷365 × Poptourist
÷Global TimberYield × EQFFL.

(6)

3.3.2. Analysis of the Carrying Capacity of the Tourism
Environment. Natural resources of rural tourism can be
broadly classified into productive and unproductive cate-
gories: productive resources can be used as agricultural land,
building land, etc. and unproductive resources are mostly
special landscape, ecological, environmentally sensitive, and
unsuitable for development and use. )is study refers to the
environmental carrying capacity calculation method of
Monfreda et al. and calculates the environmental carrying
capacity of tourism in the formula area according to the land
category [17]. )e calculation formula is shown in equation
as follows:

Tourism carrying capacity

�

Agricultural land area × agricultural land yield factor × agricultural land equilibrium factor

� biological carrying capacity of agricultural land

Grassland area × Grassland yield factor × Grassland equilibrium factor � Grassland biological carrying capacity

Forest area × forest yield factor × forest equilibrium factor � forest biological carrying capacity

Watershed area × watershed yield factor × watershed equilibrium factor � watershed biological carrying capacity

Built − up area × built − up yield factor × built − up equilibrium factor � built − up biological carrying capacity

Carbon sequestration area × carbon sequestration yield factor × carbon sequestration equilibrium factor

� carbon sequestration biocarrying capacity.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

In this case, the conversion factors for carbon-sequestering
land in the environmental carrying capacity calculation are the

equilibrium factor for forests (EQFFL) and the yield factor
(YFFL) for its multiplication. According to the assumptions of

Table 2: Ecological footprint of tourism activities in Nanyang City, 2011–2020.

Year Recreation centre area (ha) Ecological footprint of tourism (gha) Ecological footprint of tourism per capita (gha per capita)
2011 7520 18819.980 0.0208
2012 9520 18819.980 0.0219
2013 12120 11892.380 0.0108
2014 13120 11892.380 0.0068
2015 14120 11892.380 0.0059
2016 14120 11892.380 0.0067
2017 14120 11892.380 0.0067
2018 14120 11892.380 0.0052
2019 19390 11892.380 0.0041
2020 19390 11892.380 0.0041

Table 1: Ecological footprint of transportation in Nanyang City, 2011–2020 (unit: gha).

Year Transportation built-up footprint (TEFBU)
Transport carbon
footprint (TEFCU)

Transport ecological
footprint (TEF)

Transportation ecology per capita
footprints (PTEF)

2011 5482.54 11070.85 16553.39 0.018372
2012 5482.54 10286.17 15768.71 0.018372
2013 5482.54 12076.60 17559.14 0.016011
2014 5482.54 17479.73 22962.27 0.013187
2015 5482.54 20125.69 25608.23 0.012709
2016 5482.77 17587.89 23070.65 0.013031
2017 5482.77 17390.58 22873.35 0.012995
2018 5482.77 22063.01 27545.78 0.012268
2019 5482.77 27896.90 33379.67 0.011693
2020 5482.77 27936.72 33419.49 0.011624
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Monfreda et al. for anthropogenic structures and public fa-
cilities, the land is usually originally available for agricultural
use. )erefore, the calculation is multiplied by the equilibrium
(EQFCL) and yield factors (YFCL) of the agricultural land.

3.3.3. Calculation of Ecological Deficit/Surplus Status.
Using the ecological footprint method, the environmental
carrying capacity (BC) on the supply side of environmental
resources in Nanyang City is subtracted from the ecological
footprint (EF) on the demand side of environmental re-
sources, and if the value is greater than zero, it is called an
ecological surplus; conversely, it is an ecological deficit. )e
calculation formula is shown in equation as follows:

BC − EF. (8)

3.3.4. Ecological Stress Index (EFI) and Visitor Number
Carrying Capacity Projections. Ecological stress index (EFI)
refers to the ecological footprint per unit ecological carrying
area of a region. In order to find the ecological footprint on
the unit carrying area can better reflect the pressure on the
ecological environment, this study uses the ecological pres-
sure index (EFI) to evaluate the regional ecological security,
using the number of tourists in 2020 as a control standard to
predict the trend of ecological pressure changes due to the
increase in the number of tourists in the future, the critical
value of the carrying capacity of the number of tourists. )e
calculation formula is shown in equation as follows:

EFI �
EF
BC

, (9)

where EFI is the ecological pressure index; EF is the eco-
logical footprint; BC is the environmental carrying capacity.
Because EF> 0 and BC>O, when 0<EFI< 1, EF<BC, the
supply and demand of ecological resources reach a balance,
and the region is in a critical state of ecological security.
when EFI� 1, EF�BC, ecological resources supply and
demand reach balance, the region is in a critical state of
ecological security; when EFI> 1, EF>BC, the unit eco-
logical bearing.When EFI> 1, EF>BC, the pressure per unit
of ecological carrying area is greater than the supporting
capacity it can provide, the supply and demand are un-
balanced, and ecological security is threatened, and the
greater the difference between EFI and 1, the greater the
degree of ecological insecurity.

3.4. Results and Analysis

3.4.1. Results of Ecological Footprint Calculation in Nanyang
City

(1) Transport Footprint of Nanyang City 2011–2020. Refer-
ence to Martin-Cejas and Sanchez’s method for calculating
the ecological footprint of tourism traffic, traffic volume,
type of transport, fuel efficiency of transport, and road
network are included in the calculation. )e transportation
footprint of Nanyang City from 2011 to 2020 was obtained as
shown in Table 1.

As shown in the calculation results of Table 1, the trans-
portation built-up land footprint (TEFBU), transportation
carbon footprint per capita (TEF CU), and transportation
ecological footprint per capita (TEF) all show an increasing
trend year by year. )e increase in the number of tourists has
an important impact on the ecology of Nanyang City.

(2) Ecological Footprint of Accommodation in Nanyang City
2011–2020. )e ecological footprint of accommodation in
Nanyang City was calculated based on the average number
of electricity consumption degrees per night of accommo-
dation beds and converted into carbon emissions of energy
consumption, as shown in Table 3.

As seen in Table 3, the trend in the carbon footprint of
accommodation (ACCEFCU) is broadly in line with the built-
up land. Visitor use of built-up land resources (ACCEFBU)
for accommodation is low, increasing only from 5.535 gha to
13.369 gha from 2011 to 2020, and there is a low peak in the
accommodation built-up land footprint in 2020.

(3) Ecological Footprint of Tourism Activities in Nanyang City,
2011–2020. )e ecological footprint of tourism activities in
Nanyang City between 2011 and 2020 (ACTEF) was mea-
sured by calculating the area of tourism area according to
equation (3), and the ecological footprint of tourism activities
between 2011 and 2020 was obtained, as shown in Table 2.

Table 2 shows the change trend of tourism ecological
footprint and per capita footprint of Nanyang city. )e per
capita tourism footprint decreases due to the increase in
tourist arrivals, from 0.0208 gha in 2011 to 0.0041 gha in
2020, a decrease of 80.20%.)is result reflects the dilution of
the ecological footprint by the increase of tourists on the one
hand and the improvement of the ecological environment in
recent years on the other.

4. Ecological footprint of food and fiber consumption
(FEF).

Calculated by equations (4)–(6), the ecological foot-
prints of food and fiber consumption responses in the four
land categories of agricultural land (FEFCL), grazing land
(FEFGL), fishing land (FEFFG), and forest land (FEFFL)
were obtained, respectively, for the calendar year, and the
ecological footprints of food and fiber consumption (FEF)
for each land category were summed to obtain the eco-
logical footprint (FEF) for each land category, as shown in
Table 4.

)e food and fiber footprint responds to the amount of
food and fiber consumed by tourists. As shown in Table 4,
the overall food and fiber footprint of rural tourism has been
increasing year by year in the last decade, from 729.758 gha
in 2011 to 2310.246 gha in 2020, with an average annual
growth rate of 2.17%. )is shows that rural tourism in
Nanyang City has shown a rapid development trend.

(5) Overall Ecological Footprint. Collating the ecological
footprint data for the four tourism categories in Tables 1–4,
the overall ecological footprint of rural tourism can be
calculated as shown in Table 5.

As shown in Table 5, the overall ecological footprint of
rural tourism in Nanyang City increased from
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36,623.671 gha in 2011 to 48,147.544 gha in 2020, with a
growth of 31.47% in ten years. Among the fourmajor activity
footprints, the transportation ecological footprint (TEF)
accounts for the largest share (60.84% on average), followed
by the tourism activity footprint (ACTEF) (33.83% on av-
erage), and then the food and fiber consumption ecological
footprint (FEF) (4.05%) and the accommodation ecological
footprint (ACCEF) (1.28%). It can be seen that the main
ecological resource consumption during tourism is the
energy consumption from transportation between the res-
idence and the destination and the resource consumption of
tourists in Nanyang. )e overall per capita ecological

footprint (PEF) has been decreasing gradually in the last
decade, from 0.0406 gha in 2010 to 0.0167 gha in 2020, a
decrease of 58.8%.

3.4.2. Analysis of the Carrying Capacity of the Tourism
Environment. Referring to the environmental carrying ca-
pacity calculation method of Monfreda et al, the overall
environmental carrying capacity and the per capita envi-
ronmental carrying capacity of Nanyang City from 2011 to
2020 were calculated according to the land category. From
Table 6 it can be seen that as the number of tourists per year

Table 3: Ecological footprint of accommodation in Nanyang City, 2011–2020 (unit: hm2).

Year Accommodation built as eco-foot
signs (ACCEFBU)

Accommodation carbon
footprint (ACCEFCU)

Ecological footprint
of

accommodation
(ACCEF)

Accommodation ecology per capita
footprints (PACCEF)

2011 5.535 514.574 520.109 0.000577
2012 5.535 582.001 587.537 0.000685
2013 5.535 479.087 484.622 0.0004
2014 12.752 541.749 554.500 0.000318
2015 12.752 546.106 558.857 0.000277
2016 12.752 532.761 545.512 0.000308
2017 12.907 488.882 501.790 0.0002
2018 10.495 288.105 298.600 0.0001
2019 13.369 442.619 455.988 0.000160
2020 13.369 511.576 524.945 0.000183

Table 4: Ecological footprint of food and fiber consumption in Nanyang City, 2011–2020.

Year Food and fiber consumption raw
state footprint (gha)

Ecology of food and fiber consumption
per capita footprints (gha per capita)

2011 729.758 0.0008
2012 731.403 0.0008
2013 1052.440 0.0009
2014 1690.223 0.0009
2015 1670.865 0.0008
2016 1721.833 0.0009
2017 1537.409 0.0008
2018 1942.817 0.0008
2019 2494.538 0.0008
2020 2310.246 0.0008

Table 5: Calculation results of the overall ecological footprint of Nanyang City from 2011 to 2020 (unit: gha).

Year Transport ecology
footprinting

Ecological footprint of
accommodation

Leisure activities
ecological
footprint

Food and fiber
ecological
footprint

Overall life
footprint of a

state

Overall per capita
ecological footprint

2011 16553.390 520.109 18819.980 729.758 36623.671 0.0406
2012 15768.705 587.537 18819.980 731.403 35908.059 0.0418
2013 17559.139 484.622 11892.380 1052.440 30989.015 0.0282
2014 22962.266 554.500 11892.380 1690.223 37099.803 0.0213
2015 25608.227 558.857 11892.380 1670.865 39730.763 0.0197
2016 23070.653 545.512 11892.380 1721.833 37230.813 0.0210
2017 22873.348 501.790 11892.380 1537.409 36805.434 0.0209
2018 27545.781 298.600 11892.380 1942.817 41680.009 0.0185
2019 33379.670 455.988 11892.380 2494.538 48223.056 0.0168
2020 33419.492 524.945 11892.380 2310.246 48147.544 0.0167
Average
share 60.84% 1.28% 33.83% 4.05% 100% 0.0406
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increases, the average environmental carrying capacity re-
sources (PBC) per person can be allocated gradually de-
creases.)erefore, it can be seen that controlling the number
of tourists is a key factor for sustainable rural tourism
development.

3.4.3. Ecological Safety Evaluation of Rural Tourism

(1) Ecological Deficit/Surplus Status. Using the ecological
footprint method, the environmental carrying capacity (BC)
on the supply side of environmental resources is subtracted
from the ecological footprint (EF) on the demand side of
environmental resources, and if the value is greater than
zero, it is called an ecological surplus; if the opposite is true,
it is an ecological deficit.

Combining the data from the overall per capita eco-
logical footprint (PEF) and per capita environmental car-
rying capacity (PBC) calculations for the four major activity
categories in Table 7, the ecological deficit and surplus states
were obtained, as shown in Table 7.

According to the calculation results, the ecological
carrying capacity of rural tourism in Nanyang City has been
in surplus in the past ten years, but the surplus tends to
decrease, with the per capita ecological surplus decreasing
from 0.085010 gha in 2011 to 0.022633 gha in 2020, a sig-
nificant decrease of 73.38% in ten years. It can be seen that
although the environmental carrying capacity of rural
tourism is still in surplus, it is still recommended that local
governments moderate the development of tourism re-
sources, control the number of tourists, strengthen the
publicity of environmental protection, and raise awareness
of environmental protection in tourist areas to maintain and
improve the current state of ecological surplus.

(2) Ecological Stress Index Status. )e results of the calcu-
lation of the ecological stress index and the critical value of
the carrying capacity of the number of tourists in Nanyang
City, using the number of 2020 tourists as the control
standard, are shown in Table 8.

As seen from Table 8, when the number of visitors is
33380351 in 2020, the ecological stress index (EFI) of

Table 6: Calculation results of the overall environmental carrying capacity and per capita environmental carrying capacity of Nanyang City
from 2011 to 2020.

Year

Overall
environmental

commitment carrying
capacity

Environmental
carrying capacity per

capita

Carrying capacity
of agricultural land

per capita

Grassland per
capita carrying

capacity

Forest
carrying

capacity per
capita

Built-up land
carrying

capacity per
capita

Water
carrying

capacity per
capita

2011 128657.862 0.1427 0.0036 0.0072 0.1263 0.0055 —
2012 128657.862 0.1499 0.0038 0.0075 0.1326 0.0058 —
2013 128657.862 0.1173 0.0030 0.0059 0.1037 0.0045 —
2014 128657.862 0.0738 0.0019 0.0037 0.0653 0.0028 —
2015 128657.862 0.0638 0.0016 0.0032 0.0564 0.0024 —
2016 128657.862 0.0726 0.0018 0.0036 0.0642 0.0028 —
2017 128657.862 0.0730 0.0018 0.0036 0.0646 0.0028 —
2018 128657.862 0.0573 0.0014 0.0028 0.0506 0.0022 —
2019 128657.862 0.0450 0.0011 0.0022 0.0398 0.0017 —
2020 128657.862 0.0447 0.0011 0.0022 0.0395 0.0017 —

Table 7: Ecological deficit and Surplus Status of Nanyang City, 2011–2020.

Year Per capita biological carrying capacity (PBC) Per capita ecological footprint (PEF) Ecological deficit/surplus
2011 0.1427 0.0406 0.0850
2012 0.1499 0.0418 0.0900
2013 0.1173 0.0282 0.0749
2014 0.0738 0.0213 0.0437
2015 0.0638 0.0197 0.0364
2016 0.0726 0.0210 0.0429
2017 0.0730 0.0209 0.0434
2018 0.0573 0.0185 0.0318
2019 0.0450 0.0168 0.0227
2020 0.0447 0.0167 0.0226

Table 8: Ecological stress index and critical value of tourist number carrying capacity in Nanyang City.

Number of
visitors

Ecology per capita
footprints (PEF)

Per capita ecological carrying
capacity (PBC)

Ecological
stress

index (EFI)

Safety representation grade
status

2020 33380351 0.016747 0.033493 0.50 2 (safer)
EFI� 0.8 52408561 0.016747 0.020933 0.80 3 (critical value)
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Nanyang City is 0.50 and the ecological safety level is 2
(safer), and when the number of visitors reaches 52408561,
the ecological stress index (EFI) of Nanyang City is 0.80 and
the ecological safety will reach the critical value.

4. Conclusions

4.1. Research Findings

(1) )e overall transportation ecological footprint of
rural tourism has been increasing year by year, from
16,553.39 gha in 2011 to 33,419.49 gha in 2020, with
an average annual growth rate of about 10%. )is is
probably due to the increase in the ecological
footprint of transportation caused by tourism
transportation energy. To reduce the ecological
footprint of tourism transportation, themanagement
of exhaust emissions from cars and other vehicles
should be strengthened. It is recommended that local
governments develop mass transportation, mainly
electric vehicles, to improve traffic pollution.

(2) )e overall ecological footprint of rural tourism
increased from 36623.671 gha in 2011 to
48147.544 gha in 2020, an increase of 31.47% in ten
years. Among them, the ecological footprint of
transportation is 60.84%, the ecological footprint of
tourism activities is 33.83%, the ecological footprint
of food and fiber consumption is 4.05% and the
ecological footprint of accommodation is 1.28%.)is
shows that the ecological pressure from transport
and tourism activities is still increasing year by year.
In contrast to the overall ecological footprint, the
ecological footprint per capita has shown a de-
creasing trend in the last decade, from 0.0406 gha in
2010 to 0.0167 gha in 2020, a decrease of 58.8%. )e
starting reason may be due to the increase in
tourism, which dilutes and neutralizes the ecological
footprint.

(3) Analysis of the ecological footprint of tourism by
land category shows that the productive land with
the highest proportion of the overall ecological
footprint is built-up land. )is indicates that tourists
have the highest demand (52.6%) for services such as
public facilities, buildings and dwellings, and activity
spaces during their recreation, followed by the
carbon footprint emitted from energy consumption
(43.82%) and a smaller demand for food and fiber
consumption produced by forests, agricultural lands,
grasslands, and waters.

(4) )e study uses the annual incremental number of
tourists from 2011 to 2020 as the reference value (7.1%
per year), and the critical value of environmental
pressure on rural tourism using the ecological pres-
sure threshold value shows that when the ecological
pressure EFI value is 0.5 (safe), the ecological carrying
capacity per capita is 0.3349 gha, and when the EFI is
0.8, the ecological carrying capacity per capita is
0.0209 gha (more safe) shows a decreasing trend.

4.2. Recommendations. Based on the results of the above
empirical analysis, the paper proposes to make the following
recommendations.

(1) )e control of ecological carrying capacity is
strengthened, and the formulation of land planning and
environmental protection policies is accelerated. On the
one hand, the natural environment and the ecological
protection system of flora and fauna in Nanyang City
should be protected. On the other hand, the control of
ecological carrying capacity should be strengthened by
enhancing the management of tourists, avoiding their
acts of polluting the environment, and promoting
energy-saving and environmentally friendly tourism
methods and encouraging people to use low-carbon
and low-energy-consuming transportation.

(2) )e spatial pattern of tourism should be reasonably
designed and the distribution of tourism resources
should be reasonably distributed. Since the number
of tourists has a positive impact on the total foot-
print of all kinds of activities, the larger the number
of tourists, the larger the ecological footprint, and
the greater the impact on the environment.
)erefore, the tourism management department of
Nanyang City should pay full attention to the en-
vironmental problems caused by the uneven spatial
and temporal distribution of tourists in the city,
further strengthen the balanced planning of tourism
resources, and effectively divert the flow of tourists
through a combination of measures, so as to achieve
a reasonable spatial and temporal pattern of
tourism.

(3) Tourism resources are developed appropriately, and
environmental education and publicity are
strengthened. In the past ten years, although the
environmental carrying capacity of Nanyang City is
in surplus, it shows an obvious downward trend,
with the per capita ecological surplus reduced from
0.085 gha in 2011 to 0.0226 gha in 2020, a decrease
of about 73.38%. )is indicates that the pressure on
the ecological environment of the city is increasing,
so it is suggested that the relevant departments
should moderate the development of tourism re-
sources, control the number of tourists, and
strengthen the environmental education and pub-
licity training for tourists, so as to cultivate their
environmental awareness and reduce the negative
impact on the ecological environment of rural
tourism.

4.3. Limitations. In this paper, the construction of envi-
ronmental carrying capacity index system is only aimed at
rural tourism in Nanyang City (China), which lacks ex-
tensive practical verification. )e selected indicators are also
limited, which cannot achieve comprehensive, andmay need
further modification and improvement in practical
application.
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Wireless sensors integrate a variety of high-tech, powered by engines to form network nodes, and randomly distributed sensors
and data processing units form a network through a certain rule. *e wireless sensor can directly transmit the collected digital
signal to the computer for analysis and processing. Intelligent computer refers to a computer that can simulate and expand
artificial intelligence. It is a dynamically developing concept and always represents the most advanced level of computer de-
velopment. *is article aims to study the role of wireless sensors and intelligent computer-assisted teaching in physical education
and training. It is hoped that wireless sensors and intelligent computer technology will assist in physical training. *is article
briefly summarizes the status quo of the use of wireless sensors, briefly introduces the design and use of various wireless sensors,
and briefly explains their differences. *is article explains the theoretical basis and principles of use of intelligent computers.
Aiming at the shortcomings of traditional multimedia courseware in the teaching process, an application idea is proposed, and a
modular design method is adopted to design a computer-assisted teaching system based on integrated ware.*e test results of this
paper show that 40% of the students were very satisfied with the intelligent PC-assisted educational delivery system in PE lessons,
67% were satisfied with the usage of the intelligent CC-AS in PE lessons and 22% disagreed with the usage of the intelligent CC-AS
in PE lessons; 14.2% of the teachers often used the intelligent CC-AS in PE lessons and 30% of teachers occasionally used ICDS in
PE lessons and another 12% never used ICDS in PE lessons.

1. Introduction

Wireless sensors incorporate a number of high-end technol-
ogies and have also been widely used in production practices.
With the continuous maturity of production technology, the
design of wireless sensors is constantly changing. *e current
wireless sensors are small in size, low in price, and strong in
transmission capacity. *ese characteristics make the use of
wireless sensors more convenient and promote the improve-
ment of social productivity. Improvements in computer skills
have seen a paradigm shift in the dissemination of information
to an electronic mode, and information technology has
wrought huge variations in society. *e country continues to
deepen curriculum reform, and the use of computer tech-
nology in teaching has become more common. Physical

education has unique characteristics in the entire teaching
system. First of all, the physical education classroom is in an
open environment.*ere are different teaching elements in the
classroom, including students and equipment, etc., each ele-
ment will affect each other, which intensifies the complexity of
the classroom. Secondly, physical education requires teachers
to adopt reasonable teaching methods to guide students to
master a series of physical knowledge. However, physical
education is a practical classroom, and the mastery of different
knowledge points requires different teaching methods. How to
make reasonable changes in the complex teaching process is a
major difficulty. *erefore, we combine wireless sensor tech-
nology with intelligent computer technology, hoping that it can
make the most of physical training and promote better results
in physical education.
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*anks to the benefit of knowledge and know-how,
boring classroom content is delivered to students through
dynamic and vivid images or audio, which inspires students’
enthusiasm in the classroom. Combining wireless sensors
and intelligent computer technology with physical education
can better design physical education courses and improve
the science and rationality of physical education. *e
combination of wireless sensors and intelligent computer
technology with physical education conforms to the de-
velopment of the times, updates teachers’ teaching concepts,
and promotes the development of teachers’ information
literacy and professionalism.Apply unguided clustering data
mining strategies to evaluate models, evaluate conceptual
structure in data, and identify meaningful relationships in
the form of concepts found in data.

As a unique existence in the entire teaching system,
physical education not only has complicated classroom
teaching methods, but also has an important influence on
students’ physical fitness. *erefore, improving the effect of
physical education has continuously become the goal of the
school. Xu M proposed a new technology that can help the
Based on the user’s real-time performance, the Kinect-based
learning system selects follow-up training materials for the
patient, and demonstrated an algorithm based on a hidden
Markov model to generate a customized training path
(training courses) for each person. He also presented a game
system for children’s education and play to show the
practicality of this approach to training. *rough a user
study with 10 child participants, the findings show that the
technique proposed significantly improves the effectiveness
of physical exercise [1]. Khan critically reviews existing
technologies and proposes a new and innovative sensor
avatar framework. *e presented architecture has four di-
mensions and limits and relies on a protocol of applications.
*e authors illustrate its potentiality by applying it in a scene
in which multiple applications of a individual sensor are
common shared, among which one is a video fire protection
surveillance application. In the discussion, the author
showed the prototype of the proof-of-concept of the sensor
and discussed the future research direction [2]. Amin
proposes a lightweight protocol for user certification and
authentication and keys for accessing services in wireless
sensor environments and claims that it is more effective than
related available ones in relation to safety and complexity. In
the related literature, the authors show the reader a few
examples of the security weaknesses of Turkanovic et al.
However, the experimental results found that it has obvious
shortcomings in terms of efficiency in terms of safety pa-
rameters [3]. Kunz briefly introduced the main methods of
software-based node positioning in wireless sensor net-
works. Positioning protocols with good positioning per-
formance piece together a local map of relative coordinates
to form a single planetary chart. *e nodes in one of these
agreements are called ancient islands. Although there are
many factors that affect the error in node placement, Pro-
crustes can be used for analysis in such protocols. *rough
experimentation it was found that the positioning of the
ancient host point will greatly affect the error. Using
modelling, the authors argue for the influence of host

network placement using the Curvilinear Component
Analysis (CCA-MAP) method as a proxy for this type of
protocol, and propose a criterion to ensure optimal results
[4]. Liu proposes a path reconstruction method for radio
frequency cell networks. Due to the specificity of the path
length, most elements are zero. Wireless sensor networks
form a formalisation of the thin trail representation and
enable precise and highly accurate trail rebuilding. Due to its
unique design, the wireless sensor network is unaffected by
network dynamics and lossy links. Based on this, the authors
further propose a methodology of enhancement and eval-
uation methods to refine the system. *e evaluation results
show that the wireless sensor network achieves a high level of
path recovery accuracy [5].Long proposes a new tree-based
transfer routing scheme that uses a hide and search strategy
to build transfer as well as bait routes following a trail from a
real source to a receiver. At the same time, the solution can
extend the life of the network of a wireless sensor network.
*e key concept is that the lifecycle of a wireless sensor
network relies on high energy-consuming nodes or hotspots,
and then the proposed scheme creates redundant shunt
routing in energy-rich non-hotspot areas. *erefore, it not
only achieves privacy protection, but also maximizes the
network life cycle. In addition, the author systematically
analyzed the energy consumption of wireless sensor net-
works and provided guidance on the number of diversion
routes created in different areas far from the sink. TBoth
physical and logical findings have proven the solution to be
very successful in improving security while minimising the
duration of the network lifecycle [6]. Seo proposes the
Certificate-Free Valid Efficient Kryptographic Protocol for
securitised traffic in complex wireless sensor networks
featuring moving nodes. CL-EKM supports efficient key
updates and ensures confidentiality of both the foregoing
and reverse keys when a node exits or enters the clustering.
*e agreement also allows for effective root cancellation for
infected pairs of nodes and reduces the risk of node com-
promise on the security of other traffic chains to a minimum.
Evaluation of the programme’s software security indicates
that the agreement is able to effectively defend itself against a
variety of attacks [7]. Based on the practical needs of the
ICAI system, Su Jie illustrates the conceptual foundations of
the smart tutoring system and investigates the systematic
structure of the learner as well as the teacher models. Finally,
to examine the system’s effectiveness, the authors conducted
an investigative exercise. A survey of 209 college teachers has
shown that teachers who use intelligent tutoring systems in
teaching activities score higher in teaching self-efficacy [8].
Although these theories discuss wireless sensors and intel-
ligent computer technology to a certain extent, the com-
bination of the two and sports assisted teaching is
insufficient, making it impractical in operation.

*is article conducts research and analysis on traditional
physical education teaching methods, and finds out the
shortcomings and defects of current education methods.
And according to the future development trend and ap-
plication requirements of intelligent computer technology,
the idea of combining networking, intelligence and com-
puter technology is proposed. To study problems from a
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quantitative perspective, to make up for the gaps in quan-
titative research in computer-assisted teaching, overcome
the shortcomings of multimedia courseware, such as so-
lidification of ideas and closed forms, and truly realize the
reuse of teaching resources.

2. The Realization Method of Wireless Sensor
and Intelligent Computer-Assisted
Teaching in Physical Education and Training

2.1. Wireless Sensor. With the advancement of wireless
transmission has become increasingly mature and the
monitoring technology has been widely used [9]. With the
needs of social production, the traditional monitoring
technology has been unable to adapt, so a distributed control
system appears, and wireless sensors are produced under
this situation. In actual use, we combine multiple wireless
sensors to form a wireless sensor network [10, 11]. Place
multiple sensors in the monitoring area to perform real-time
monitoring of the targets that need to be monitored, and
finally perform system analysis on the collected information.
Its specific structure is shown in Figure 1:

Currently in the era of information explosion, how to
quickly obtain effective information is the focus. Wireless
sensors can obtain a large amount of information by virtue of
their distributed characteristics, and are widely used in various
fields of social production [12, 13]. Wireless network sensors
were first used in the military field. Because of their strong
concealment, they can play a role in the battlefield. *ey can
monitor and evaluate the situation on the battlefield, and can
provide a scientific basis for military strategy decisions. In
addition to excellent performance in the military field, wireless
sensors have also fully demonstrated their functions in the
medical field [14]. Installing tiny sensors in the patient’s body
can monitor the patient’s physical condition in real time. In
case of emergencies, it can be discovered in time to fight for
rescue time [15].

*e application of wireless sensors in Western countries
is also very rich, mainly used in environmental monitoring
and safety monitoring. *e development of wireless sensors
is restricted by communication technology, which is the
same everywhere in the world, and Bluetooth can be used to
transmit information [16, 17]. However, the transmission
distance of bluetooth is very short, which requires the as-
sistance of transfer stations. So in a complete system, it
should include sensor nodes, transfer stations and control
nodes. When the sensors in the monitoring area detect
dangerous information, they will transmit the information
to the transfer station, and then the transfer station will send
the information to the control center, and start the real-time
protection measures of the safety system [18, 19]. *e sensor
safety monitoring structure is shown in Figure 2:

*e safety monitoring structure is based on the In-
ternet of*ings and relies on the structural safety industry
to build a structural safety monitoring cloud to provide
structural safety monitoring and professional data anal-
ysis cloud services.

2.2. Wireless Positioning. *e most basic step of wireless
sensor positioning technology is distance measurement.
After the distance is measured, other devices can be used to
estimate unknown points [20]. In the process of wireless
positioning and ranging, we usually use the coordinate axis
for calculation, as shown in Figure 3:

According to Figure 3, we can measure the distance of
three points as follows:
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Since the formula contains a square value, there will be
multiple solutions, but in actual situations we only consider one
set of solutions to calculate the position of the coincident point.
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However, there may be no overlap during actual
operation.

Figure 4 is the triangulation positioning, using the angle
to calculate the distance, the specific function expression is
as follows:
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Where d represents the radius of the circle, and a and b
represent the coordinates of the circle.

According to Figure 5, the point in the upper right corner is
an unknown point, and the y point is a known point, and the
distance between the two points is b, we can get:
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b
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If there is interference in the external environment when
measuring the distance, we need to change the calculation
method:

g1(a, b, c) �

�������������������������

a − a1( 
2

+ b − b1( 
2

+ c − c1( 
2



, (11)

g2(a, b, c) � arctan
b − b1

a − a1
, (12)

Wireless Communications and Mobile Computing 3



control center

Transfer station

Monitoring area

node
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g3(a, b, c) � arccos
c − c1

b
. (13)

Assuming that the errors are independent random
variables, the expression of the conditional probability
function is as follows:
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Simplify the formula and substitute it in to get:
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According to the above formula, the coordinates can be
obtained as:
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According to the calculation, the calculation of the
geometric distance between the target objects has a great
relationship with the angle between the objects.

2.3. Computer-Assisted Teaching. Teaching by computer is a
service that uses computers to replace or help instructors to
complete their tasks and impart knowledge. Intelligent
computer teaching assistance system refers to the use of
computers to help and replace teachers to perform part of
the teaching tasks, transfer teaching information, impart
knowledge and training skills to students, and serve students
directly. *is paper evaluates the teaching effect of the in-
telligent computer teaching assistance system, and thinks
that the effect is better than the traditional teaching.*e
study of the computer-assisted teaching model, also known

as the information-based instruction model, requires an
epistemological and values-based approach, and analyze
from different dimensions. *e specific situation is shown in
Figure 6:

In the process of traditional physical education, teachers
mainly give oral explanations and action simulations to
sports items, but the help to students is limited. *e defects
of teaching are conducive to improving the effect of physical
education.

In traditional teaching methods, teachers usually use lan-
guage and text to teach knowledge points to students. For
ensuring the intuitive effect, teachers will use models and il-
lustrations to illustrate the classroom content. However, not all
teaching content can find suitable reference objects. For ex-
ample, the thermal motion of molecules cannot be displayed
with physical images. Computer-assisted teaching canmake up
for the shortcomings of traditional teaching methods with the
help of pictures and texts, make the content that is difficult to
tell in traditional teaching more intuitive, concentrate students’
attention, deepen the impression and understanding, and
improve teaching efficiency. Computer-assisted teaching has
not only changed the teaching methods, but also promoted the
reform of teaching concepts. In the era of knowledge explosion,
how to find the required information among all kinds of
complicated information is the key. Computer-assisted
teaching can cultivate students’ imagination, diverge students’
thinking, improve students’ problem-solving ability, and
change the result-oriented concept in the traditional sense, pay
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attention to the process of problem-solving and learn methods
so that it can control different types of knowledge and promote
own ability. In the traditional teaching model, we take the
teacher as the center of the classroom, thinking that as long as
the teacher describes the knowledge, the teaching results show
that this teaching method is not conducive to students’ sub-
jective initiative, and is not conducive to students’ under-
standing of knowledge. Introducing computer-assisted
teaching into the classroom, transforming the traditional
teacher-centered model to student-centered. In the teaching
process, Increased focus on students’ understanding of
knowledge, and help students understand the nature and laws
of things reflected in the current learning content and the
internal relations between the things and other things, so as to
achieve a true grasp of knowledge. *e current computer

teaching aid system has achieved many results. *e intro-
duction of software engineeringmethods into the development
of computer-aided teaching systems has promoted the engi-
neering of curriculum design, such as using artificial intelli-
gence technology to simulate the behavior of “tutors” and
improve student performance.

Computer technology and teaching theory are two
important factors that affect computer-assisted teaching.
Since the middle of the last century, computer technology
has undergone a series of developments, and computer
operations have become more convenient and smaller in
size, there are more and more high-level languages, the
running speed is getting faster and faster, and the computer
storage is getting bigger and bigger. *e combination of
computer and communication technology is used

a
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c

d

Figure 3: Coordinate axis measurement.
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Figure 4: Triangulation positioning.
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extensively in the sphere of productive society. providing
technical support for processing educational information.
*e United States first developed a computer teaching aid
system in the last century. *e computer can generate ex-
ercises based on classroom needs. *e real teaching aid
system is “PLATO,” which is connected to a large computer
and can ask different questions about classroom knowledge.
When students answer, they can touch the screen or buttons.

*e combination of wireless sensor networks and the In-
ternet of *ings improves the efficiency of teachers guiding
students’ experiments. In college physics classroom experiments,
students often encounter various problems. In traditional
teaching methods, students often raise their hands to signal
when they encounter problems, and then teachers go over to
guide them. However, based on the current situation of college
physics experiment teaching, it is not possible to provide one-to-
one guidance by teachers. In fact, the positioning of sensor nodes
can be realized only by relying on the wireless sensor network
itself, and the guidance function can be quickly realized online
when combined with the Internet of *ings technology.

3. Realization Experiment of Wireless Sensor
and Intelligent Computer-Assisted
Teaching in Physical Education and Training

3.1. Objects. Aiming at the use of the combination of
wireless sensors and smart computers in physical education,
we conducted a questionnaire survey on different types of
schools. *e specific results are as follows:

According to the data in Table 1, this experiment
investigated the understanding of wireless sensors and
smart computers among students of first tier universities,
second tier universities, and third tier universities. *e
total number of people surveyed was 230, of which boys
accounted for 68.2%, girls accounted for 31.8%, and the
number of third tier universities students accounted for
32.7% of the total survey number, second tier universities
accounted for 30% of the total number of surveyed stu-
dents, and first tier universities accounted for 37.3% of the
total surveyed people. *e numbers of the three types of
institutions are relatively even.
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Figure 5: Angle and distance.
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Figure 6: *e structure of computer-assisted teaching mode.
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As teaching tools, wireless sensors and smart computers
not only need to be used in schools, but more importantly,
they need to be used proficiently. Both teachers and students
need to be proficient, so that smart computers can play a role
in physical education.

According to the data in Table 2, in this survey, we sep-
arately investigated the proficiency of teachers and students on
smart computers. 70% of teachers can master the basic op-
erations of smart computers, 8% of teachers can master the
complex operations of smart computers, and 22% of teachers
can master the operations of smart computer websites, the
proportion of teachers who can master the offline operation of
smart computers is 49%, and the proportion of teachers who
can master the online operation of smart computers is 55%.
Generally speaking, the level of mastery is relatively average.
70% of students can master the basic operations of smart
computers, 25% of students canmaster the complex operations
of smart computers, and 44%of students who canmaster smart
computer website operations, the proportion of students who
can master the offline operation of smart computers is 55%,
and the proportion of students who can master the online
operation of smart computers is 41%. From the perspective of
students’ mastery, the number of people who use complex
operations is relatively small, and they are generally proficient
in using smart computers.

3.2. Validity of Student Questionnaire. *is article’s mastery
of intelligent computers in colleges and universities is ba-
sically derived from questionnaire surveys, to understand
the use of intelligent computers in colleges and universities
in sports classrooms from different angles. *erefore, the
questions in the questionnaire need to be taken seriously,
and some unnecessary questions should be deleted.

According to the data in Table 3, in the questionnaire
survey of students, we analyzed the structure and proportion
respectively, and scored them by 10 experts. In terms of
structure, 40% of the experts think the structure is excellent,
40% of the experts think the structure is very good, and 20%
of the experts think the structure is general. In terms of
content, 550% of the professionals thought the survey in-
strument had good content and 50% of the professionals
thought the survey instrument had good substance. From
the overall data, the quality of the student questionnaire
survey is still good, which meets the needs of the survey.

3.3. Validity of TeacherQuestionnaire. According to the data
in Table 4, like the questionnaire validity survey for students,
we also analyze the validity of the teacher questionnaire from

two aspects: structure and content. First of all, in terms of
structure, 50% of the experts think the structure is excellent,
40% of the experts think the structure is very good, and 10%
of the experts think the structure is general. In terms of
content, 30% of the professionals thought the survey in-
strument was very good and 40% thought the subject matter
of the questionnaire was very good, and 30% of the experts
think that the content is very general. So from the overall
data, the quality of the teacher’s questionnaire survey is
average, does not deviate from the target, and meets the
needs of the survey.

4. RealizationofWireless Sensor and Intelligent
Computer-Assisted Teaching in Physical
Education and Training

4.1. Recognition of Intelligent Computer-Assisted Teaching.
Although the combination of wireless sensors and smart
computers can improve teaching efficiency, some teachers
may not be able to accept it because the teachingmethods are
too novel, or even students cannot adapt to the class-
room.*is experiment is in the scope of the normal physical
education classroom, and there is no obvious difference
from the traditional classroom. According to the results of
intelligent teaching, the classroom effect of this experiment
is better and the degree of student participation is higher.

According to the data in Figure 7, most students support
the use of intelligent computer technology in physical ed-
ucation classrooms. Supporting students believe that
physical education is a practical subject, to get a better grasp
of it. *e intelligent aided learning and teaching computer
system can provide converted images for the classroom,
which significantly increases the productivity of the physical
education classroom. According to the data, 40% of the
pupils were very lectures pleased with the Smart Computer
System in Physical Education class and 67% were pleased
with the usage of the Smart Computer System in Physical
Education class, and 22% of students disagree with the use of
intelligent computer technology in physical education
classes.

From the perspective of smart computer classroom
content, 20% of students are very satisfied with the class-
room content, 27% think the classroom content is good, and
35% are dissatisfied with the physical education class.
Dissatisfied students think that the courseware is too single
to highlight the main points.

With the popularization of intelligent computer tech-
nology, faculties and schools are increasingly focusing on the
use of intelligent computers. According to the data in
Figure 8, only 14.2% of teachers who approved the intro-
duction of intelligent computer systems in classrooms often
use them in physical education classrooms, 30% of teachers
occasionally use it in physical education classes, and 12% of
teachers never use it in physical education classes. Among
the proportion of teachers who do not approve the intro-
duction of intelligent computer systems into classrooms, no
teacher often uses computer-assisted teaching in physical
education classes, and 7% of teachers occasionally use

Table 1: Basic situation of the survey.

Basic situation Number of people Proportion
(%)

Gender Male 157 68.2
Female 73 31.8

School category
Junior college 75 32.7

Niben 69 30
One 86 37.3
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computer-assisted teaching in physical education classes,
another 47% of teachers have never used computer-assisted
teaching in physical education classrooms. It can be seen
from these data that most teachers still recognize the
computer-assisted teaching system, but the frequency of use
is still not enough.*is may be linked to the level of pro-
ficiency in the operation. Faculties and schools can organise
relevant training.

4.2. 8e Effect of Computer-Assisted Teaching. *is experi-
ment investigates and analyzes the use of intelligent

computer-assisted teaching systems in physical education
classrooms and the teaching effects of computer-assisted
teaching. *e specific data are as follows:

According to the data in Figure 9, 46% of students who
use computer-assisted teaching in physical education
classrooms think that the classroom effect is very good, and
they are very impressed; 55% of students think that the
classroom effect is very general, and it is no different from
normal classroom teaching, 18% of students believe that the
classroom effect is very poor, and the lecture speed is too fast
for in-depth understanding. For the problems encountered
in the classroom, 46% of students tend to take good notes

Table 2: Intelligent computer proficiency survey.
Category Basic operation Complex operation Website operation Offline operation Online operation

Teacher Number of people 70 8 22 49 55
Proportion (%) 70 8 22 49 55

Student Number of people 161 57 102 126 94
Proportion (%) 70 25 44 55 41

Table 3: Validity of student questionnaire.
Validity Excellent Very good General Ineffective
Structure 4 4 2 0
Proportion (%) 40 40 20 0
Content 5 5 0 0
Proportion (%) 50 50 0 0

Table 4: Validity of teacher questionnaire.
Validity Excellent Very good General Ineffective
Structure 5 4 1 0
Proportion (%) 50 40 10 0
Content 3 4 3 0
Proportion (%) 30 40 30 0
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Figure 7: Analysis of recognition of intelligent computer-assisted teaching.
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and ask the teacher for advice after class; 70% of students
tend to consult textbooks to solve them on their own; 12% of
students tend to solve them through a computer network.
From this data, it is evident that in order to solve issues in the
PE classroom, students have low awareness of the Internet
and low use of computers.

4.3. Effect Analysis. According to the data in Figure 10, only
10% of students often use smart computers outside the
classroom, 47% of students occasionally use computer-
assisted learning, and 40% of students rarely use computer-

assisted teaching, another 3% of students never use com-
puter-assisted learning. Among the students who use in-
telligent computer-assisted learning, 10% of the students
think the effect is very good, 50% of the students think the
effect is very general, 20% of students think it does not help.
From the overall data, most students will use computers for
physical education, but the learning effect is not good.

Computer-aided teaching is based on cognition and
applies artificial intelligence technology to computer-aided
teaching. Intelligent CAI (ICAI) separates teaching content
and teaching strategy, and dynamically generates content
and teaching strategy suitable for individualized teaching
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through search and judgment of intelligent system com-
bined with wireless sensor network technology according to
the detailed information provided by students’ cognitive
model. . *rough the intelligent diagnosis mechanism, it can
judge the learning level of students, analyze the reasons for
students’ mistakes, and at the same time, propose changes to
students and suggestions for further learning content.

5. Conclusions

As the strategy of “developing the country through science
and education” progresses, society is paying more and
more attention to education. How to improve the effi-
ciency of Sports training to develop more people for
society has become the current pursuit goal. Since the
advent of computers, computers have developed at an
astonishing speed, their performance has continued to
increase, and their prices have gradually fallen. *is has
provided technical and material support for the creation
and development of computer-assisted teaching systems.
*is article aims to explore the role of wireless sensors and
intelligent computer-assisted teaching in physical edu-
cation and training. In this article, the following tasks are
mainly completed: (1) Analysis of the current state of the
art in radio frequency sensor research, and its concept,
structure, characteristics, application fields and other
aspects are explored. (2) Introduced the research progress
of wireless sensors, It also discusses the structure of radio
signal networks and the prospects of their adoption in the
field of sports.
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Denial of service attacks have become one of the most difficult network security problems because they are easy to implement,
difficult to prevent, and difficult to track, and they have brought great harm to the network society. Denial of service (Dos) is a
phenomenon in which a large number of useless data packets or obstructive content are maliciously transmitted to the target
server, which makes the target server unable to provide users with normal services. Denial of service attack (Dos attack) is a very
typical network attack method, and the main harm of Dos attack is to exhaust service resources, making the computer or network
unable to provide normal services. And AKN (adaptive Kohonen network) is an adaptive neural network proposed in recent years,
and an algorithm summarized by using the characteristics of the neural network is called the AKN algorithm. -is algorithm can
realize fast, low-consumption, and high-precision denial of service detection in complex networks. In the era of big data, network
security is becoming more and more important, and in order to maintain the security of network data, this article studies the
common forms and principles of Dos attacks, as well as the current corresponding defense detection methods. It also investigates
several commonly used algorithms of computer data mining technology, such as clustering algorithms, classification algorithms,
neural network algorithms, regression algorithms, website data mining, and association algorithms, and proposes a computer data
mining model based on the AKN algorithm. In addition, the computer data mining technology based on the AKN algorithm is
used to conduct defensive detection experiments under Dos attacks and compares with classic algorithms. Experimental results
show that experiments based on the AKN algorithm have better defensive detection effects than classic algorithms, with a
detection accuracy rate of more than 97% and a detection efficiency improvement of more than 20%.

1. Introduction

1.1. Background and Significance. -e paralysis of a major
network may endanger the information security of indi-
viduals, enterprises, and even the country; therefore,
maintaining the security of network information is a major
responsibility and mission. Dos attack is an important
hacking method, and its purpose is to exhaust all available
network resources based on the large amount of traffic
reaching the network. However, the target computer or
network usually cannot provide normal services and ulti-
mately cannot pass legitimate user requests. Data mining
technology can realize the capture of data information, the
inspection of data information, and the analysis of abnormal
problems in the computer network system. It analyzes
whether there is abnormal data and then takes a series of

defensive measures to completely eliminate the abnormal
data, thereby maintaining a safe network environment. -e
AKN algorithm can accurately and efficiently detect complex
denial of service attacks. It uses the above characteristics to
study and explore the theoretical feasibility and practical
applicability of the computer data mining technology using
the AKN algorithm for defensive detection under Dos at-
tacks. -e research results will be able to achieve a great
improvement in the efficiency of network security detection
and provide better protection for network security.

1.2. RelatedWork. In recent years, the rapid development of
the Internet, big data, and electronic communications has
brought great convenience to people, but there are also more
and more network insecure factors, such as virus threats,
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privacy leaks, and telecommunication fraud. Some hackers
who specifically attack other network ports for the purpose
of stealing data and destroying servers are even more ter-
rifying than network viruses. In order to maintain the se-
curity of network data, many scholars have conducted
indepth research on this. Adi et al. used legitimate traffic or
fast crowds that may have the high traffic characteristics seen
in DDoS attacks (distributed denial of service attack is a
common type of Dos attack) to test in four different pro-
tocol-related attack scenarios, and they proved that legiti-
mate HTTP/2 flash crowds and traffic can be activated to
cause rejection service [1]. Chang and Hu built a security
MAC (media access control) system to defend against de-
structive denial of service (DDoS) attacks and network
control threats while retaining the benefits of coordination
among cooperative users. -e theoretical analysis and
implementation evaluation of Chang and Hu proved that its
MAC system is superior to other solutions by 76–159% [2].
Douglas et al. checked whether there are ethical justifications
for using or operating websites that provide users with
targeted distributed denial of service (DDoS) attacks (called
“bootstrap programs”). Douglas et al. identified the parties
related to the bootstrap website and the way the bootstrap
program operates, and they also studied the potential rea-
sons for checking the use and operation of the bootstrap
website and criticized citizens who use DDoS attacks in
terms of morality [3]. Pan et al. analyzed the law of selecting
points for diabetic peripheral neuropathy (DPN) based on
data mining technology. Pan et al. analyzed the acupuncture
prescriptions by applying data mining methods such as rule
analysis and modified mutual information, calculated the
frequency of each acupoint, and obtained 19 acupoint
combinations. And it is concluded that acupuncture DPN is
mainly based on the replenishment method, promotes qi
and blood circulation, and chooses the main points of
Yangming meridian and Backshu [4]. Zhao-Yi et al. used
computer data mining technology to extract and analyze the
regular information of the prescription of antiwind medi-
cine, which promotes its use, research, and development in
modern clinical medicine. Zhao-Yi et al. used a series of data
processing software for data mining and comprehensive
analysis. He consulted the works of dispelling wind medi-
cine, counted the number of prescriptions of dispelling wind
medicine, and determined the frequency of use of dispelling
wind medicine. -rough association rule analysis, factor
analysis, and core drug network analysis, they revealed the
association between syndrome symptoms and wind-dis-
pelling drug treatment and revealed the law of the use of
these drugs [5]. Hu et al. proposed a new method for data
stream clustering with the help of adaptive neuro-fuzzy
system integration. He found that the proposed ensemble is
formed by adaptive neuro-fuzzy self-organizing feature
maps in the parallel processing mode, and the final result is
selected by the best neuro-fuzzy self-organizing feature
maps [6]. Denial of service is also one of the most pressing
security threats to in-vehicle network systems. In order to
provide perfect detection, Durrani et al. used a decision tree
(an intuitive graphical decision analysis method for eval-
uating project risks and judging its feasibility) classification

to identify changes in traffic behavior in a timely manner
with a low error rate as a detection solution. Durrani et al.
described the characteristics of VANETs, aiming to de-
termine the most critical types of Dos attacks on vehicle
networks. In addition, he also comprehensively reviewed
the available solutions in the current literature to mitigate
this attack on in-vehicle communications [7]. Distributed
Denial of Service (DDoS) attacks are also one of the most
prominent attacks in the cloud-assisted wireless body area
network (WBAN), and it not only interrupts communi-
cations but also reduces network bandwidth and capacity.
Abbas et al. proposed an enhanced very fast decision tree
(EVFDT) that can successfully detect DDoS attacks. -e
experimental results show that the EVFDT algorithm
achieves high detection accuracy with a low false alarm rate.
However, these detection methods either cannot be used in
complex networks or cannot be accurately detected, or the
detection speed is too slow. -e AKN algorithm can per-
form accurate and efficient detection in a complex network
environment [8].

1.3. Innovation. -e AKN algorithm can be used for ac-
curate and efficient detection in a complex network envi-
ronment. Using the superdata search and analysis
capabilities of data mining technology, it can effectively
screen virus programs in computer networks. -e common
types and principles of denial of service attacks are analyzed,
which can better deal with Dos attacks. Experimental
comparison with traditional data mining technology can
better reflect the advantages of the AKN algorithm.

2. Data Mining Scheme Based on
AKN Algorithm

2.1. Dos Attack %eory.
(1) -e emergence of Dos attacks: there will be some

system and software vulnerabilities in the process of
system design and production. Attackers use these
vulnerabilities to carry out malicious attacks in order
to obtain a certain benefit or achieve a certain
purpose [9].

(2) Characteristics of Dos attacks: Dos attacks are easy to
implement, with high attack intensity, wide attack
range, strong distribution of attack sources, and
strong attack concealment, and attacks are difficult to
defend. Because Dos attack tools can be seen ev-
erywhere, anyone can use these attacks, even if they
do not have much understanding of network secu-
rity. Even people who do not have much under-
standing of computers and networks can download
readymade tools from the Internet as long as they
have access to the Internet and then launch attacks
on selected victims at will. In addition, offensive data
packets, especially storm attack data packets that rely
on a large number of data packets to attack, are
indistinguishable from normal data packets. -ere-
fore, it is extremely difficult to prevent denial of
service attacks from the ’victim’s side.
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(3) Types of Dos attacks: according to the principle of
attack, it can be divided into resource exhaustion
type, service interruption type, and physical damage
type. -e resource exhausted type means that the
attacker uses some means to send a large amount of
data to the target server to exhaust its service re-
sources, such as CPU, bandwidth, and RAM. Dis-
rupted service refers to the attacker’s use of defects or
bugs in the target server itself to cause the server to
crash. Physical damage type refers to a denial of
service attack that destroys the target server by
physical means, such as using water or fire to short-
circuit or disconnect the relevant network cable or
directly destroy the router or network cable related
to the network cable. According to the attack
method, the first is called a virus packet attack, which
is to send a large amount of abnormal data based on
the flaws and vulnerabilities in the design of the
target server. In the process, it makes the victim’s
system abnormal and causes the victim’s system to
crash. -e second one is called a storm attack which
sends a large number of data packets to the target
system, and when the maximum number of data
packets is accumulated, the target server will be
compromised, and the typical distributed Dos attack
is a storm attack. -e third is called a redirect attack,
which does not use virus packets or storms to attack
the victim but modifies some parameters in the
network. For example, the cache of the domain name
system allows the data packets sent by the victim or

sent to the victim to be redirected to other places
[10].

(4) Principle of Dos attack: taking a distributed denial of
service attack as an example, in order to hide
themselves, the attacker first finds machines with a
low management level, low security, and easy
scanning, and then destroys and controls these
puppet machines. -e attack process is relatively
simple, and the attackermanipulates the computer to
send a series of control commands to the puppet
computer and can transmit a huge amount of of-
fensive data to the target server immediately or at a
specific point in time. Or the attacker sets the puppet
computer within a specific range of time, and when
the time runs out, the puppet computer starts to
attack the target server. -e details are shown in
Figure 1.

(5) Defense detection of Dos attacks: at present, there is
no complete solution for the defense and detection of
Dos attacks; generally, the system is patched or
upgraded. -e defense methods can be summarized
into four types. -e first is attack detection, which is
to scan and detect Dos attacks in the network,
generate alerts, and trigger an attack response
mechanism. -e second is attack response; that is,
after the server is subjected to a Dos attack, the attack
traffic is reduced through message filtering, speed
limit, etc., to reduce the impact of the Dos attack and
to restore the server to normal. -is function needs
to be implemented as soon as possible to ensure the
availability of the service. -e third type is the source
trace, which is to track the attacker behind the Dos or
the final real host. -e fourth is antiattack; that is,
according to the formation conditions and principles
of Dos attacks, protective measures such as patches
and encryption must be taken in advance and moral
criticism to reduce the number of attackers [11].

(6) Dos attack status:malicious attacks from the network
layer may interrupt the transmission of data packets
in the channel. For example, a compromised router
in the network may refuse to send or receive data
packets, and Dos attacks can also cause packet loss.
Assuming that the total length of the attack time is
restricted in proportion to the total time, the attack
state of Dos can be recorded as shown in formula (1)
and meets the requirements of formula (2).

θS(t) ∈ 0, 1{ } t∈Ζ0, (1)

Q 
n−1

t�0
θS(t)≤ n +

n

ω
⎡⎣ ⎤⎦ � 1, n ∈ Z. (2)

Among them, t ∈Z0 is the moment when the data packet
is about to be sent between the sensor and the controlled
object. θ(t)� 0, which means that the data packet trans-
mission in the channel at time t is successful, and θ(t)� 1,
which means that the data packet transmission at time t has
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Figure 1: Schematic diagram of a distributed denial of service
attack.
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failed, which means that it has suffered a Dos attack at this
time. And n≥ 0, ω> 1, for the number of data packets
transmitted is n, at most n+ωn data packets are affected by
the Dos attack.

Noting that when n� 0, it means that there is no Dos
attack at the initial moment, that is, θ(t)� 0. Due to the
limitation of its own energy, the attacker cannot cause all
data packets to be lost, and 1/ω represents the average value
of data packets subjected to Dos attacks [12].

2.2.DataMiningTechnology. Data mining technology is one
of the most important technologies for social development
in the context of big data. -rough the generation and use of
computer mining technology, the data information obtained
is more complete and effective, the processing accuracy is
also high, and more complete results can be obtained. From
the analysis of real-life applications, big data applications can
develop visual data processing technology, and its data
computing and processing capabilities are the most im-
portant. At present, the algorithms of data mining tech-
nology are as follows: clustering algorithm, classification
algorithm, neural network algorithm, regression algorithm,
website data mining, and association algorithm. -e AKN
algorithm studied in this article is a neural network algo-
rithm that simulates the learning and thinking process of the
human brain. After training a few samples, we generated a
similar algorithm that can distinguish different sample data.
Data mining technology extracts data rules that people
cannot easily reflect intuitively from huge, noisy, and large-
scale data because all these data are a useful potential rule.
Traditional data mining techniques usually start with limited
traditional data mining techniques. With the widespread use
of the Internet, network big data analysis technologies are
constantly upgrading. -e data analysis technology that
combines traditional data mining with the basic concepts of
the Internet is widely used in today’s world. Network data
mining technology quickly and accurately identifies po-
tentially useful information to users and various behavioral
information hidden in the network, and provides users with
various services with different needs [13].

-e basic process of computer-based data mining
technology is shown in Figure 2, and determining the target
of data mining is a major task of data analysis. Firstly, the
main way to determine goals is to conduct user interviews,
investigate and analyze key executives in different depart-
ments, determine the final business goals, and conduct
business understanding analysis. Secondly, data mining
engineers need to perform “data understanding” tasks based
on business understanding to realize data collection and
management. -e data preparation process is more cum-
bersome because the process is to check andmodify data, use
network information to collect and organize data, and
convert and modify data. After the change is completed, it
provides a basis for establishing a data model. Once the
modeling is completed, the model needs to be optimized
multiple times to complete all the work in the data mining
cycle. With the continuous deepening of user applications,
data mining strategies and models are also continuously

optimized, and this mining technology can only operate
stably after the business rules are stable [14].

2.3. AKN Algorithm.
(1) -e source of the AKN algorithm: the Kohonen

network (KN for short) proposed by Professor Teuvo
Kohonen of the University of Helsinki in Finland is a
self-organizing competitive neural network. Self-
organization means that the network is unsupervised
and can learn independently, and according to the
characteristics of the environment, the element value
can be adjusted through the self-organizing function
relationship so that the neural network can auto-
matically distinguish and aggregate classification. In
this form of expression, neurons will match a specific
input form and enhance the impression, resulting in
sensitivity. -erefore, the input form can be divided
into different clusters through self-organized train-
ing and learning. Each cluster has different response
characteristics to the input form, so the neuron can
become a detector in a certain environment [15].

(2) -e principle of the AKN algorithm: the operating
mechanism of KN is that when data are input to the
neural network, the Euclidean distance (Euclidean
distance, also called meta value in this article) be-
tween the input node of the neuron node of the
output layer and the neuron node of the output layer
is calculated. -e victory cell is the neuron with the
smallest Euclidean distance, and the cell value co-
efficients of the victory cell and neighboring neurons
can be adjusted to make the cell values of the gen-
erated neuron and surrounding neurons closer to the
input sample. After multiple exercises, the finally
connected element value distribution of each neuron
has a specific relationship. -is distribution aggre-
gates similar patterns between input values to be
divided into different types of neurons, so neurons of
the same type have similar element value factors, but
different types of neurons have great differences in
value coefficients. During practice, the efficiency of
the modified cell value and the cell value of neigh-
boring neurons continue to decrease; that is, the
neurons of the same kind are gradually gathered.-e
traditional algorithm that uses the characteristics of
the neural network to perform calculations is called
the KN algorithm. -e traditional unsupervised KN
algorithm has limitations in its classification. Un-
supervised classification of unknown category data is
feasible, but the results of the same type of data will
correspond to different network nodes. For one-to-
one corresponding node categories, the KN
classification categories are more than the actual data
categories. In order to improve the classification
effect, the improved AKN algorithm proposed in this
paper adds a supervised learning process after the
first stage of unsupervised learning to allow the
system to adapt to the correct classification results.
-e principle of this algorithm is shown in Figure 3.
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As shown in Figure 3, if there are S KN output nodes,
denoted by f, and the input node is at the bottom, the
node is represented by k, and the calculation is
represented by the symbol u. If the input vector has n
elements, there are n nodes in total at the input. CKf

represents the size of the element value from the
input node to the output node, and the output nodes
on the same plane can also be connected to each
other. -e function of the AKN algorithm is to in-
crease the supervised learning process, which uses a
large number of samples for training through in-
dependent learning, continuously adjusts the net-
work’s element value, and finally obtains the
clustering distribution of the data [16].

(3) AKN algorithm content: the algorithm steps are as
follows:
Input: training and test samples;
Output: the sample element value coefficient matrix
after training and the clustering category and test
accuracy of the test sample;

(1) t0 is the start, t1 is a constant, representing time, and
t2 is the total number of training; the value of the
connection element from the input node to the
output node is assigned with a random number,
combined with the expression of the sum of the
neighborhood Af,f(x)(s) and the training rate η (s),
and the number of output neurons is S.

(2) Network input mode

Z � z1, z2, . . . , zK 
T
. (3)

Among them, K is the dimension of the input vector.
(3) Initializing the weight:

Cf � C1f, C2f, . . . , Ckf 
T
. (4)

Among them, f� 1, 2, . . ., S.
(4) Calculation of sample vector and element value:

df � Z − Cf

�����

����� �

���������������



S

u�1
xu − Cuf(t) 

2




. (5)

-en, the element value expression of the victory
element f∗ is

df∗ � min df . (6)

(5) Adjusting the element value vector of nodes con-
nected in the output and geometric neighborhood:

Cf(n + 1) � Cf(n) + η(s)Af,f(x)(n) Z − Cf(n) . (7)

Among them, Af,f(x)(s) is the neighborhood ad-
justment function.

(6) If there is still a training sample dataset, go back to
step (2);

(7) If all samples are trained and t< t2, t� t+ 1, return to
step (2); otherwise, return to step (8).

(8) Training is over [17].

As shown in (8), η(s) is the training rate at s, and as the
number of training continues to increase, the value of s
continues to increase, and then the inverse proportional
relationship according to (8) will continue to decrease.

η(s) � η1ex 1 −
s

t2
 . (8)

Among them, t2 is the total number of training; the
initial training rate is η1, s� 0, 1, 2, . . ..

-e adjustment of the neighborhood is done by

Af,f(x)(s) � ex 1 −
df,u
2

2ε(s)
2

⎛⎝ ⎞⎠. (9)

Among them, the distance from each neuron on the
same plane to the victory element is represented by df,u, and

Determine the target Data preparation

ModelingTest and apply

Figure 2: Flowchart of data mining.

k1 k2 k3 kn...

Output node

Input node

Figure 3: Schematic diagram of the AKN algorithm.
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the parameter that controls the data distribution is repre-
sented by ε(s). -e adjustment formula is σ

ε(s) � ε1ex 1 −
n

t1
 . (10)

And, the training and test data are normalized, as shown
in formulas (11)–(13):

x �
xmax − xmin(  × y − ymin( 

ymax − ymin
+ xmin, (11)

xkf
′ �

xuf
�����������������
x
2
1f + x

2
2f + · · · + x

2
kf

 , (12)

Ckf
′ �

Cuf
������������������
C
2
1f + C

2
2f + · · · + C

2
kf

 . (13)

According to the Euclidean distance df of the above
formula (5), the degree of clustering between the input
sample and the output neuron is expressed as

ρ Cf(Z)  � ρ df(Z) , 0,
���
0.2

√
 ,

ρ Cf(Z)  � e
−df(Z)2/0.4

.
(14)

When ρ> 0.5, the output neuron is defined as the cluster
to which the input sample belongs.

According to the category, the average value of each
category is calculated, as shown in the following formula:

dx �
xkf
′

x1f + x2f + · · · + xkf

, (15)

dC �
Ckf
′

C1f + C2f + · · · + Ckf

. (16)

Using the cluster data calculation model, formula (17)
can be used to obtain the neuron center value of the cluster
[18].

d(f, u) �

�������������������������������������������

C1 x1u − x1f




2

+ C2 x2u − x2f




2

+ · · · + Ck xku − xkf




2



.

(17)

3. Experiment and Analysis

3.1.ModelDesign ofAKNAlgorithm. Denial of service attack
detection based on the AKN (adaptive Kohonen network)
algorithm includes four aspects: data collection, collection of
characteristic element values, cluster analysis, and detection
and judgment. -e data detection method of the AKN al-
gorithm used in this paper is to divide the data sample into
multiple detection paths per unit time and then collect the
special element values of the detection paths for cluster
analysis according to the impact of Dos attacks on the degree
of clustering. In the pretrained nonattack sample data, the
range value is extracted. and the cluster is analyzed
according to the principle of Dos attack to determine

whether a Dos attack occurs. -e denial of service attack
detection model based on the AKN algorithm can realize
high-speed, low-consumption, and high-precision detection
of complex network denial of service attacks. According to
the previous content, we know the principle of Dos attack,
the principle of AKN algorithm, and the process of data
mining technology, from which we establish an algorithm
model [19].

To select data from the learning database, we used the
traditional KN algorithm and the AKN algorithm to analyze
300, 500, 1,000, 2,000, 3,000, 4,000, and 5,000 datasets with
three-dimensional features for small-class clustering and
multiclass clustering. -e result of the comparison is shown
in Figure 4 [20].

In Figure 4, it can be seen that as the sample points
increase, the squared errors of the two algorithms increase.
And the AKN algorithm shown in the left picture is cal-
culated with 2,500 sample points; the square of error is 165,
while the square of error of the traditional KN algorithm on
the right is 255. Under the calculation of 5,000 sample
points, the error is 310, while the traditional KN algorithm
on the right is 430. -rough the comparison of the sum of
square error function values of the two algorithms through
the above numerical experiments, it can be found that the
performance of the AKN algorithm is better than that of the
KN algorithm when the number of clusters is certain, and
the more points, the more obvious the effect; in the case of a
certain number of points and more clusters, the better the
performance of the AKN algorithm. From the following
experiments, it can be seen that the average performance of
the new algorithm when clustering multiple classes is about
30% higher than the average performance of the KN algo-
rithm, while the average performance of the AKN algorithm
when clustering fewer classes is about 20% higher than the
average performance of the Kohonen algorithm. In data
mining, cluster analysis with a large amount of data and a
large number of categories is often encountered, and the
detection effect of the AKN algorithm will be good.

To study the actual utility of the AKN algorithm, the
high-configuration Intel Core i9 processing computer used
in this paper is equipped with a 2.6 GHz frequency graphics
card and uses 6GB of memory; however, the actual use
environment uses a complex multiclustering AKN network
model. Random 22,000 data records are selected; 6,000
records are used for AKN neural network training, and the
other 16,000 records will be used for testing. Table 1 shows
the identification types of test data, which are divided into
five categories: Dos attack, Probing, Normal, R2L, and U2R
[21].

-e output neuron node is located in the 8× 8 square
matrix. -e victory element node is used as the sample node,
and the competing neuron layer node in the same plane with
the shortest distance from the input sample is calculated
according to formulas (5) and (6). -e meta value of the
winning meta node is adjusted according to formula (7),
which allows the domain radius and learning rate to
gradually decrease with the progress of the process, thereby
allowing the input data to gradually concentrate on multiple
nodes, and the neural network can complete the clustering
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function. In this paper, the maximum field is 1.6, the
minimum field is 0.3, the maximum learning probability is
0.15, and the minimum learning probability is 0.02, in-
cluding a total of 32,000 network learning adjustments [22].

3.2. Data Mining Model Based on AKN Algorithm.
According to the process of data mining technology, the
data are preprocessed first. Since each connection in the
dataset is described by multiple characteristics, there are
numbers and character types to describe different attacks
with multiple characteristics. For text data, the dataset must
be preprocessed because it must be converted to a digital
format before it can be recognized by the Kohonen
network. Table 2 shows the numeric codes corresponding
to the two-dimensional character data, and Table 3 shows
the numeric codes corresponding to the preprocessing
results of the three-dimensional character data [23].

In order to compare the performance of the algorithm in
this paper, two methods are selected for experimental
testing. In this paper, the false alarm rate, the correct rate,
and the time used are used to evaluate the detection per-
formance of the network data anomaly detection method, as
shown in formulas (18) and (19):

Er �
E

S
, (18)

Yr �
T

S
. (19)

Among them, Er is the false alarm rate, Yr is the correct
rate, E is the number of falsely reported test samples, T is the
number of detected test samples, and S is the total number of
test samples.

-e processed training data are used as input data for
AKN and traditional KN calculations to perform training.
When the network training is completed, the processed test
data are sent to the AKN and KN network environment for
calculation. -e resulting Dos test set and DoS detection are
shown in Figure 5 [24].

It can be seen from Figure 5 that among the 30 test
samples in the statistical test, the KN algorithm did not
match the test results in the 18th and 23rd types of tests,
and there were two errors. However, the AKN algorithm
has only one error in the 23rd category, indicating that the
prediction error of AKN is smaller than that of KN, and
the prediction is more accurate. -e AKN algorithm
prediction accuracy rate is about 97%, while the KN al-
gorithm is about 91%. Next, we conduct 10 sets of model
tests on the two algorithms to calculate their calculation
time and accuracy. -e test results are shown in Figures 6
and 7 [25].

It can be seen from Figure 6 that the test accuracy of the
AKN algorithm is generally higher than that of the KN
algorithm, and the lowest and highest accuracy of the AKN
algorithm are both higher than the KN algorithm, indicating
that its detection stability and accuracy are better than the
KN algorithm. It can be seen from Figure 7 that in these 10
sets of test experiments, the running time of the AKN

Points Points
1000 2000 3000 4000 50000 1000 2000 3000 4000 50000

0

100

200

300

400

500

Su
m

 o
f e

rr
or

 sq
ua

re
s

0

100

200

300

400

500

Su
m

 o
f e

rr
or

 sq
ua

re
s

Few-class clusters Few-class clusters

Figure 4: Error square graph of AKN algorithm and traditional KN algorithm.

Table 1: Identification types of test data.

Type Meaning Classification ID
Normal Normal record Normal
DoS Denial of service attack Back, land, Neptune, pod, smurf, teardrop
Probing Surveillance and other detection activities psweep, nmap, portsweep, satan

R2L From remote machine unauthorized access ftp_write, guess_passwd, imap, mul-tihop, phf, spy, warezclient, warez-
master

U2R Illegal access by ordinary users to local superuser
privileges Buffer_overflow, loadmodule, perl, rootkit
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algorithm is also better than that of the KN algorithm. In
general, the AKN algorithm is superior to the traditional KN
algorithm in terms of detection stability, accuracy, and time
efficiency [26].

3.3. Investigation of the Research Status of Data Mining
Technology. At present, data mining technology is widely
used in medicine, finance, network security, and

telecommunications. In terms of Dos attacks, which are
relatively common in network security, data mining tech-
niques have also been studied and applied. According to the
survey of this technology, classification and statistics are
respectively carried out from the researched literature, as
shown in Table 4.

As can be seen from Table 4, among the 6,389 articles on
data mining technology surveyed, 2,910 articles are about
network security research, of which 1,235 articles are about

Table 2: Numerical coding for second dimensional character data.

Agreement type Icmp Tcp Udp Other agreements
Coding 1 2 3 4

Table 3: Numerical coding for third dimensional character data.

Internet service Login Hostnames Ftp Finger ecr_i Time Systat
Coding 0 2 5 8 10 11 15
Internet service Private Netstat domain_u telnet http ftp_data Other
Coding 18 20 21 23 25 28 30
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Figure 5: Comparison of prediction accuracy between AKN and KN algorithms.
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Dos attacks. In addition, 430 papers on clustering analysis,
313 papers on neural network algorithms, and 243 papers on
classification algorithms, respectively, account for the top
three in the number of documents. It shows that these three
types of data mining technologies have relatively more re-
search applications in network security. In fact, the

application of big data mining technology is not the ap-
plication of a single algorithm. It is often a combination of
multiple algorithms before data mining. It abstracts the
process of data mining to form a universal data mining
method, and compared with the traditional single method, it
has higher availability, reproducibility, and versatility [27].
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Figure 6: Comparison of AKN and KN algorithm test accuracy.
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Figure 7: Comparison of AKN and KN algorithm test running time consumption.

Table 4: Survey of articles on data mining technology.
Total articles 6,389
Number of articles on cyber security 2,910
Number of articles on Dos attack 1,235
Types of data mining technology Classification algorithm Regression analysis Cluster analysis
Number of articles 243 50 430
Types of data mining technology Association rules Neural network algorithm Web data mining
Number of articles 103 313 96
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3.4. Data Mining Technology and Dos Attack Test Based on
AKN Algorithm. -e data mining technology based on the
AKN algorithm not only uses the self-organizing learning
ability of the neural network but also combines the char-
acteristics of cluster analysis. Conducive to the Dos attack
test based on the data mining technology of the AKN al-
gorithm, the experiment collected 16,000 sample sets and
performed data statistics on different detection categories.
-e obtained test set and detection results are shown in
Figure 8 [28].

It can be seen from Figure 8 that after self-organizing
training and detection of the AKN algorithm, the data
samples are gathered into 4 clusters. -e data samples are
clustered into 5 clusters. -e five clusters are distributed in a
specific detection range; cluster 1 is distributed in the range
of codes 100 to 150, cluster 2 is in codes 50 to 100, cluster 3 is
in codes 150 to 200, cluster 4 is within the code 150 to 200,
and cluster five is within the code 200 to 250; however, each
cluster has a small amount that has not been calculated. In
this regard, the difference between the predicted category
and the calculated result category is also counted, as shown
in Figure 9 [29].

It can be seen from Figure 10 that in the predicted two
clustering categories, 300 detection data were predicted,
respectively, and the detection error of category one was 9,
and the accuracy rate reached 97%, and the detection error

of category 2 is 8, and the accuracy rate reaches 97.33%. It
can be seen from Figure 10 that the detection accuracy of the
four clusters of the AKN algorithm is higher than that of the
KN algorithm, which is about 6% higher than the traditional
KN algorithm [30–32]. -is shows that the detection ac-
curacy of the AKN algorithm is higher, and it can more
effectively defend against Dos attacks [33–36].

4. Discussion

-is article first studies the generation, characteristics, types,
and principles of Dos attacks, and then studies the current
research status of data mining technology on denial of
service attacks, and understands the characteristics, pro-
cesses, and principles of data mining technology. -en, the
source, principle, content, and steps of the AKN algorithm
are studied, and the AKN algorithm model and related
experiments are established and analyzed.
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In the research process, this article also draws on a lot of
relevant documents and understands that more and more
scholars are doing research on network security, and re-
search on typical denial of service attacks is in full swing. As
a neural network algorithm that can automatically adapt and
organize learning, it is especially suitable for this kind of data
and network complex environment, and it is also more
systematic, and the superiority of the algorithm can also be
explained by the experimental results.

In the experimental part, this article collects data
samples, uses the AKN algorithm steps and formulas,
illustrates the diagrams, and compares the experimental
data with the traditional neural network algorithm to
obtain the superiority of the AKN algorithm. As a result,
the detection accuracy of the AKN algorithm is higher,
and it can defend against Dos attacks more quickly and
effectively.

5. Conclusions

After establishing the AKN algorithm model, this paper
detects and analyzes the data samples of the Dos attack,
compares it with the traditional KN algorithm, and finally
concludes that the computer data mining technology based
on the AKN algorithm is used in the defense and detection of
denial of service attacks. -e detection accuracy rate is as
high as 97%, while the traditional KN algorithm is only 91%,
and the detection accuracy rate is increased by at least 6
percentage points. And its detection running time is less
than the traditional KN algorithm, and the average detection
performance is increased by about 30% when detecting
multiple clusters, and the average detection performance is
increased by about 20% when detecting a few clusters.
-erefore, we can be sure that the use of computer data
mining technology based on the AKN algorithm can per-
form faster, more efficient, and accurate defense detection
under Dos attacks.
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Since the size of the power system is getting larger, the power of the transmission and electrical power generation also increase, and
the safety operation of the transmission and electrical power is becoming more and more important. )is article is intended to
study algorithm for reliability and life prediction based on wireless network communication. )is paper first studies the energy
consumption of wireless network communication, analyzes the maximization of network life, and then evaluates the thermal
aging characteristics and life of XLPE cable insulation based on wireless communication. )rough model establishment and
analysis, when the reliability is below 50%, the reliability of the cable is basically not guaranteed. It is necessary to formulate an
update and replacement plan to ensure the safe and stable operation of the power grid.

1. Introduction

Electricity is the heart of the coal industry. Only a good
power supply environment and reliable power quality can
lead the strong development of the coal industry. For load
transmission, good cable quality is of great significance for
ensuring power quality and safe production. Among them,
the long service life of the cable and the efficiency of the cable
are very important. Taking into account the particularity of
coal mine areas, cables often run under dirty and humid
conditions. According to the needs of different occasions,
the cables are different; no matter the material or the site
environmental, they are completely different from the cables
buried in the power grid. In addition, many coal mining
companies often allow cables to run at full load or even
overload, which has a great impact on the remaining
working life of the cable. )ese special effects make the cable
generally unable to reach its normal service life. )is paper
firstly studies the energy consumption of wireless network
communication, analyzes the network life maximization
problem model, and performs curve fitting on the aging life
of the insulated cable. At the same time, the building model
of the reliability of the insulated cable is given, and then the

thermal aging characteristics and life of the XLPE cable
insulation material are evaluated according to wireless
communication, and the insulation state of the XLPE cable is
evaluated and predicted and reliability is evaluated.

In order to detect the occurrence of cable defects early
and ensure the safe operation of the cable, it is necessary to
determine the reliability of the cable and obtain the reli-
ability of the cable at different times so as to determine the
best time for cable maintenance and maintenance. Mini-
mizing grid failures from a “macroscopic” perspective is of
great significance for ensuring the safe, stable, and reliable
operation of the power system.

According to the research progress at home and abroad,
different scholars have also made corresponding investiga-
tions in wireless network communication and cables. Yasui
et al. investigated the use of insulated cable-type down
conductors as lightning protection measures for these fa-
cilities. )e study found that the overvoltage caused by the
lightning current in the cable can be assessed by using the
lightning current reflection of the public grounding system.
In addition, the overvoltage value can be estimated by the
steepness of the lightning current, the surge impedance and
speed of the cable, and the length of the cable [1]. He et al.
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showed that in order to gain insight into the space charge
accumulation in cable accessories, under the AC voltage of
26.1 kV and the temperature of 103°C and 114°C, the 10 kV
cross-linked polyethylene (XLPE) insulated cable sample
with stress cone was subjected to accelerated aging; the space
charge distribution in the cable insulation layer was tested in
different aging stages.)e research provides insights into the
important role of semiconductors in the accumulation of
electrical charges in cable accessories, which will help to
optimize and extend the life of cable accessories [2]. Ohki
and Hirai studied how the fault location ability depends on
the type, structure, and insulation material of the cable. For
the location of the location heated by the heater, the cable
insulated with PVC provides higher signal strength than the
cable insulated with XLPO [3]. Du et al. proposed advanced
materials with good thermal and electrical properties to
improve the performance of electric vehicle charging cables.
)e test results show that modified EPDM insulation ma-
terials have good electrical and mechanical properties. In
addition, the calculated theoretical current carrying capacity
of the cable shows an improvement, and the use of high TC
insulation and sheath seems to have great benefits in re-
ducing the temperature of the EV charging cable and in-
creasing the current carrying capacity [4]. Parise et al.
discussed a simplified model of a low-voltage (LV) cable
system with one and two time constants to evaluate cable
temperature behavior and the impact of environmental and
installation conditions. In addition, a device for calculating
the “life loss hours” of low-voltage power cables for main/
critical circuits is proposed [5]. Callender et al. simulate the
discharge by changing the surface charge density at the
boundary of the gap using a logistic function distribution
then use this model to study the influence of single-phase
energization on the partial discharge activity in the three-
phase PILC cable joints. )e model can describe the mea-
sured values obtained from the high-voltage equipment in
operation [6]. However, these scholars did not combine
wireless network communication to predict and analyze the
reliability and life of insulated cables.

)e innovations of this paper are mainly reflected in the
following: (1) Research on the energy consumption of
wireless communication networks, and propose a model for
maximizing network lifetime. (2) At the same time, curve
fitting was performed on the aging life of insulated cables,
and the life of XLPE insulated cables was evaluated and
reliability was analyzed based on the wireless communica-
tion network.

2. MethodsontheReliabilityandLifePrediction
Algorithm of Insulated Cables Based on
Wireless Network Communication

2.1. Energy Consumption of Wireless Network
Communication. )e rapid development of information
and communication technology has brought great conve-
nience to people’s lives [7], but with the rapid expansion of
user groups, the scale of business has also grown rapidly,
which has brought an increasing burden on the field of

communication networks [8]. At the same time, energy
consumption has gradually become an important factor
restricting global economic development and environmental
protection, and the information and communication in-
dustry has become one of the industries with the largest
energy consumption [6]. Figure 1 shows the distribution of
energy consumption in wireless communication networks
[9]. It is imperative to build an energy-saving, green, and
environmentally friendly communication network, and it is
also an effective way to promote industry growth and
promote the sustainable development of global energy [10].

Before exploring the power allocation of wireless net-
work communication, we must first understand the wireless
network architecture, pay attention to the high power con-
sumption part, and optimize the energy-saving methods in a
targeted manner to achieve the best energy-saving effect [11].

Although the wireless communication system has un-
dergone many major upgrades from 1G to 4G systems, with
the introduction of new technologies such as smart antennas
and more investment and productivity, the systems are still
similar. It can be divided into three main components of
mobile terminal, network access, and network, as shown in
Figure 2. Among them, the mobile terminal is a mobile user,
that is, terminal applications such as mobile phones and
computers; the access network has a variety of transmission
applications such as business conference catalogs and user
network interfaces and is responsible for connecting users to
the business network segment. )e wireless access network
is located between the base station and the user and moves
the wireless user to the switch; the core network connects to
different access networks and is responsible for connecting
and managing users and the data transmission of the back-
end network [12]. Obviously, the entire source power of the
wireless communication network occurs in three parts: the
end user, the access network, and the main network.

At the same time, when planning the overall energy-
saving process, three aspects can be planned: equipment-
level energy-saving, link energy-saving, and network
energy-saving [13]. Equipment-level energy-saving mainly
includes measures such as improving power amplifier effi-
ciency, base station power management, and equipment
dispersion; link-level energy-saving mainly includes mea-
sures such as reducing overhead and control signals, in-
termittent transmission, and base station idle; network-level
energy-saving includes measures such as network deploy-
ment and network management [14].

2.2. Data Processing and Aging Life Curve Fitting of
Insulated Cables

2.2.1. Data Processing. According to IEEE standards, the life
of solid insulating materials obeys the two-parameter
Weibull distribution [15]. Usually, the failure time when the
failure probability is 64.1% is used as the aging life of the test
piece. )e Weibull division method is used for data pro-
cessing, and the least square analysis method and MATLAB
graphical method are used to obtain the Weibull mea-
surement value.
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Figure 1: Distribution of energy consumption in wireless communication networks.
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)e Weibull two-parameter distribution equation is
shown below, where uh ≥ 0:

R uh(  � 1 − ω− (u/φ)σ
. (1)

Arrange the failure time in ascending order, and the
cumulative probability of the hth value can be approximated
by the following formula:

R uh(  �
h

m + 1
, (2)

where n is the total number of samples.
For the calculation of Weibull parameters, the following

methods are used for comparison.

(1) Least Squares Regression Analysis Calculation Method.
Arrange the Weibull two-parameter equation:

ω− (u/φ)σ
� 1 − R uh( . (3)

Take the logarithm of both sides of the formula and sort
out the formula

u

φ
 

σ

� In
1

1 − R uh( ( 
 . (4)

Take the logarithm of both sides again and sort out the
formula

Inu �
1
σ
InIn

1
1 − R uh( ( 

  + Inφ. (5)

Finally, the linearized formula is obtained:

fh �
1
σ

kh + ϑ. (6)

For the linearized Weibull formula, there are many
related calculation methods.)is article uses the most classic
least squares regression analysis method as follows:

D
f

Kh

  �
1
σ

kh + ϑ. (7)

In

1
σ

�
m  khfh −  kh  fh

m  k
2
h −  kh( 

2 ,

ϑ �
 kh  khfh −  k

2
h  fh

m  k
2
h −  kh( 

2 � In(φ).

(8)

(2) Based on MATLAB Graphic Method. Weibull’s solution
has two automatedmethods, namely, graphical scale method
and iterative statistical method. )e graphical method is to
track the cumulative error probability percentage of the
Weibull parameter on the graph paper—the error time
point—and draw a straight line following the trend change.
)is method is not only inefficient, but also has large errors.
)erefore, according to the principle of the graph estimation
method, MATLAB graphs are used to process data [16].
According to different voltage levels, through polynomial

line compatibility matching the data of the corresponding
reactor failure probability and failure time, the performance
signals corresponding to different voltage levels are
obtained.

2.2.2. Fitting of the Aging Life Curve. )e electrical aging test
obtains the aging life data of the electrode with a diameter of
2mm and the oleoresin insulation under four aging voltages.
In the test, the number of samples for each electrode system
under each test voltage is three. Arrange from small to large,
calculate according to Weibull summation probability for-
mula, get the failure time of each group of two electrode
processors under each group’s summation probability. )e
data distribution is shown in Table 1.

Use MATLAB graphical method to process the data,
according to different voltage levels to match the big row
data in the total failure probability table and the time failure
table, and get the performance signals corresponding to
different voltage levels [17].

In the aging life assessment method, we believe that the
aging effect of aging factors on epoxy protective materials is
consistent with the antiaging energy model. Among them,
epoxy resin is a kind of high-molecular polymer, which
refers to the general name of a class of polymers containing
two or more epoxy groups in the molecule. It is the poly-
condensation product of epichlorohydrin and bisphenol A
or polyol. )erefore, we use a representative energy law
model to match the aging life model, and the data has been
replaced with a power recovery model. And use the Curve
Fitting Tool application in MATLAB to adjust the fit to suit
the service life of the 2mm electric shock absorber, as shown
in Figure 3.

)e expression is as follows:

M � 1.498∗ 1015 ∗Q
− 9.5923

. (9)

)e goodness of fit P2 is 0.9798.

2.3. Network Lifetime Maximization Problem Model. In
many types of wireless sensor networks, the power of sensor
components is mainly used for listening, processing,
transmitting, and receiving data [18]. Generally speaking,
the power consumption of sending and receiving data
streams accounts for most of the total energy consumption.
)erefore, this article ignores the power consumption of
sensors and data processing and only considers the power
consumption of the communication module in the sensor
node. )e energy consumption per unit time of sensor node
t can be expressed as follows:

qt � 
k∈cin(t)



t‘∈T(k)

q
a
t,kdt‘ + 

k∈cout(t)



t‘∈T(k)

q
b
t,kdt‘ . (10)

Here, qa
t,k represents the energy consumption of node t

receiving unit data from link k. In this article, it is assumed
that its value is constant; qa

t,k represents the energy con-
sumption of node t sending unit data through link k, and its
value can be calculated by the following expression:
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q
a
t,k � φ + δm

θ
t,k. (11)

Here, φ and δ represent constants related to physical
layer functions and environmental factors; mt,k represents
the length of the logical link k, and θ represents the path loss
constant (2≤ θ≤ 4).

Assuming that the initial energy of the sensor node is
represented by et, the lifetime of the node t can be expressed
as follows:

Bt �
et

qt

. (12)

In this article, the life cycle of the network is defined as
the life cycle of the first sensor node whose energy has been
exhausted. )erefore, maximizing the network life cycle
means maximizing the minimum life cycle of sensor nodes
in the network. If B is used to represent the lifetime of the
wireless sensor network, then B � mint∈TBt. )e problem of
maximizing network lifetime can be expressed as follows:

maximizemint∈TBt. (13)

It is very difficult to solve this problem in a distributed
manner because each sensor node needs to interact with all
other nodes to know their power consumption [19].

)e following method is used to approximate the net-
work lifetime maximization problem [20]. Consider the
utility function fφ(·), which is defined as follows:

f
φ
(a) �

log a, φ � 1,

1
1 − φ

a
1− φ

, φ> 1.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

When the utility function is shown in (17), and when
φ⟶∞, the problem of maximizing the minimum rate
allocation of each source node can be achieved by maxi-
mizing the total utility [21]. )e network lifetime maximi-
zation problem shown in (13) is to maximize the minimum
lifetime of sensor nodes, which is similar to the problem of
maximizing the minimum rate allocation of each source node
[22]. )erefore, a lifetime utility function f

φ
t (Bt) is intro-

duced for each sensor node t, which is defined as follows:

Table 1: Cumulative probability and failure schedule.

Cumulative probability Aging voltage (KV) 0.25 0.5 0.75

Unequal diameter electrode failure time (h)

23 1858 1922 1951
25 803 813 826
41 201 213 218
39 20 24 27

Failure time of rod-plate electrode (h)

21 1601 1632 1641
25 758 785 809
31 79 89 101
29 26.1 27.9 30.1
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Figure 3: Aging life curve.
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f
φ
t Bt(  �

1
1 − φ

B
1− φ
t . (15)

)erefore, maximizing the network lifetime can be
achieved by maximizing the total lifetime utility; namely,

maximize 
t∈T

f
φ
t Bt( . (16)

In order to simplify the problem, we make the following
transformation and introduce a new variable: Wt � 1/Bt,
which can be understood as the normalized energy con-
sumption of node t. In summary, the problem of maximizing
network lifetime is transformed into

maximize 
t∈T

1
1 − φ

W
φ− 1
t , (17)

subject to qt � etzt, ∀t ∈ T. (18)

2.4. Construction of the Reliability Model of Insulated Cables.
)emodeling process of the insulated cable reliability model
is shown in Figure 4.

)e implementation steps of the model are described in
words as follows:

(1) Analyze the statistical data of the fault data and
obtain the statistical data that can be used for pre-
configuration [23]

(2) Preprocessing of statistical data
(3) Use least squares fitting to fit the preprocessed data

to find the shape parameters in Weibull

(4) After obtaining the shape parameters of the Weibull
distribution, the Weibull distribution is obtained

(5) According to the Weibull distribution, the reliability
is obtained, and combined with the state evaluation
result, the final reliability evaluation result is ob-
tained [24]

3. Experimental Results on the Reliability and
Life PredictionAlgorithmof InsulatedCables
Based on Wireless Network Communication

3.1. Evaluation of@ermal Aging Characteristics and Lifespan
of XLPE Cable Insulation Materials Based on Wireless Net-
work Communication. We have studied and discussed the
thermal aging parameters of cables, such as aging time and
temperature. At the same time, the cables made of cross-
linked polyethylene (XLPE) polymer materials are used as
samples for analysis and research. In order to analyze the
influence of different aging time on the OIT-induced oxi-
dation time of the samples under pure heat conditions and
the approximate heat in the aging perfusion, a total of 7
groups of samples were tested for the oxidation induction
period. )e test results of 7 groups of samples are shown in
Figure 5.

)e test results show that the induction time of the cross-
linked polyethylene sample is very short after 2100 hours of
heat shrinkage under the composite aging heat. )e in-
duction time of the new cross-linked polyethylene sample is
21 minutes. )e induction time of the cross-linked poly-
ethylene sample plus the aging time is longer than the short-
term aging induction time, indicating that the average aging
heat transfer rate is significant and the induction time is
shorter. As the aging degree of the sample increases, the
oxidation induction time decreases significantly. XLPE is a
high-molecular polymer, which will decompose to produce a
large number of free radicals in the aging environment of
thermal oxygen oxidation. )e free radicals act as a catalyst

Failure data statistics

Data preprocessing

Least squares fitting parameters

Weibu11 distribution

Reliability

State Assessment

Figure 4: Cable reliability model.
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to initiate a chain reaction so that the cross-linked mac-
romolecules are continuously decomposed, thereby reduc-
ing heat insulation. Maintain stability and oxidation
resistance, thereby shortening the oxidation induction time.
XLPE is a kind of high-molecular-weight polymer, which
will degrade to produce a large amount of free radicals in the
aging environment of hot exhalation. Free radicals act as a
catalyst to produce chain reactions, often decomposing and
cross-linked macromolecules, thereby reducing thermal
insulation and shortening the induction time. )e chain
reaction principle of each stage of the aging process is shown
in Figure 6.

In Figure 6, RO2 stands for peroxide radical; RO2H:
hydrogen peroxide radical; C�O: carbonyl; CH3: methyl;
and H: free hydrogen.

)e antioxidant in the cross-linked polyethylene cable
insulation material basically absorbs the peroxide radicals in
the aging chain, which can prevent it from participating in
the aging and aging cycle of aging perfusion, thereby pre-
venting the material from being damaged due to corrosion.
When the temperature is high, the generation rate of free
peroxide increases, the reaction rate with antioxidants ac-
celerates, the antioxidants are digested faster, the regener-
ative degradation of oxidative stress increases, and the
induced oxidation time is shortened.

)e aging of XLPE cables can be divided into two pe-
riods: the transformation period and the thermal incubation
period. Due to the presence of antioxidants in the regen-
eration phase, the oxidation activity is inhibited and cannot
continue spontaneously. )ermal oxygen aging is a spon-
taneous oxidation process, which has the characteristics of
free radical chain oxidation and auto-oxidation. As the
thermal oxidative aging process progresses, antioxidants are
consumed. With the continuous consumption of antioxi-
dants, the bonds of cross-linked polyethylene macromole-
cules are broken, some of the macromolecules decompose
into small molecules, and the small molecules contact each
other and crystallize again.

In the thermal oxidation aging stage, antioxidants
mainly capture peroxide radicals in the aging reaction chain
so that they no longer participate in the synthetic aging cycle
caused by thermal oxidation and vibration oxidation, and at
the same time prevent the material from undergoing ther-
modynamic oxidative decomposition. In the thermal aging
stage of oxygen, the free radicals of the molecular chain react
with oxygen to form peroxides, which are decomposed into
free radicals and form free radicals with oxygen atoms. )e
production of peroxide increases, and the peroxide activity is
high, and it can interact with atoms, molecules, or free
radicals. )e influx of molecular structure into the material
leads to further reduction of long chains and formation of
molecular products.)erefore, the corrosion behavior of the
excitation material in the XLPE cable is improved and the
induction time is reduced.

Due to the aging process, the heat and insulation of the
insulating material will be reduced to a certain extent.
)erefore, antiaging protection is characterized by power
shortages and frequent changes in material life. )e aging
range is between mild and severe. Assuming that the pro-
tective activity is between 10% and 50%, each aging is
calculated by reducing the parameter by 10%. Among them,
Table 2 shows the changes in the aging temperature field of
the cable main insulation.

According to comparative analysis, the fiber loss is 50%,
and the highest temperature in the fiber reaches 66.96°C, but
the average diameter between the two layers and the tem-
perature between the layers do not change. At the beginning
of the loss (loss 10%–20%), the copper core temperature rises
slightly (0.5%), and as the loss increases (loss 30%–50%), the
copper core temperature rises significantly (4%). It shows
that the decrease of insulation performance is nonlinearly
related to the increase of temperature. Compared with
conventional work, the electric field strength is much higher
than the separation electric field. )is is because the insu-
lation activity and temperature of the cable will gradually
decrease during the aging process, and the decrease of the
insulation activity will aggravate the aging of the cable,
which is a vicious circle. )erefore, when the cable ages to a
certain extent, the cable needs to be replaced; otherwise, the
insulation will break and cause greater harm. Figure 7 shows
the aging life diagram of cables at different temperatures and
different end-point levels. It can be seen from the figure that
at 70°C and 40% of the end-point level, the aging strength of
the cable is much stronger than that of other temperature
levels. )rough the establishment and analysis of the model,
when the XLPE insulation material simulates the typical
0.5m/s2 vibration acceleration in the actual working cable
environment under the working temperature (90°C) envi-
ronment, its expected life is 27.1 years.

In order to determine the influence of different impurity
content on the aging of the circuit, 0.5mm impurities are
removed each time, and the software analyzes the temper-
ature and light intensity, as shown in Table 3.

When there are impurities in the cable, there will be
slight changes according to the location of the impurities, the
highest temperature inside the cable, the average tempera-
ture between the two phases, and the temperature of the

C-H

RO2CH3

C-O

RO2H

O2

H

Figure 6: Aging chain reaction mechanism.
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filling material. However, the electric field where the im-
purity is located is very strong, and partial discharge is prone
to occur at this time, and insulation failure will occur within
a few seconds. In this case, the cable insulation completely
fails, and short circuit and other faults may occur. However,
this type of damage does not occur immediately after the
cable is used because the insulation is poor and the efficiency
value is reduced. )erefore, the presence of impurities
should be avoided as much as possible.

It can be seen from Table 3 that the presence of im-
purities has a greater correlation with the highest internal
field strength, a lower correlation with the internal tem-
perature, and a lower correlation with the ambient
temperature.

3.2. Insulation State Evaluation Prediction and Reliability
Evaluation of XLPE Cables Based on Wireless Network
Communication. )e Weibull distribution describes the
damage chain reaction based on the calculation process. It is
derived from the series model and the weak link model. It
can fully illustrate the impact of material defects on the life of
the material, and the damage of many faults to the safety of
the cable. In addition, since the current simplified curve
bathtub is widely used to simulate the failure rate of power
system components, this object uses bath waves to calculate
reliability. )e shape of the bath curve during sporadic
failure and aging failure is basically the same as the Weibull
distribution, so this paper evaluates the cable reliability
based on the Weibull distribution.

Table 2: Changes in the temperature field of cable main insulation aging.

Cable insulation
performance loss

)e highest temperature
inside the cable (°C)

Average temperature between
two phases (°C)

Filling material
temperature (°C)

)e highest electric field
strength inside the cable (mV/m)

Normal operations 52.01 46.95 44.01 1.1398
Loss 10% 54.02 47.89 43.98 1.1985
Loss 20% 55.98 49.01 44.29 1.4698
Loss 30% 59.03 49.58 44.39 1.8023
Loss 40% 62.97 51.08 45.03 2.0035
Loss 50% 66.96 52.02 45.02 2.1502
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Figure 7: Cable ageing life under different temperatures and different end-point levels.

Table 3: )ermal field and electric field distribution table of impurity in cables.

Distance between impurity
and conductor edge (mm)

)e highest temperature
inside the cable (°C)

Average temperature
between two phases (°C)

Filling material
temperature (°C)

Electric field distribution of
cable impurities (mV/m)

1.5 51.59 46.83 42.71 4.98
2 51.41 46.33 42.89 4.26
2.5 50.81 46.51 43.78 3.99
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)e Weibull distribution describes the damage chain
reaction based on the calculation process. It is derived from
the series model and the weak link model. It can fully
demonstrate the impact of material defects on the life of the
material and the corrosion of many target faults on the cable
protection. Figure 8 shows the failure rate of the Weibull
distribution.

Using statistical methods to deal with data line failures
and calculate cable reliability is also a current and popular
research guide in the era of big data. Figure 9 shows the
reliability diagram of the Weibull distribution.

At the same time, it has also been observed that 80% of
cable failures are caused by external damage in addition to
their own reasons, and there is more than one reason for
cable failure. )erefore, the probability of each independent
failure cause is part of the calculation of the total failure
probability of the cable.

It can be seen from Figure 10 that the cumulative failure
rate of the cable follows the bathtub curve. In the first 1 to 2
years, due to early failures caused by poor production quality
and improper installation, the press showed a slight
downward trend; the service life was about 2 to 4 years, and
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the probability of complete cable failure remained basically
unchanged. After 4 years, the curve began to grow, and by
about 30 years, the growth trend tended to be flat, which
means that in about 30 years, cable maintenance activities
are also going on simultaneously, avoiding an increase in
the failure rate. It can be seen from the figure that the failure
rate of the optical fiber increases with the increase of the
operation time of the optical fiber, and the reliability de-
creases with the increase of the time, which is consistent
with the previous analysis and data analysis of the optical
fiber.

If we can get suitable working rope conditions at one
time, we need to plan the working position of the rope before
confirming the reliability of the working rope. From the
results of line A in Table 4, the result of the reliability rating is
0.459. )e reliability obtained directly from the reliability
fitting chart 10 is 82.9%. At this time, it can be seen from the

statistical data that line A has failed, which is obviously
inconsistent with the high reliability of 82.9%. After con-
sidering the status of line A, the confidence level becomes
45.9%, which is obviously more realistic. Likewise, the final
result of line B is more tangible. It can be seen from Figure 10
that the reliability of line B after 22 years of operation is not
high, only 60.1%. )e statistical results show that line C
ended in failure in August 2011 and November 2011. )e
final result of the comprehensive status assessment is 33.9%,
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Figure 10: XLPE cable reliability and failure rate curve.

Table 4: Reliability evaluation results.

Line name m′
m′(A)

R(t) R′(t)
S1 S2 S3

Line A 0.990 0.131 0.561 0.218 0.829 0.459
Line B 0.129 0.121 0.541 0.220 0.671 0.361
Line C 0.089 0.161 0.549 0.201 0.601 0.339
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which is also more realistic. )erefore, it can be seen that the
model has certain feasibility.

Cable reliability analysis is to evaluate the health of
cables from a “macro” perspective of the power grid and can
provide important guidance for relevant operation and
maintenance personnel from a “macro” perspective.
)erefore, the fitting of cable reliability curve can provide
maintenance advice for operation and maintenance per-
sonnel. For example, when the reliability is maintained at
about 80%, the cable is less affected by the aging process,
which can reduce the frequency of routine maintenance and
prevent accidental failures such as external force impacts
from causing cable failures; with the extension of the cable
running time, the reliability continues to decline, and the
influence of cable aging is also increasing. Once the external
stress (mechanical force, heat, load, etc.) increases, the re-
liability will be greatly reduced. It is necessary to increase
cable maintenance and control operating conditions to
extend the service life of the cable. When the reliability is
lower than 50%, the reliability of the cable cannot be ba-
sically guaranteed, and it is necessary to formulate an update
and replacement plan to ensure the safe and stable operation
of the power grid.

4. Discussion

)is model is based on wireless network communication,
combined with the analysis of aging average test results, and
calculates the long-term reliability of XLPE protection ap-
plications under multiple parameters. By comparing heating
and aging methods, the XLPE aging test under the thermal
conditions of polymerization shows the long-chain char-
acteristics and kinetic crystal control crystal structure of the
aging polymer XLPE polymer and introduces the fluidity
and crystals between molecular chains. At the same time, the
power grid is the main interface between the power load
picker and the power system and an important guarantee for
decision-making reliability and power supply quality. In the
actual operation of XLPE cable, due to the local heating of
the conductor caused by the working current, the cable
insulation has thermal aging under high temperature con-
ditions for a long time, resulting in various complex physical
and chemical changes in the XLPE insulation. Among them,
thermal aging is an important part of various aging.)ermal
aging reduces the mechanical properties of XLPE cable
insulation such as tensile strength and elongation at break
and damages the internal microstructure of the insulation.
Moreover, thermal stress and other stresses act together to
accelerate the aging of cable insulation. Temperature can
increase the chemical reaction rate, so the relationship be-
tween degradation rate and temperature in thermal aging is
similar to the chemical reaction rate equation.

5. Conclusions

)e cable condition is to evaluate the cable from the cable
itself compared with the reliable analysis; it is to analyze the
operating condition of the cable from the “micro” per-
spective; from the perspectives of “macro” and “micro”,

conduct simultaneous analysis and investigation of the
operating status of the cable, as well as the relationship
between cable failure and cable aging, accidental damage,
and cable maintenance. Fully consider maintenance and
collect cable performance more comprehensively and ac-
curately. Provide more valuable reference for operation and
maintenance personnel. For example, line A in this example,
from a “macro” perspective, has 83% confidence when it
runs to 8.45 years. If you consider this result alone, it can be
considered that the cable will not fail; in fact, the cable has
failed at this time. Comprehensive inspection of its operating
status results in a reliability of 46%, which is very low.
Operation and maintenance personnel can formulate rele-
vant maintenance plans accordingly. )erefore, the model
proposed in this chapter comprehensively considers a va-
riety of factors, evaluates the reliability of the cable, and helps
operation and maintenance personnel propose maintenance
and replacement plans in a timely manner so that the re-
liability of the cable meets the requirements and realizes
comprehensive management. Due to the limitations of time
and technology, we will further analyze and study other
properties of cables in the future in order to make certain
contributions to the cause of social and public safety.
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Sharing economy is developing rapidly in the world, but most sharing enterprises have failed and brought a huge waste of
resources. We analyzed the relationship between the entrepreneurial success and the failure of e-commerce companies engaged in
sharing goods. We think that the sharing economy is divided into the procurement sharing economy (PSE) and idle sharing
economy (ISE). By establishing two models (PSE and ISE) to explain the success or failure of enterprises in sharing economy, we
found that PSE enterprises are traditional enterprises with a high bankruptcy risk. PSE enterprises can generate a significant
amount of waste and are highly dependent on venture capital; they should be restricted by the government. ISE enterprises,
however, have Internet “genes,” comport with sustainable development, and should be supported. Our research shows that
entrepreneurs may fail if they do not pay attention to the relationship. A huge waste of resources and chaotic social order may
occur if the government does not pay attention to it, and investment companies may lose a lot if they ignore it. &e practical data
show that our method is effective in judging whether the sharing enterprise fails.

1. Introduction

According to the annual report on the development of
China’s sharing economy (issued on February 19, 2021), in
2020 alone, 830 million Chinese participated in the sharing
economy. In 2020, due to the impact of COVID-19, the total
share of economic market transactions was about 3377.3
billion yuan, an increase of about 2.9% over the same period
last year. In addition, the top enterprises in the sharing
economy have a good momentum. As of the end of 2018,
there are 83 Chinese enterprises out of 305 unicorn enter-
prises in the world, 34 of which belong to the nature of
sharing economy, accounting for 41% of the total number of
unicorn enterprises in China. In addition, 11 sharing en-
terprises entered the unicorn in 2018 for the first time. &e
Chinese government reported that the sharing economy was
growing at an annual rate of 40% and, if sustained, will reach
20% of China’s GDP by 2025 [1], indicating that it is a
significant and important part of the economy.

However, many problems have occurred at sharing
economy enterprises, such as drivers raping and murdering
passengers at DiDi (a Chinese car sharing company), Uber
sued by drivers for 1 billion dollars, and http://www.123tsg.
com (“tsg” are the initials of the word “library” in Chinese)
having no profit model, but none of these sharing economy
enterprises have failed. Otto, the self-driving truck company
purchased by Uber, survived for only 2 years. Most of the
Chinese bicycle sharing enterprises with good profit models
and a large amount of venture capital have failed.

We have found such an interesting phenomenon.
Whether sharing companies are engaged in car sharing or
bicycle sharing, the survival or failure of these enterprises
seems to have been doomed. When we divide the sharing
enterprises into PSE and ISE, we will find the reasons for the
failure of the sharing enterprises.

According to the report released by the Research In-
stitute of Science of the Ministry of Transport, in 2017, the
total number of shared bicycles in China exceeded 20
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million, with 300000 tons of steel used. However, most bike
sharing enterprises have closed down now. In other words,
sharing bicycles has wasted 300000 tons of steel. At the same
time, due to random parking, it also causes chaos to the city.
Can we predict the risk in advance for the emerging model of
the sharing economy? Can the government, investors, and
entrepreneurs know in advance which types of enterprises
are prone to failure, which types will cause waste, and which
types should be restricted or encouraged by the government?
&is paper establishes a model to predict which sharing
enterprises will fail, which is of great significance for sus-
tainable development.

In the theoretical part, we studied the research literature
of scholars and summarized the latest research results of
sharing economy enterprises. In the research methods part,
we classified the sharing economy and defined intermediary
variables, dependent variables and independent variables. In
the case study part, we focused on some representative
sharing enterprises, such as bicycles and cars, books, and
houses. We also established the PSE/ISE model and com-
pared the traditional decision making with this model. In the
conclusions part, we summarized the paper and put forward
decision-making suggestions to the government, investors,
and entrepreneurs. Finally, we put forward suggestions for
future research.

1.1..eory. &e term “sharing economy” first appeared in a
paper cowritten by Marcus Felson, a sociologist at Texas
State University, and Joe L. Spaeth, a sociologist at the
University of Illinois, in 1978. Its essence is to “share your
idle resources with those in need and generate additional
added value while getting paid.” After years of development,
the sharing economy, as it is understood today, has evolved
into a business model wherein an organization or individual
with idle resources temporarily transfers the right to use
those resources to others for payment and gets a certain
amount of remuneration. &e contemporary sharing
economy, also known as collaborative consumption, is a
socioeconomic system of sharing human and material re-
sources through the establishment of a platform for the
direct exchange of goods and services [2]. In addition, it is
the sum of the economic activities that use modern infor-
mation technologies, such as e-commerce, shared goods,
integrate massive and decentralized resources, and meet
diversified needs [1]. Zipcar founder Robin Chase (2015)
identified 3 core elements of the sharing economy: (1) use
excess capacity to achieve economic benefits; (2) science and
technology can let people establish a platform of the sharing
economy, making sharing easier; and (3) individuals are
influential partners [3]. According to Stephen, founder of
JustPark software, the sharing economy has 5 points: mu-
tually beneficial economic value, acquisition of added value,
convenient use of idle assets, mutual trust, and reduction of
ownership demand [4].

Research on the management of the sharing economy is
important because the sharing economy is becoming more
ubiquitous, changing how firms operate and will operate.
For example, Zervas et al. studied the case of Airbnb to

discuss the economic impact of the sharing economy on
existing companies [5].

He and Murphy believe that there is no universality in
the supervision of the sharing economy and that local
governments at all levels should formulate policy, based
on the principles of subsidiarity and flexibility [6, 7]. Das
Acevedo said that some academics advocate supervision
and some advocate a wait-and-see strategy [8]. Hong et al.
think that the higher the level of government, the more
likely it is to support supervision [9]. He et al. used a
structural equation model to empirically test the impact of
sharing economy regulation on perceived privacy risk,
consumer trust, and continuous sharing willingness. &e
results showed that (1) government regulation has a
significant negative impact on perceived privacy risk,
while industry self-regulation has no significant negative
impact; (2) perceived privacy risk has a significant neg-
ative impact on consumer trust and continuous sharing
willingness; and (3) consumer trust has a significant
impact on continuous sharing willingness [6]. Gao et al.
took 10 core elements of business models as explanatory
variables and empirically investigated 15 enterprises in 9
different fields of the sharing economy. &ey found that
the business model of the sharing economy provided a
more relaxed development environment for enterprises
[10]. Based on the analysis of private law, Pan believed that
a shared bicycle deposit should not be returned when the
lessor goes bankrupt. According to the laws and regula-
tions for prepaid cards, the shared bicycle deposit is less
than 300 CNY, which has little impact on individual
interests and therefore enjoys the exemption basis. If
supervision is strict, operators’ compliance costs will be
high, which is not conducive to market innovation [11].
&e above research shows that both the market demand
and the existing legal basis contribute to the incredible
growth of the sharing economy, so theoretical research on
the sharing economy is indeed urgent.

Whether it is book sharing or bicycle sharing, the success
and failure of sharing economy start-ups have certain the-
oretical commonalities, such as the marginal cost theory.
Rifkin developed the theory of the Zeromarginal cost society
[12]. If the marginal cost theory is combined with the
proposition and definition used in this paper, it will be easier
to understand which sharing economy enterprises are likely
to succeed and which are likely to fail.

2. Research Methods

2.1. Independent Variables. We divided the sharing econ-
omy into 2 categories: PSE and ISE (see Figure 1). &ey are
the independent variables studied in this paper. We used the
following 2 definitions in this work.

2.2. Definition of PSE. PSE (procurement sharing economy)
is an organization or individual whose purpose is to obtain
benefits from users by leasing the goods circularly, in-
creasing the production growth rate, and meeting social
needs on a large scale through centralized procurement and
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unified management of goods. It is characterized by the need
to invest in the purchase of shared goods.

2.3. Definition of ISE. ISE (idle sharing economy) is an
organization or individual that rents idle goods (including
services) to users and gets paid multiple times through reuse,
to meet social needs on a large scale, reduce the growth rate
of production, and conserve resources. Its distinctive feature
is that shared goods are idle and will not increase production
growth.

Entrepreneurs believe that the PSE can also achieve the
goal of saving natural resources, but why is it the opposite of
what entrepreneurs think (unable to save natural resources)?
We developed 2 hypotheses:

H1: PSE enterprises are traditional enterprises without
low cost “genes” that do not conform to the concept of
sustainable development.
H2: ISE enterprises are enterprises with low cost
“genes” that conform to the concept of sustainable
development.

2.4. Mediating Variables. &e mediating variable is the cost
variable, including the purchase cost of the sharing goods
and other costs.

Purchasing cost is mainly the cost of purchasing shared
goods. Other costs mainly include the cost of goods renewed
due to damage, maintenance, storage, transportation, and
human resources.

2.5. Dependent Variables. &e success and failure (declaring
bankruptcy, going out of business, or becoming defunct)
variables of sharing economy start-ups are the dependent
variables studied in this paper. &e following 2 propositions
were made:

H3: PSE enterprises are likelier to fail
H4: ISE enterprises are likelier to survive

3. Case Study

123tsg.com (123 Library) is a library without books, offices,
or staff. (&is website is different from the UK company site,

123library.org.)&ere is not a single book there and not even
room for a one-square-meter library. It is an online business
that operates without books, offices, or a large staff. &e
operating cost of the company tends to zero. &erefore, even
if there is no profit and no venture capital, 123tsg.com, a
typical ISE enterprise, will not go bankrupt easily.

China’s representative book sharing enterprise, 123 Li-
brary, is a circular reading promotion platform with a
dandelion business model as the core, Internet as the media,
e-commerce as the means, and reading needs of readers
(members) as the driving force [13]. It adds value through
the idle book rental of readers [14]. Since its establishment in
2011, it has received extensive attention due to a series of
reports by the People’s Daily, Guangming Daily, Workers’
Daily, and the Chinese Ministry of Education [15, 16]. In the
early stage, some start-up enterprises cannot survive and
develop without funds and profits. Figure 1 explains the
impact of public opinion on policies. ISE enterprises receive
good public opinion support, so 123 Library received fi-
nancial support from the Hangzhou government in its early
development [17].

In addition to the positive public opinion created by the
media, 123 Library has been investigated by reformist re-
searchers at Chinese public libraries. Li thinks that 123
Library is an outstanding representative of family reading
resource sharing. At 123 Library, books are shared by users.
After the renter pays the rent, the book owner delivers the
book by express delivery. When the renter finishes reading,
he/she does not need to return it but can keep the book. After
the next person who rents the book pays the rent, this person
can get the rent reward as long as he/she delivers it by
express delivery. Public libraries can use this idea to solve the
problem of book borrowing and returning, change the
collection space of libraries, improve the book circulation
rate, and realize the effective sharing of book resources
[18, 19]. Liu believes that 123 Library advocates sharing idle
books nearby, recycling books nearby, and finding books
people want to read nearby, which is similar to the service
content of university libraries.&e construction mode of 123
Library can be introduced to university libraries. Non-col-
lection books can be lent to students for a semester to realize
the drifting mode of 123 Library. However, if 123 Library’s
mode is introduced into university libraries, there may be
some problems, such as the malicious downloading and the
loss of books and promotion, so this approach needs further
study [20].

We divided the definition of the sharing economy into 2
types: PSE and ISE. &e difference between PSE and ISE is
that the shared goods of PSE are specially purchased or
produced for the purpose of generating profits through
sharing, such as sharing bicycles. ISE is strictly sharing. Its
shared goods are not specially produced and purchased for
the purpose of gaining profits through sharing but pur-
chased by individuals or organizations to meet their own
needs. &ese goods are often idle, so e-commerce provides a
platform for goods’ owners to reuse the idle goods and get
corresponding rewards, e.g., the nonowned, shared cars of
Uber and DiDi; the rooms supplied through Airbnb; and 123
Library’s books.

PSE

ISE

Figure 1: Two types of sharing economy.
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Neither of the 2 sharing economy modes (PSE and ISE)
repels profit. &e difference is how the shared goods are
generated, whether they are idle and then generate profits
through sharing or they are specially produced for the
purpose of sharing and generating profits.

&e difference between the two is that the production of
idle shared goods (ISE) forms the purchasing power through
orderly and decentralized demand, and the purpose of PSE is
to occupy the market quickly and purchase the shared goods
blindly, so as to form redundant production and waste.

Disordered competition causes a huge waste of social
resources because an inaccurate investment scale prediction
or market competition will lead to blind investment.
&erefore, H1: PSE enterprises are traditional enterprises
without low cost characteristic that do not conform to the
concept of sustainable development. H2: ISE enterprises are
enterprises with low cost characteristic that conform to the
concept of sustainable development.

123 Library activates the stock assets and is beneficial to
sustainable development [21]. &erefore, for a sharing
economy based on the ISE, once a better model is intro-
duced, it will be generally accepted by society. According to
Wang Yangming’s theory of the mind [22], the reason why
this kind of phenomenon can win people’s hearts is that
everyone has a conscience. Public opinion (see Figure 2)
serves as a regulating variable, and it plays a key role in the
government’s policy-making. For example, companies en-
gaged in bicycle sharing and Qinfanqie’s book sharing
platform took users’ deposits, then encountered adverse
public opinion, and were eventually prosecuted, and several
employees were arrested. Finally, the company went
bankrupt. Adverse public opinion on the impact of the lack
of the orderly parking of shared bicycles on the social en-
vironment has led to many local governments banning the
entry of shared bicycle companies.

We believed that the root cause of the failure of the
Qinfanqie is not the lack of a profit, but because procure-
ment sharing requires a large amount of money to buy
goods, the initial fixed cost is high.&erefore, Qinfanqie uses
the deposit to buy books without permission, resulting in the
company’s final collapse. Assuming that Qinfanqie has a
clear profit model and capital investment, just like the bi-
cycle sharing companies, it will also encounter the temp-
tation of making large investments and taking user deposits.
In a market competition where the sharing scale is sup-
ported by the capital scale, there may be one winner.
However, the losers are the Earth and the entire human
race, because this kind of (PSE’s) behavior is not sus-
tainable. &erefore, there is no difference between the fate
of Qinfanqie and that of bicycle sharing companies, which
is the fate of the PSE.

Table 1 shows several typical business models of shared
enterprises. It does not include traditional second-hand
e-commerce enterprises, such as Taobao.com, Kongfz.com,
and Youlu.com. We did not carry out in-depth research on
them because they do not have the characteristics of circular
leasing.

&e following hypothesis was drawn from Table 1:

H5: &ere is no direct correlation between the life-
and-death-dependent variables of the sharing
economy enterprises and the profit model variables
of the enterprises. &ere are 2 explanations:

(1) &emarginal cost of ISE enterprises is near-zeroMC,
so having no profit will not cause a failure threat to
them. ISE enterprises are likelier to survive.

(2) PSE enterprises are traditional enterprises without
Internet genes, so the marginal cost increases with
the increase of scale. &ey do not have their own
production technology barriers, which leads to in-
tense competition and results in major risks in terms
of policy and law. Although PSE may bring in profit,
all PSE enterprises are likelier to fail.

&ese explanations indicate that it is wrong for venture
capital companies to pay special attention to the profit model
of sharing economy enterprises, and they also explain why
bicycle sharing enterprises lose billions of dollars of in-
vestment. &is is because they do not pay attention to the
relationship between the 2 categories of enterprises (PSE and
ISE) of this study and the variables of an enterprise’s success
and failure.

It can be found from Table 1 that all sharing economy
enterprises that have applied wireless communication sys-
tem technology can promote the development of business
model of sharing economy enterprises. Wireless commu-
nication system technology plays an important role in
commodity information sharing and improving customer
satisfaction. However, there is no significant relationship
between the wireless communication technology and the
success of sharing economy enterprises.

In Table 1, all PSE enterprises make purchase to increase
the production of goods and buy on credit, which leads to
imbalanced financial revenue and expenditures. PSE en-
terprises increase social production by increasing the
number of purchased goods. With intense competition, it is
very easy to make credit purchases, create unbalanced fi-
nancial revenue and expenditures, and then abscond with
users’ deposit, resulting in adverse public opinion (explained
in Figure 2) and government policy. &rough prosecution
from users and manufacturers, arrests of founders, seizure of
company assets, auctions, and other activities, such enter-
prises will face major risks or even fail. However, ISE en-
terprises do not have the above risks. All ISE enterprises do
not purchase shared goods, and these mediating variables
will not cause them to fail.

&e analysis of mediating variables (purchase to increase
the production, credit purchase, imbalanced financial rev-
enue and expenditure) shows that mediating variables have a
direct mediating effect between independent variables and
dependent variables, and these three mediating variables are
the direct factors that lead to the change of dependent
variables of enterprise life and death.

Gao et al. identified the circumstances where suppliers
will completely rely on the sharing platform to achieve
supply stability; and they investigated whether the rela-
tionship between the platform and suppliers can be
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established and concluded that it is the key to the devel-
opment of the business model of the sharing economy and
essential to its survival [10]. &is finding helps substantiate
the conclusion of Figure 2: PSEs are highly dependent on
venture capital. In order to secure supply stability, the shared
goods must be purchased and maintained with the con-
tinuous investment of funds, and when the funds are in-
sufficient, the users’ deposit will be used, resulting in major
risks. Table 1 shows that all PSE bike sharing enterprises that
have failed have used the user’s deposit without exception.
When a small number of users find that the deposit cannot
be returned, this causes a lot of users’ vigilance. More and
more people ask for the deposit to be returned. However,
these deposits have been used by enterprises to buy bicycles
and put into the market. Finally, users directly lead to the
bankruptcy auction of enterprises through litigation.

3.1. Bicycle Sharing. Bicycle sharing is the best illustration; it
is the only PSE representative that has significant devel-
opment in China. Xiaoming Bike was once the leader of the
second-tier team when bicycle sharing first became popular.
Xiaoming Bike was established on July 29, 2016, and
completed 2 rounds of financing in 1 year. By the end of
2017, some users complained about the company, subse-
quently applying for bankruptcy liquidation. It took only 2
years to owe more than 50 million CNY of debt. Xiaoming
Bike never formed a profit model; it mainly relied on fi-
nancing and its deposit pool to survive. Once the deposit
money ran out, the company immediately collapsed. China
Renewable Resources Development Co., Ltd. agreed to re-
cycle Xiaoming Bike’s inventory of bicycles at 12 CNY (less
than $2) per bike. In Hong Kong, Gobee.bike, the first bi-
cycle sharing company, announced the end of its business in

Hong Kong after only 15months of operation.Wukong Bike
put more than 1000 bikes in Chongqing, with a loss rate of
90%. Kala put 667 bikes in the Putian District of Fuzhou and
ended with only 157 bikes left, a loss of 76.5%. If the
management or the scale of the business is improved, will
businesses be able to avoid these problems? Wang Yang
obtains the operation data of public bicycles through in-
telligent sensors and uploads it to the WeChat server
through public bicycle outlets and wireless communication
technology. Citizens can obtain the health and service in-
formation of public bicycles in real time through mobile
terminals. Maintenance personnel realize the timely trou-
bleshooting of public bicycles through the public self-driving
data information resource database, reasonable dispatching,
and operation service quality improvement [23].

In their golden age, Mobike and OFO obtained financing
of up to 4 billion dollars, enough to put 50 million shared
bicycles on the market. Since July 2017, Wukong Bike, Kuqi
Bike, Bluegogo, and Xiaoming Bike have been involved in a
series of deposit refunds requested by users and then either
declared bankruptcy, merged with other enterprises, or were
resold. &e bicycle sharing market has gradually formed a
tripartite of Mobike, OFO, and Hellobike, with Mobike
relying on Meituan; Hellobike merging with Youon; and
OFO, the former leader, still struggling [24].

Starting from the second half of 2017, all parts of China
have successively limited the quantity of shared bicycles. In
fact, since 2018, the number of shared bicycles in Shanghai,
Guangzhou, Xi’an, Changsha, and other cities has been
significantly reduced, and citizens have encountered “dif-
ficulties in finding shared bicycles” when traveling [1]. He
et al. identified and documented problems such as excessive
expansion, neglect of management, and lack of innovation in
bicycle sharing [6].
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Figure 2: Two models to explain the success or failure of sharing economy enterprises.
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3.2. Sharing Cars. Table 1 shows that Uber is the only
company in our study that has experienced the simultaneous
influence of the PSE and ISE. Uber is a successful ISE
company. However, Uber has not been lucky with PSE. Uber
planned to establish a truck company with the PSE mode.
Uber acquired Otto, a self-driving-truck company, for $680
million in 2016. However, the project only lasted 2 years.

Table 1 explains the essential difference between Otto
and Uber, which is the difference between the PSE and ISE.

Uber launched its “driverless fleet” plan in Pittsburgh; it
announced that it would cooperate with Volvo and spend
$300 million. It plans to launch self-driving cars in 2021.
Baidu and other companies have corresponding plans.
&erefore, the conclusion of our study will be helpful to the
future of the sharing economy.

4. Discussion

Based on the data (Table 1 and Figure 2), propositions H1
and H2 were proved.

PSE enterprises intend to win over competitors through
significant investments and market share, which forms a
high dependence on venture capital.&erefore, they have the
characteristics of traditional enterprises. Public opinion also
impacts government policies not conducive to development.
According to the analysis in Figure 2, PSE enterprises are
more like traditional enterprises, which do not have near-
zero marginal cost of Internet companies such as 123 Li-
brary. For example, for bicycle sharing, an increase in the
number of users means the company needs to buy more
bikes and hire more staff. However, the ISE companies with
the Internet attribute are totally different. &eir users in-
crease, but their marginal cost is still near zero. &erefore, as
the marginal cost of PSE enterprises is not zero, they highly
depend on capital, which means that all PSE enterprises can
only use user deposits. In particular, as output increases, the
product cost per unit will gradually decrease; but when the
output increases to a certain amount, the original produc-
tion line and labor force are inadequate, necessitating ex-
panded production, which increases the ATC.

Range will even exceed the U-shaped increasing range of
the average cost. In this process, PSE enterprises find that
when the price of ordered goods increases, venture capi-
talists have a higher bargaining power. For example, OFO
faces multiple investors with veto power. Due to the de-
pendence on funds, PSE enterprises often introducemultiple
investors, who may have different opinions when making
major decisions, leading to major risks or bankruptcy.

As a result, most PSE enterprises are sued for mis-
appropriating deposits or sued by manufacturers for credit,
and seized (Table 1). &eir capital chains are broken, the

founders are arrested, the assets and businesses are sold, and
the companies go bankrupt. Whether it is book sharing,
bicycles, or cars, PSE enterprise cannot escape the above fate.
&erefore, the results of this paper substantiate propositions
H3 and H4.

Accordingly, if a PSE enterprise obtains a monopoly
position, is it on a smooth business path?&e answer is “No.”
Due to the huge capital investment and increasing marginal
costs, traditional PSE companies are often easily defeated
when they encounter new technological substitutes or more
convenient services. For example, if Uber adopts procure-
ment sharing to develop driverless vehicles and obtains a
monopoly position, competitors will make capital invest-
ments in unmanned aircraft quantum teleportation tech-
nology, and any breakthrough will easily destroy Uber’s
procurement project. However, if Uber uses the idle sharing
mode to share unmanned vehicles, it will have the Internet
gene, and the investment and marginal cost can be perfectly
controlled. We observed that in 2016, Joe Gebbia, cofounder
of Airbnb, announced that he was going to build shared
houses in Yoshino, Japan, but ultimately did not. &ere is no
doubt that this is not because of luck. &e executives of
Airbnb, as a successful representative enterprise of ISE,
know the advantages of ISE and so suddenly terminated this
project.

From Table 2, we can see that in the traditional decision-
making methods, investment companies pay attention to
cash flow and large market capacity, the government pays
attention to tax, and entrepreneurs also pay attention to cash
flow and large market and like to choose PSE projects for
entrepreneurship. However, the outcome is cruel, and the
failure rate of PSE is very high. ISE enterprises recycle
second-hand goods with low operating cost, whichmeets the
needs of human sustainable development and should receive
greater social support. Due to the unstable cash flow and tax
revenue of some ISE enterprises, investment companies,
governments, and entrepreneurs will be very cautious when
choosing ISE. Such ISE enterprises should strengthen the
research on profit model, for example, 123 Library.

Sharing economy is developing rapidly in the world, but
most sharing enterprises have failed and brought a huge
waste of resources. By establishing twomodels (PSE and ISE)
to explain the success or failure of enterprises in sharing
economy, we found that PSE enterprises are traditional
enterprises with a high bankruptcy risk. PSE enterprises can
generate a significant amount of waste and are highly de-
pendent on venture capital; they should be restricted by the
government. ISE enterprises, however, have Internet
“genes,” comport with sustainable development, and should
be supported. Our research shows that entrepreneurs may
fail if they do not pay attention to the relationship. A huge

Table 2: Decision comparison.

Characteristic Traditional decision making Failure rate

PSE Purchasing shared goods is costly, wasteful,
and unsustainable

Cash flow, big market, investment companies like to invest.
&ere are taxes and government support. Entrepreneurs like PSE High

ISE Recycling old things has low cost and
conforms to sustainable development Cash flow is large or small, with tax or little tax Low
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waste of resources and chaotic social order may occur if the
government does not pay attention to it, and investment
companies may lose a lot if they ignore it. &e practical data
show that our method is effective in judging whether the
sharing enterprise fails.

5. Conclusions

PSE enterprises are traditional enterprises with a high
bankruptcy risk. &ey occupy the market, create significant
waste, survive by misappropriating users’ deposits, rely
heavily on venture capital, do not have the Internet gene, and
do not comport with sustainable development. &e disor-
dered competition of PSE companies results in a huge waste
of resources and damages the social order. PSE enterprises
have a high market risk, are more likely to fail, and have a
high investment risk.

ISE enterprises are Internet enterprises with Internet
genes that comport with sustainable development. ISE is a
sharing enterprise that should be advocated by society. Its
business risk is small, which is beneficial to the sustainable
development of society. Entrepreneurs, venture capitalists,
the public, and the government should prefer the ISE model.
If entrepreneurs do not pay attention to the difference be-
tween PSE and ISE, they may fail; if the government does not
pay attention to it, a huge waste of resources and chaotic
social order may result; and if investment companies do not
pay attention to it, they may lose a lot.

&e application of wireless communication and Internet
of &ings technology can promote the development of
sharing enterprises, such as better user evaluation in pro-
moting QoS service quality. In the field of book sharing, such
as 123 Library, if Internet of &ings chips are installed on
each book to let customers know the geographical location of
shared books in time, the freight can be reduced and the
frequency of book recycling can be increased. Whether
sharing companies are prone to failure is directly related to
the independent variables (PSE/ISE). Cost is a key inter-
mediary variable. For investors and entrepreneurs, in ad-
dition to paying attention to the cash flow and income
figures of entrepreneurial projects, they should pay more
attention to cost. ISE has low cost and can easily survive,
while PSE has high cost and can easily fail. Governments
should encourage the development of ISE companies and
limit and control the development of PSE companies.
Governments should strengthen the supervision of PSE
enterprises, including the following:

(1) &e government should adopt a market license ap-
proval system.

(2) &e government should determine the scale of the
enterprises’ investment according to local demand
and test the capacity of the market by gradually
increasing the amount of investment, in order to
minimize wasting resources. Governments should
also strengthen research, monitor the environmental
damage caused by shared goods, and strengthen user
safety management, including deposit management,
goods quality, and personal safety.

What are some possible options for PSE enterprises?
How can an enterprise be categorized as either PSE or ISE?
According to the definition of this paper, bicycle sharing
company A improves the output growth rate of bicycle
factories through making purchase. A is a PSE enterprise,
but if A goes bankrupt and B acquires the bicycles of A
without reproduction and an increase in the production
growth rate, company B is an ISE enterprise. After more than
95% of the bicycle sharing companies in China went
bankrupt, their assets went toMobike andHellobike, the two
largest companies. Mobike and Hellobike acquired ISE
characteristics, so they became more powerful. &erefore,
the competitive strategy of PSE enterprises should be to
quickly become strong enough to acquire competitors’
shared objects cheaply and turn into ISE companies. Fur-
thermore, Mobike and Hellobike should develop a shared
social idle bicycle platform and become real ISE enterprises.

5.1. Suggestions for Future Research. We did not include
traditional enterprises that purchase and sell second-hand
goods because they do not belong to the sharing economy as
defined in this paper. We did not study the success or failure
of businesses using personality variables, such as the per-
sonality and cognitive ability of project founders and team
members, although these factors are crucial. We did not
study the impact of venture capital on the decision-making
power of enterprises, although it is an interesting topic.
&erefore, the above factors need to be considered when
using the conclusions of this study. However, because we
reveal the relationship between the essential elements of
success and failure of the sharing economy, these future
studies will not affect the readers’ use of our findings to make
the right decisions.
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With the rapid development of intelligent manufacturing technology and ultraprecision machining, assembly technology has
attracted more and more attention. Assembly sequence is an important part of assembly process planning. However, assembly
sequence is affected by many complex factors, such as the time required to assemble products, the geometric feasibility of
assembly sequence, and other factors (tool replacement times and assembly direction change), so it is very challenging. In this
paper, an assembly information model based on geometric features of parts is proposed. The model obtains the hierarchical
information of the part through the segmentation and feature reconstruction of the part. Based on the influence of the contact
surface between parts on the feasible motion domain and assembly domain, the assembly constraint relationship model is
established. The objective function is constructed by changing the assembly direction, changing the assembly tools, and
evaluating the assembly fit type. The geometrically feasible assembly sequence is optimized to obtain the optimal assembly
sequence under the existing conditions. Taking a block, a secondary reducer spindle, and a cylinder as examples, the
effectiveness of the method is verified.

1. Introduction

Assembly is the key link of product manufacturing, the last
step of the product manufacturing cycle. The final function
of the product is directly related to assembly quality.
According to a survey by Boothroyd, assembly time
accounts for 40%-60% of the total workload of product
manufacturing, as assembly work requires much manual
labor, while assembly accounts for 20%-70% of the total pro-
duction workload [1]. The generation of assembly sequence
plan (ASP) is considered an essential activity in the produc-
tion stage because it can affect the layout of the production
line and provide basic information on auxiliary fixtures [2].
An efficient, viable ASP can minimize the assembly lead time
and cost by optimizing the tool travels and the number of
changes in assembly directions [3, 4].

Regardless of the multiple functionalities offered by the
current CAD/CAM environments, the generation and the
simulation of ASP/DSP remain an issue [5]. The planning
process of assembly sequence is regarded as an NP-hard
problem. A product composed of n parts with feasible

assembly sequences is n! [6]. In the early 1960s, researchers
looked for feasible assembly sequences in products through
the contact relationship between parts [7]. Then, the contact
relationship is expressed by different graphs to find all
potentially feasible sequences of products [8]. The above
method can solve the assembly sequence planning problem
to a certain extent, but it needs to consider the constraint
relationship between parts. Excessive manual participation
leads to the decrease of computational efficiency and misses
the optimal feasible sequence because of the different
methods of defining constraints.

The basis of assembly sequence planning is the expres-
sion of assembly information. Bahubalendruni et al. have
done extensive research on the expression forms of various
assembly information, such as nondirectional blocking
graphs, interference graphs, AND/OR graphs, and Petri-
net graphs [4]. They believe that the matrix-based method
is the most suitable for automatic sequence generation. Most
of the graphical representation methods were advanced in
1988 to represent assembly constraints [9–11]. The connec-
tivity graphs are further extended to find the stable
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subassemblies, which offer the minimum number of levels to
complete the overall assembly process [12]. Few researchers
gave importance to extract the assembly sequence con-
straints from Computer-Aided Design (CAD) software to
minimize the human intervention, which reduces computa-
tional time further [13]. Several researchers developed auto-
mated extraction methods to retrieve assembly liaison data,
interference data, and assembly stability information
through CAD interfacing [14–16].

An appropriate assembly sequence needs to meet both
geometric feasibility and efficiency [15]. Part concatenation
method (PCM) is widely used to represent the geometric
feasibility between parts, which considers three assembly
sequence constraints: liaison matrix, stability matrix, and
six interference matrices [17]. It is observed that the
matrix-based approach requires the participation of person-
nel to reduce the complexity of the automatic planning
sequence. Generally, the assembly direction is divided into
six axial directions. In this case, it is necessary to determine
the feasible path in oblique assembly manually [18]. As
shown in Table 1, the existing methods use the objective
function to optimize feasible sequences, usually to minimize
factors such as direction change, tool change, and tool mov-
ing distance. The weight of the corresponding traversal is
determined according to different requirements, and the
geometrically feasible assembly sequence is selected.

The interference matrix (IM) is an N order square
matrix (N represents the number of parts in the product).
Elements “0” and “1” in a square matrix represent the feasi-
bility and infeasibility to perform assembly operations [32].
Yu et al. established the extended interference matrix
(EIM) by introducing a new variable “2” into IM. Element
“2” indicates that the part is geometrically feasible but has
relative motion [18]. Bahubalendruni and Biswal obtained
the liaison matrix automatically between parts by using
Visual Basic (VB) language in computer-aided three-
dimensional interactive applications (CATIA), which
reduced personnel participation [33]. Some scholars regard
the tool as an important influencing factor and add the geo-
metric information of the tool to the constraint model,
which increases the complexity of the model and reduces
the space of the firm scheme, but practicality is achieved
[34–36]. To reduce the complexity of calculation, some
researchers only calculate the critical information in the
model. However, the existing commercial CAD software is
challenging to obtain the part modeling process, so it is hard
to decompose the part through the geometric structure and
restructure it [37–39].

In most studies, the constraint relationship between
parts is realized by human definition or collision detection,
and the parts are regarded as a whole in the planning pro-
cess. It can be seen from the literature that the geometric fea-
sibility testing is subjected to a conceptual limitation that can
identify collision-free paths in principal axis directions (±X,
±Y , and ±Z). When nonaxial assembly occurs in the assem-
bly process, it is necessary to define constraints and feasibil-
ity manually. Based on this idea, we study the structures of
parts and the method of part segmentation. The key struc-
tures involved in the assembly process are obtained in a sim-

plified way, and the assembly information model is
established on this basis. Through the information in the
assembly model, the solution domain of geometrically feasi-
ble assembly sequence in mechanical products is established,
and the assembly sequence is optimized through nongeo-
metric information. Upon addressing the identified research
gaps, a new assembly sequence planning method based on
geometric constraints is proposed for mechanical product
ASP, including oblique assembly.

This paper introduces an assembly modeling method for
automatically determining the optimal assembly sequence.
In this paper, the geometric information extracted from
the CAD model and nongeometric information of the model
are extracted from technological documentation. Geometric
information includes part structure information and contact
relationship information between parts, while nongeometric
information includes tool information and assembly posi-
tion moving distance in the assembly process, which is
enough to support the automatic generation of the assembly
sequence. Using this method can reduce the degree of man-
ual participation in the process of production sequence and
solve the problem of oblique assembly to a certain extent.
It is worth mentioning that, to shorten the calculation time
of the algorithm, the part simplification is realized on the
premise of ensuring the integrity of the part through the seg-
mentation and reorganization of the part model.

The remainder of this paper is organized as follows. In
Section 2, a novel method for obtaining the B-rep model of
parts from any given product in CAD software is presented
and is separated into basic geometry. An effective way to
simplify parts on the premise of ensuring the integrity of
parts is presented in Section 3. Sections 4 and 5 introduce
the process of optimizing assembly sequence through geo-
metric information and nongeometric information as shown
in Figure 1. The application of improved assembly planner
has been tested on assembly products in Sections 6 and 7,
and Section 8 ends the article by introducing the contribu-
tion made in this field and the scope of future research.

2. Modeling of the Part Assembly Information
Based on CAD System

At different stages of the part life cycle, engineers need dif-
ferent fineness of part information. In the stage of assembly
sequence planning, attention is paid to the geometric struc-
ture of parts and the constraint relationship between parts.

Table 1: Objective function consideration in the existing ASP
methods.

References
Objective for optimization

Directional
changes

Tool
changes

Tool travel
distance

Assembly
force

[18–20] √ √ √ ×
[21–25] √ × × ×
[26–28] √ √ × ×
[16,
29–31]

× √ × ×
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In this paper, the necessary assembly information of the
part is obtained by simplifying the model extracted by CAD.
In the process of simplifying parts, it is necessary to deter-
mine the basic simplified units. In CAD systems, parts can
be regarded as a combination of multiple simple geometric
features, and the features contain the information of points,
lines, and surfaces that constitute the features. If the face is
taken as the smallest unit, the simplified part will not be
completely solid. Therefore, this paper uses features as the
smallest unit.

In CAD systems, the same features can be generated in
different ways, so the feature tree in the system cannot be
used as the feature relationship of parts, and the features
constituting parts need to be obtained through the type of
part surface and contact relationship. In this paper, the topo-
logical relationship between faces in parts is represented by
the boundary representation (B-rep) model, as shown in
Figure 2. Through the secondary development of CAD, the
topological relationship of surfaces is got. Then, using the
volume decomposition method, the feature-based model of
the part is generated from the B-rep model. The parts are
decomposed into a multilevel product assembly information
model, which stores the geometric constraints of parts in
mechanical products and the nongeometric information
related to parts in the assembly process.

2.1. B-rep Model Volume Decomposition. An n-dimensional
square matrix is established to store the topological relation-
ship information of surfaces, and an n-dimensional degree
vector stores the type information of faces (n is the number
of faces in part). The square matrix is composed of elements
0 and 1, used to record a contact relationship between two
sides.

2.1.1. B-rep Model. Boundary representation (B-rep) is a
closed shell surrounded by curved bread, which is a popular
geometric description in CAD systems. It can store point,
line, and surface information in the CAD model. For com-
parative calculation, we represent B-rep model (1a) as the
adjacency diagram of the surface (1b). The part comprises
eight surfaces, where surface b is a cylindrical surface and
contacts plane a and plane c, while there is no contact
between a and c.

2.1.2. Volume Decomposition. The subfeatures of parts can
be divided into additional features and subtraction features,
and their Boolean operations form complex geometry. Basic
geometric features include cylinder, cube, cone, and prism,
and pyramid. In order to obtain the basic geometric feature
expression of parts, this paper refers to Shi et al.’s [39]
research results, identifies the basic geometric features of
surfaces through Hough transform, and completes the basic
geometric feature reconstruction of parts. The specific algo-
rithm is as follows (as shown in Figure 3).

(1) 3D mesh the determined 3D parts using triangular
patches

(2) Calculate the angle between the triangular patch and
the adjacent patches

(3) The part is divided into patch groups {Fi} through
the concavity and convexity of triangular patches

(4) To identify the corresponding feature types of the
segmented patch groups {Fi} by using Hough
transform

(5) The part is reconstructed into a feature-based repre-
sentation, and the release relationship between fea-
tures is stored

2.2. Data Structure of Part Model. There are many kinds of
information on a part, and the information of the part is
attached to the model at different levels. The tools used to
assemble parts need to be attached to the part-level model.
The part assembly information model includes geometric
feature information, assembly contact relationship informa-
tion, and assembly type information. This paper obtains the
geometric information of parts from the CAD system, and
the nongeometric information in the assembly process is
collected. The information is classified and stored into four
levels: part level, feature level, surface layer, and constraint
layer between surfaces, as shown in Figure 4. It intends to
illustrate the most essential properties of parts in the assem-
bly process through graphics.

The part is decomposed into simple subfeatures through
segmentation, and the surfaces contained in the subfeatures
are further used as surface layers. Assembly constraints are
determined by the constraints between multiple surfaces in
two parts. An undirected graph represents part constraints
because the fitting relationship between parts takes prece-
dence before determining the assembly sequence.

2.2.1. Feature Information. The feature information con-
tained in part includes identification number (Fea_Id), addi-
tion and subtraction attributes (Fea_Type), and the ID
number of feature surface (Surface_Id). The feature layer
model of a part can be expressed as

<FeaInfo > = <Fea Id>,<Fea Type>,<Surface Id >f g, ð1Þ

where Fea_Id is the identification number (ID) of the
part feature model, which represents the unique number of
essential features; Fea_Type indicates whether the feature is
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Assembly Sequence
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Non Geometric
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Figure 1: Overall system flowchart.
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added or subtracted in part, which is the roles of features in
the process of part modeling and related to the operation
performed when the feature will be deleted later. Surface_
Id represents the surface contained under this feature, where
only the surface that exists in part is stored.

2.2.2. Surface Information. The surface information is com-
posed of the surface ID and the constraints it contains. Sur-
face ID represents the unique number of the surface in part,
while the constraint represents the contact relationship
between the surface and other parts. That is the solution

object and carrier of assembly constraints. The surface layer
model of the part can be expressed as

<FaceInfo > = <Surface Id>,<Cons Id>,<Sur point>,<Sur radius>,<Sur vector >f g,

ð2Þ

where Surface_Id is the ID of the part surface model and
Cons_Id represents the ID number of the contact relation-
ship between the surface and the surface in other parts.
Sur_point is the center point in the plane. Sur_radius is the
radius of cylindrical and the cone angle of conical and

Feature 1

Face 1

Constraints 1

Cons_id Context Face AssType AssTool

Constraints 2 Constraints n

Face 2 Face n

Feature 2

Part

Feature level

Surface level

Constraints level

Feature n

Figure 4: Hierarchical assembly information model of part.
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(b) Surface contact relationship

Figure 2: B-rep model representation of the surface in part.

(a) Original model (b) 3D meshed model

(c) Distinction of concave-convex of patch

F2

F1
F3

(d) Separate patch groups

F1

F2 F3

(e) Contact relationship of features

Figure 3: The process of obtaining feature contact relationship of parts.
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sphere. Sur_vector is the vector of the plane, as shown in
Figure 5. This data is obtained in the assembly before
sequence planning and will not change due to different
sequences.

2.2.3. Constraint Information. The constraint information
includes the IDs of the two surfaces with contact relationships
and the type of contact between the two surfaces. The con-
straint information of the surface can be expressed as

<ConsInfo > = <Cons Id>,<ConsFace Id>,<Fit type >f g,
ð3Þ

where Con_Id refers to the face on this part in the contact
relationship and ConFace_Id refers to the face of other parts in
the contact relationship. Con_Type is the type of contact rela-
tionship. Because various parts will have constraints with the
same part in the actual assembly process, multiple sets of con-
straint information can be attached to the same surfaces.

3. Part Model Simplification

Assembly constraints between parts consist of geometric
constraints between surfaces [40]. In other words, geometric
constraints are the basic elements of assembly constraints (as
shown in Figure 6). Assembly constraints between parts can
be divided into geometric constraints between multiple sur-
faces. In this paper, the constraint relationship between parts
is expressed as a part surface relationship network. Redun-
dant surfaces in parts will lead to too many nodes in the net-
work and increase the computational complexity. At the
same time, there are multiple surfaces to express the same
assembly constraint relationship, which reduces the compu-
tational efficiency and increases the possibility of error.

Figure 7 shows the relationship between the running
time of the traversal sparse matrix program and the number
of nodes. The abscissa in the graph is the number of nodes of
the traversed undirected graph, and the ordinate is the run-
ning time of the program. The matrix in the graph is a ran-
dom matrix with the number of edges less than half of the
total connected graphs. The median time of the independent
traversal connection graph ten times conforms to the qua-
dratic curve. Therefore, reducing the nodes of the graph
can effectively improve computational efficiency.

3.1. Feature Importance Ranking. The reconstruction of
parts based on basic geometric features uses the methods
mentioned above. By deleting the subfeature that makes up

a part, the key component features of the part are obtained.
Different deletion processes result in different results. In
order to ensure the integrity of the final part constraint
information, it is necessary to determine a proper deletion
sequence.

The subfeatures in the modeling process will be reor-
dered according to their importance. The importance of sub-
features depends on their role in the part. Kim and Mun [38]
and Kang et al. [41] proposed several recombination strate-
gies. In our study, the importance of subfeatures is evaluated
according to the following criteria:

(1) Features with large volume are more important than
those with small volume

(2) Port features which contact with other parts shall be
retained

(3) Features with contact relationship with port features
are more important than other features

(4) Addition features are more important than subtrac-
tion features

Based on the above principles, this paper determines the
fitness function of feature ranking. If the feature is a port fea-
ture, it needs to be retained during the simplification pro-
cess. At this time, n = 1 makes f > 0. The simplification
process is aimed at the function value less than 0. C1 is the
volume ratio of this feature to the largest feature in part.
The larger the volume, the larger the value of C1, which is
between 0 and 1. When the feature is an additional feature,
C2 = 1, minus the feature is 0. In addition, when there is a
contact relationship between the feature and the port fea-
ture, C3 is 1 and 0 at other times. Thus, the evaluation func-
tion formula (4) for the importance of the feature is formed.
The feature ranking process is shown in Figure 8.

f = n × C1 + C2 + C3ð Þ: ð4Þ

3.2. The Condition of Feature Simplification of 3D Parts

3.2.1. The Initial Conditions of the Part Simplification
Process. First, it is crucial to ensure that the geometric struc-
ture of the parts does not change during assembly planning.
Then, determine the contact relationship between parts and
ensure the relationship does not change in assembly
sequence planning.

v v
vα
α

R

R

Plane Cylindric Conical Sphere

Figure 5: Surface assembly information model.
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3.2.2. Termination Conditions for the Part Simplification
Process. The final result of simplification is to retain all the
marker surfaces, which cannot further simplify the whole.

3.3. Principle of Simplification of 3D Part Structure. The parts
in the assembly need to be simplified by the model separately.
Furthermore, a complete expression of the assembly constraint

relationship is constructed by using simplified parts. The sim-
plified process needs to follow the three principles below.

Principle 1: the geometric features in the parts have con-
tact relations with each other by surfaces, forming a coherent
whole and maintaining its topological relation.

Principle 2: the volume of the geometric feature is taken
as the simplified parameter. The volume of key features in

Section 1

0 Pricrcy

Section 2

(a) Type-based geometric feature classification

–5

0

5

1 3 5 7 9 11 13 15 17 19

(b) Importance of features in parts
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–2

0

2

4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(c) Rearrange according to the feature of importance

Figure 8: Geometric features are rearranged according to their importance.
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Figure 6: The relationship between assembly constraints and geometric constraints.
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Figure 7: Surface assembly information model.
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Figure 11: Changes of node attributes in contact graph during feature simplification.
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part is often relatively large, so the more minor features are
deleted while the more essential features are retained in sim-
plifying the part.

Principle 3: in the algorithm of deleting features, only
one feature is deleted at a time. The link relationship
between the features of simplified parts needs to be judged
in an oversimplification to avoid the part separating into
two separate parts.

3.4. Steps to Simplify Geometric Features in a Part. We
reduce the computational complexity of the planning pro-
cess by calculating the key features. Through the previous
decomposition, the part is regarded as a complex structure
composed of multiple basic features in the Boolean opera-
tion. Delete the geometric features of parts that are not
related to the assembly process so as to simplify the com-
plexity of parts and reduce the difficulty of calculation.

In the process of model simplification, model separation
occurs when the only added feature linking two added fea-
tures is deleted, as shown in Figure 9. The separated model
will be regarded as two or more independent individuals in
the system, so the information attached to the model is no
longer reasonable, so the model cannot be used to determine
geometric constraints. Therefore, in the process of part sim-
plification, the connectivity of the feature-based 3D model
needs to be considered to prevent model separation. Among
them, we only consider additive subfeatures because the
connectivity of the model is usually based on the additional

subfeatures of the connection. Even if the subtraction sub-
feature is deleted, the connection between other subfeatures
will not be affected.

aij = aji =
1 contact between two features,

0 no contact between two features:

(
ð5Þ

Figure 10 shows the connection of the part with other
parts during assembly, where subfeature 1 is the port feature
containing the contact surface. In the process of simplifica-
tion, port features need to be marked and retained.

z

y

x

φ2
φ1

θ1
θ2

Figure 14: Feasible assembly region represented by polar
coordinates.

Table 2: Constraints of surface on feasible assembly region of parts.

Connect
relationship

Assembly
direction

Disassembly
direction

Assembly zenith
angle

Assembly azimuth
angle

Disassembly zenith
angle

Disassembly
azimuth angle

θ = π/2ð Þ, π½ � ϕ = 0, 2π½ � θ = 0, π/2ð Þ½ � ϕ = 0, 2π½ �

θ = 0, 0½ �
θ = π, π½ � ϕ = 0, 2π½ � θ = 0, 0½ �

θ = π, π½ � ϕ = 0, 2π½ �

θ = 0, 0½ � ϕ = 0, 2π½ � θ = π, π½ � ϕ = 0, 2π½ �

θ = 0, 0½ � ϕ = 0, 2π½ � θ = π, π½ � ϕ = 0, 2π½ �

9Wireless Communications and Mobile Computing



When a node is deleted and the graph is no longer con-
nected and splits into two or more disconnected subgraphs,
the node is referred to as the cut node of the connected
graph. The cut nodes and general nodes in the diagram
can be transformed mutually in the simplification process
of the diagram, so only one feature can be deleted at a time,
and the contact relationship between the geometric features
of the parts can be regained after the process.

In the contact relation undirected graph shown in
Figure 11, all nodes at this time are ordinary nodes. After
deleting node 4, if node 2 is deleted, the graph will be divided
into two independent parts. Therefore, node 2 is a cut point
and cannot be deleted. When node 3 is deleted, all nodes are
transformed into ordinary nodes. Therefore, the node
switches between the cut point and ordinary node with the
node, and the contact relationship changes in the graph.
So, when the contact relation changes, it is necessary to eval-
uate the cut point in the graph.

When a feature is deleted, the contact relationship of the
remaining subfeatures in part changes. Therefore, a geomet-
ric feature can only be deleted once, after which the new
judgment of residual geometric features needs to be evalu-
ated as a cut node or not. If the feature to be deleted is the
cut point in the feature contact graph, the feature cannot
be deleted. Skip the feature and consider the next feature
in order. Then, delete a feature and its edge in the feature
contact graph and update the set of cut points. It is designed
the following simplified algorithm according to this scheme
as shown in Figure 12.

An undirected graph is used to represent the topological
relationship of the face and the constraint relationship
between the parts. Figure 13 shows assembly constraint infor-
mation based on surface contact representation. In the graph,
the same color represents the same part (Figure 13(d)), differ-
ent numbers represent different surfaces in part, and each
node has a unique number (Figures 13(a) and 13(b)), which
is a 4-digit string. The first two digits represent the part, and
the last two digits represent the faces in part.

4. The Feasible Movement Direction of Parts

The essence of assembly is to impose constraints on parts
and adjust the position and rotation of parts. The geometric
elements involved in the constraints between parts in this
paper include the following geometric surfaces: plane, cone,
cylinder, and sphere. Typical constraints between geometric
surfaces include the following:

① Constraints between two planes
② Constraints between two cylindrical surfaces
③ Constraints between two conic surfaces
④ Constraints between two sphere surfaces
Table 2 shows the feasible assembly direction of parts

under different geometric constraints, the moving range
after assembly, and the disassembly direction, in which the
moving range after assembly is the same as the disassembly
direction. In this paper, constraint information is stored as
a set in three-dimensional spherical coordinate system (as
shown in Figure 14). When the part is constrained between
planes, the assembly direction of the part is a hemispherical
surface along the direction of the plane normal vector. When
there is a cylindrical constraint, the assembly direction of the
part is the positive and negative directions of the vector.
When there is a conical constraint or sphere constraint,
the assembly direction is same as the vector.

The rest of the constraints on the part are superimposed,
and then, the feasible motion region of the part under mul-
tiple constraints is obtained. The constraints between the
basic geometric elements obtained directly are called theo-
retical constraints, and the constraints obtained through
analysis and calculation are called practical constraints.
Thus, the constraints obtained need to be further analyzed.

After obtaining independent geometric constraints, the
feasible motion area of the part, which is under geometric
constraints, obtained by intersecting the superposition, is
performed on the part’s vector ball in the form of the set
intersection to obtain. The assembly process can be regarded
as the reverse process of the disassembly process.

x2
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x

z

y
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y1
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Figure 15: Determination of assembly region between parts.
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The residual feasible region of parts is inferred through
the constraint relationship between parts, so as to judge
the parts that can be disassembled in the current state. When
a part is disassembled, if the remaining movable direction of
the existing part includes the current gravity direction, the
part will be regarded as a group, and the disassembly and
assembly process will be carried out at the same time.

For example, there are two pairs of surface contacts in
model A and model B. x1 and x2 constitute a set of plane
constraints C1 (Figure 15(a)), and y1 and y2 constitute a
set of cylindrical constraints C2 (Figure 15(b)). Part A can
be assembled forward and backward along the y-axis under
the constraint of C1, while it can be assembled along the for-
ward y-axis under the constraint of C2. Therefore, under the
constraints of both, the assembly can only be carried out
along the positive half axis of the y-axis (Figure 15(c)).

5. Assembly Sequence Planning

Firstly, the assembly sequence needs to meet the geometric
feasibility and then pursue the optimal assembly efficiency.
Therefore, this paper divides the planning process of assem-
bly sequence into two independent steps. In searching the
sequence that meets the geometric feasibility, the integrity
is pursued to avoid losing the potential optimal assembly

sequence. Then, the optimal sequence under the specified
conditions is selected by the fitness function.

5.1. Geometrically Feasible Assembly Sequence. In this paper,
the method of obtaining assembly sequence obtains the dis-
assembly sequence of mechanical products by continuously
removing parts from the products and reversing it to obtain
all feasible assembly sequences.

The string is used to represent the assembly sequence,
and two digits represent each part. For example, the ID of
part 2 is 02, and the ID of part 14 is 14.

The disassembly sequence of parts determines the geo-
metrically feasible assembly sequence. On the premise of
obtaining all assembly constraint information, the parts with
a feasible moving range in the current state are determined.
When multiple parts are available for disassembly, they are
considered as feasible independent sequences. Complete its
disassembly process and delete the relevant nodes and edges
in the contact graph. At this time, the detachable parts are
obtained again. Repeat this process until all parts are
removed. All geometrically feasible assembly sequences are
obtained by reversing the disassembly sequence.

5.2. Assembly Sequence Optimization. The fitness function
describes the assembly efficiency and complexity, including
the tools used in the assembly process, the number of

(a) Comparison of shaft features before and after simplification
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Figure 16: Part simplification results.
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changes in the assembly direction, and the moving distance
of the assembly position.

5.2.1. Assembly Position Moving Distance X1. The distance
between the assembly positions of two parts in the sequence
is regarded as a reference factor for optimizing the assembly
sequence. Record the final assembly position of each part
and calculate the distance between two adjacent parts. For
the first part, except for the reference part, the value is 0.
As shown in Table 3, Ass_Disi is the distance between the
current part and the final position of the previous part,
and Sum_Ass_Disi is the sum of all distances in completing
the assembly. Num_Ass_Dismax is the maximum value of
the sum of distances in all sequences.

5.2.2. The Number of Assembly Tool Changes X2. Tools are
needed in the assembly process of parts, and the assembly time
will be affected in tool replacement [33]. Therefore, the num-
ber of assembly tool changes is recorded and regarded as a var-
iable in the fitness function, where Num_Tool_Changei is the
total number of assembly tool changes in the sequence and
Num_Tool_Changemax is the maximum total number of
assembly tool changes in all assembly sequences.

5.2.3. Number of Assembly Direction Change X3. When the
feasible assembly region of the part does not intersect with
the current assembly direction, it means that the part cannot
be assembled from this direction, and the initial position of
the part assembly needs to be changed. After the change of
direction, the part needs to be repositioned. This process
can significantly influence the assembly time, so it is taken
as one of the components of the fitness function, where

Num_Dir_Changei is the total number of assembly direction
changes by the sequence and Num_Dir_Changemax is the
maximum number of assembly direction changes by all fea-
sible assembly sequences.

The fitness function is shown in formula (6). xn repre-
sents the value of the fitness function. The higher the value,
the better the assembly performance of the sequence. The
function includes the assembly position movement distance
x1, the times of assembly tool change x2, and the times of
assembly direction change x3. The three-match different
weights because of their different influence on the assembly
sequence. By testing multiple groups of weight factors, set
the weight factor values as n1 = 0:2, n2 = 0:3, and n3 = 0:5.

xn = n1x1 + n2x2 + n3x3: ð6Þ

6. Case Study

In this paper, various products such as 4-part block assembly,
10-part shaft assembly, and 23-part cylinder assembly are
examples for validating the proposed algorithm verification,
which is implemented by MATLAB 2017b and Solidworks
API programming. One fastener will be used to represent
the assembly process of multiple fasteners in the same group.

6.1. Model Simplification Experiment. The shaft is shown in
Figure 16 as an example, it can be decomposed into 20 sub-
features, and the port features are 01, 02, 03, 04, 15, 17, 18,
19, and 20 as shown in Table 4. The ranking results of fea-
ture importance are shown in Figure 8(c). After obtaining
the contact relationship of the subfeatures of the part, the
contact relationship undirected graph is shown in

Table 4: The list of features in the shaft.

Feature no. Feature type Feature volume vi mm3� �
Bool Port

01 Step 13760804 Increase True

02 Step 11191924 Increase True

03 Step 4618141 Increase True

04 Step 8286893 Increase True

05 Step 11625063 Increase False

06 Cone 202845.4 Decrease False

07 Chamfering 3081.902 Decrease False

08 Ring channel 2814.73 Decrease False

09 Fillet 15133.4 Increase False

10 Fillet 3506.017 Decrease False

11 Fillet 2716.042 Increase False

12 Fillet 2392.43 Increase False

13 Fillet 580.5962 Decrease False

14 Chamfering 3002.734 Decrease False

15 Key channel 221326 Decrease True

16 Chamfering 110.0858 Increase False

17 Screw hole 21714.69 Decrease True

18 Screw hole 21714.69 Decrease True

19 Screw hole 21714.69 Decrease True

20 Screw hole 21714.69 Decrease True

13Wireless Communications and Mobile Computing



Figure 16(b) and contact relationship matrix is shown in
equation (7).

The contact relationship between the features:

Aij =

0 1 0 0 0 0 1 1 1 0 0 0 0 0 0 0 1 1 1 1

1 0 1 0 0 0 0 0 1 1 1 0 0 0 1 1 0 0 0 0

0 1 0 1 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0

0 0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2
666666666666666666666666666666666666666666666666666664

3
777777777777777777777777777777777777777777777777777775

:

ð7Þ

The simplified shaft comprises 9 features, the volume is
changed from 48.98dm3 to 37.55dm3, and the reduction is
23.3%. Before simplification, the parts contain 46 surfaces,
and the 20 surfaces are reduced by 43.5%. It can be seen that
the change of volume is less than that of the surface.
Through simplification, the key information that plays a
decisive role in the assembly process is obtained, which
reduces the complexity of calculation.

6.2. Assembly Sequence Planning Experiment. It is obtained
the geometrically feasible assembly sequence by disassembly.
When removing the parts, the parts can move in the gravity
direction, which is regarded as the same assembly step. After
obtaining the geometrically feasible assembly sequence, cal-
culate the moving distance of assembly position, the change
times of assembly direction, and the change times of tools in
different sequences. Get the assembly difficulty of different
sequences to optimize the assembly sequence.

6.2.1. Block Assembly Experiment. Considering the blocks
shown in Figure 17 and taking the simplified parts as input,
the system generates two geometrically feasible disassembly
sequences, as shown in equation (7). Parts 2 and 3 are con-
sidered as one step and assembled at the same time. The
maximum number of redirections in all sequences is 2, and
the assembly process does not need the assistance of tools,
and the matching relationship between parts is the same,
so all of them are regarded as the optimal sequence.

Based on this, the two assembly sequences of the part are
equivalent and cannot be further optimized, as shown in
Table 5.

Table 6: The shaft assembly sequence planning results.

Assembly
sequence

Number of
assembly direction

changes

Number of
assembly tool

changes

Fitness
function
value

1-2-3-8-4-
6-7-5-
(9,10)

5 5 0.867

1-2-3-4-7-
5-(9,10)-8-
6

2 5 0.667

1-8-2-3-4-
7-5-(9,10)-
6

4 5 0.867

1-8-2-3-4-
7-5-(9,10)-
6

3 6 0.800

02
03

01 04

Figure 17: Exploded view of block and related parts.

10

9 5 7 4

3 2

1

8 6

Figure 18: Exploded view of reducer shaft and related parts.

Table 5: The block assembly sequence planning results.

Assembly
sequence

Number of assembly
direction changes

Number of
assembly tool

changes

Fitness
function
value

(3,2)-4 2 0 1

4-(2,3) 2 0 1
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6.2.2. Shaft Assembly Experiment. The shaft in the reducer
shown in Figure 18 is regarded as the second experiment.
During disassembly, part 9 and part 10 are disassembled
and assembled at the same time. In the process of assembly,
28 geometrically feasible assembly sequences are generated.
The maximum number of direction changes of parts is 5,
and the maximum number of tool changes is 6. Part of the
fitness function obtains the geometrically feasible assembly
sequence (as shown in Table 6). Other geometrically feasible
assembly sequences are shown in Table 7.

Two optimal sequences are obtained by optimizing the
geometrically feasible assembly sequence: 1-2-8-6-3-4-7-5-
(9,10) or 1-8-6-2-3-4-7-5-(9,10).

6.2.3. Cylinder Assembly Experiment. The expansion and
contraction cylinder shown in Figure 19 is considered the
third test because of its number of parts and potential mul-
tiple feasible sequences. After processing the CAD model,
124728 geometrically feasible assembly sequences are gener-
ated, in which part 1, part 5 and part 6, part 7, part 10 and
part 11, part 8 and part 9, part 12, part 13, part 14, part 15
and part 16, part 19, and part 20 are regarded as the same
step for installation. Therefore, a total of 14 assemblies need
to be considered. The maximum tool replacement time is
seven, and the maximum redirection time is eight. After
optimization, the optimal sequence is 04-23-03-02-
(01,05,06)-(07,10,11)-24-(08,09)-(12,13,14,15,16)-17-18-21-

01 02 03 04

23 24 11 16 17 18 19

20 21 2205 06 07 08 09 10 12 13 14 15

Figure 19: Exploded view of cylinder and related parts.

Table 7: The shaft assembly sequence planning results.

(a)

No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10 No. 11 No. 12 No. 13 No. 14

1 1 1 1 1 1 1 1 1 1 1 1 1 1

2 2 2 2 2 2 2 8 8 8 8 8 8 8

3 8 8 8 8 8 8 2 2 2 2 2 2 6

8 3 3 3 3 3 6 3 3 3 3 3 6 2

6 4 4 4 4 6 3 4 4 4 4 6 3 3

4 6 7 7 7 4 4 6 7 7 7 4 4 4

7 7 5 5 6 7 7 7 5 5 6 7 7 7

5 5 6 9, 10 5 5 5 5 6 9, 10 5 5 5 5

9, 10 9, 10 9, 10 6 9, 10 9, 10 9, 10 9, 10 9, 10 6 9, 10 9, 10 9, 10 9, 10

(b)

No. 15 No. 16 No. 17 No. 18 No. 19 No. 20 No. 21 No. 22 No. 23 No. 24 No. 25 No. 26 No. 27 No. 28

1 1 1 1 1 1 1 1 1 1 1 1 1 1

2 2 2 2 2 2 2 2 2 2 2 2 2 2

3 3 3 3 3 3 3 3 3 3 3 3 3 3

4 4 4 4 4 4 4 4 4 4 8 8 8 8

7 7 7 7 7 7 8 8 8 8 4 4 4 4

5 5 5 8 8 8 6 7 7 7 6 7 7 7

8 8 9, 10 5 5 6 7 5 5 6 7 5 5 6

6 9, 10 8 6 9, 10 5 5 6 9, 10 5 5 6 9, 10 5

9, 10 6 6 9, 10 6 9, 10 9, 10 9, 10 6 9, 10 9, 10 (9, 10) 6 9, 10
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(19,20)-22 (see Table 8 for the optimal sequence with close
fitness function values).

7. Result and Discussions

From the assembly sequences generated for the above three
mechanical products, the proposed method can generate
multiple sequences with the same assembly property at the
same time. Moreover, for parts such as the no. 24 plug of
the cylinder block, it is considered that they can be assem-
bled with the no. 7 part perpendicular to each other without
relocation. Intersecting with the general planning method
solves the problem of manual participation in the oblique
assembly of mechanical products. By judging the feasible
residual region after assembly, multiple parts are regarded
as the same step for assembly, which reduces the computa-
tional complexity and makes the generated sequence more
in line with the actual production process.

8. Conclusion

This paper proposes a hierarchical assembly information
model to infer the optimal assembly sequence under multiple
constraints. Firstly, through the feature-based segmentation
and simplification of parts, the key structures of products in
the assembly process are divided into product, part, feature,
surface, and constraint layers. The weighted fitness function
of the factors affecting the product assembly performance is
established. Themain contributions of this study are as follows:

(1) A multilevel feature-based assembly information
model is established. Integrating the advanced
semantics of the CAD system and the data of the
CAD model into the model framework has become
the integration link between CAD and CAPP

(2) According to the graph theory, the information in
the framework is mapped into a response connection
graph. The key features of parts in the assembly pro-
cess are obtained by simplifying the subsequent
computational complexity

(3) According to polar coordinates, the motion state of
parts under multiple geometric constraints is
expressed in sets. The geometric feasible assembly
sequence is searched through the disassembly process

(4) The fitness function of the assembly process is con-
structed by influencing assembly factors to the
assembly information model

The future scope of this study is to consider further the
assembly stability of parts and the impact of parallel assem-
bly on assembly sequence planning.

Notations

Fj: Set of faces in part
f : Feature importance index in parts
aij: Feature contact relationship in parts
xn: Evaluation function of assembly sequence.
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Recently, the discovery of association rules and the consequent mining frequent patterns have attracted the attention of many
researchers to discover unknown relationships in big data, especially in networking and distributed environments. In this
research, a parallelization-based approach is proposed to improve the performance of the Apriori algorithm in repetitive mining
patterns on network topologies. ,e proposed approach includes two main features: (1) combining centrality criteria of the node
and the Apriori algorithm to identify repetitive patterns and (2) using the mapping/reductionmethod to create parallel processing
and achieve optimal values in the shortest time. ,is approach also pursues three main objectives: reducing the temporal and
spatial complexity of the Apriori algorithm, improving the association rules mining process and identifying repetitive patterns,
and comparing the proposed approach’s performance on different network topologies to determine the advantages and dis-
advantages of each topology. Comparing our proposed method and the basic Apriori algorithm, it is concluded that our approach
provides acceptable efficiency in terms of evaluation criteria such as energy consumption, network lifetime, and runtime
compared to other methods. Experimental results also show that when using our proposed method compared to the basic Apriori
algorithm, network life is increased by 7.1%, the runtime is reduced by 43.2%, and the energy consumption is saved by
about 41.2%.

1. Introduction

Data mining is a set of techniques that allows a person to
move beyond ordinary data processing to the mining
analysis of massive data and the mining of valuable infor-
mation contained in them [1, 2]. In addition, there is a close
connection between data mining, artificial intelligence, and
machine learning. ,erefore, it can be said that data mining
combines database theories, artificial intelligence, machine
learning, and statistics to provide practical contexts [3].
Categorization, clustering, forecasting, and discovering as-
sociation rules are the most important data mining appli-
cations that are widely used in different areas of the real

world. ,e most important reason that made data mining
the focus of attention in the information industry was the
availability of large volumes of data and the urgent need to
extract useful information and knowledge from this massive
volume of data [4–7].

Reviewing articles in this field shows that the essential
part of this process is discovering repetitive items and
patterns, which seems quite logical given the time-con-
suming nature of this part of the process [8]. ,e perfor-
mance of standard techniques of frequent mining item set is
the discovery of item sets that are simultaneously observed
in user transactions. A review of previous studies shows that
exploring frequent patterns is the most important and
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central part of the process of discovering association rules,
which has been widely used in network topologies to dis-
cover unknown relationships [7]. Most researchers in pre-
vious studies have stated that the importance of this part of
discovering association rules is considered time-consuming
of identifying frequent patterns [9, 57, 58]. As an example of
frequent mining patterns in the network, we can refer to the
studies conducted in the sources [12–17]. For example, the
authors in [14] have explored trends desired by mining
frequent patterns on social media. In another successful
example [15], the authors proposed an alternative algorithm
named B-mine for improving the Apriori algorithm that
uses a bitwise approach to explore frequent patterns in social
networks. Also, Zoraghchian and Sohrabi [17] proposed
using the butterfly optimization algorithm (BOA) in the
process of mining the association rules to increase the ef-
ficiency of the basic algorithms. In this proposal, the authors
use one CPU and three GPUs to parallelize the process and
apply the optimization algorithm. ,e CPU is used for
synchronization, and the GPU is used to speed up the ex-
ecution of rules exploration operations.

Although the initial application of this research topic
seems to be in the field of business, what is seen in today’s
world is the attention of researchers to this new research
topic and the expansion of its application in areas such as
text exploration, e-learning, medicine, and clickstream
analysis [8, 18]. Also, reviewing articles in this field includes
two main points: (1) many of the previously proposed
techniques are based on the efficient, common, and popular
Apriori algorithm and its numerous versions. (2) In many
previous studies, the problem of temporal and spatial
complexity of the basic Apriori algorithm has been men-
tioned as a challenging problem due to the high volume of
computations in the section of repetitive patterns and items
mining that show that more extensive studies are needed to
improve this challenge [8, 19]. ,is algorithm is in the
category of exponential algorithms in terms of temporal and
spatial complexity due to frequent visits from the database
and producing multiple sets of repetitive and candidate
items. Also, there is the application of optimization in other
subjects such as healthcare [20]. In this research, a paral-
lelization-based approach is proposed to improve the per-
formance of the Apriori algorithm in repetitive mining
patterns on network topologies. ,e proposed approach
includes two main features: (1) combining centrality criteria
of the node and the Apriori algorithm to identify repetitive
patterns and (2) using the mapping/reduction method to
create parallel processing and achieve optimal values in the
shortest time.

In this research, several primary goals in the field of
mining association rules and repetitive items in the appli-
cation domain are pursued, which are briefly listed as
follows:

(i) Investigating the possibility of parallelism of the
Apriori algorithm

(ii) A balanced distribution of mining operations and
data used on processors

(iii) Reducing the volume of data exchanges
(iv) Finding the most appropriate network topology to

apply the basic algorithm in terms of speed of
mining operations

,e innovative aspects of this research, while consid-
ering the shortcomings of previous research, are listed as
follows:

(i) Reducing the temporal and spatial complexities of
the Apriori algorithm

(ii) Improving the efficiency of the association rules
mining process and find repetitive patterns

(iii) Comparing the performance of the proposed ap-
proach on different network topologies with
existing methods

2. Previous Research Studies

Association rules mining is an essential and applied task of
data mining in discovering the knowledge latent in big data
and transactional databases in different application areas [21].
Discovering the latent associations between different items
can help understand customer behavior [19, 22]. For example,
a retail store manager can use the knowledge gained from
interdependencies between transactions for strategic mar-
keting decisions, such as simultaneous production of products
or putting them on shelves. Varmaghani et al. have studied a
model for optimizing energy consumption in WSN based on
cloud computing and fuzzy logicMCADM [23]. Sui et al. have
investigated the use of coded data to assess multi-sensor status
over loss networks [24]. Using acoustic sensors, researchers
investigated an indirect eavesdropping assault on keys on a
touch panel [25]. Kong et al. have analyzed persistent
identification for home automation using wifi through fin-
gertip gesture interactions [26]. Based on novel model
clustering, Ahmadi et al. have developed a new hybrid strategy
for selecting users in federated learning [27]. ,e activity of
association rules mining is performed in two main stages:
discovering a set of frequent items and creating association
rules. Also, the literature shows that exploring a set of fre-
quent items is considered the essential action in association
rules mining because this action is time-consuming [8].
Hence, this part of the association rules mining process
requires efficient techniques to improve performance and
reduce computational time. It can be said that the essential
action in association rules mining is discovering a set of
repetitive items. In other words, mining a collection of re-
dundant items is a type of data analysis that has an essential
role in mining events, patterns, and sets of repetitive items in
the data. Zhao has investigated a feasible and intelligent web
analytics technique for fog-based smart grids that preserves
anonymity [28]. Han et al. have studied a geographical
crowdsourced distance calculation that keeps location privacy
[29]. Although the topic of repetitive items mining was
initially provided for customer data analysis, the literature
shows that repetitive items mining can be used as a general
task of data mining in many different fields of application and
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science, especially network topologies and distribution en-
vironments [18]. Ni et al. have proposed a novel hybrid model
of cobweb-based redundant TSV for evaluating the clustered
faults [30]. Che and Wang have investigated a multiplex
neurodynamic method to blended optimization on two
timescales [31]. Jiang and Li have examined a method for
canceling off spectrum noise in an intelligent co-site inter-
leaving device [32]. Wu et al. (2021) have researched the
accuracy of data labels to predict security bug reports using a
test case [33]. On the other hand, with the increasing growth
of data and technology to collect them, the need for rapid
access to latent knowledge, andmeaningful and valuable rules
among data, we face challenges such as slow processing speed
and the time-consuming mining process [19]. So far, many
studies have been conducted in the field of association rules
mining and latent relationships among transactional data-
bases, many of which have focused on using the standard
Apriori algorithm in their ideas as an efficient base technique
[3–8, 18].,e Apriori algorithm is a surface search algorithm,
which goes to the next step, k+1, at the end of the mining in
step k-th. ,is operation is repeated until the final condition
or conditions are fulfilled. In step k-th, a set of k items will be
generated. After calculating the backup value for each item
and comparing it with the minsup value, k frequent patterns
are detected. In the next step, the algorithm generates a set of
items candidate k+1 that can potentially be repeated with the
help of k systematic way. In the same way, due to the minsup
value, some will be deleted, and a set of frequent items k+ 1
will be formed. ,is process continues until the last set of
frequent items is found [34]. Zheng et al. have analyzed
comparative research of class equalization techniques for
categorizing cyber bug reports [35]. Dong et al. have
researched the sense of transferability produced by infor-
mation aggregating for unsupervised feature adaption [36].
Artin et al. have analyzed a novel approach for the prediction
of traffic based on machine learning methods [37]. Zhong
et al. have explored a way to adapt open set domains that
bridge the limits and deep techniques [38]. He et al. have
investigated multi-branch deep convolution learning for
grouping and directional antennas in user-centric networks
[39]. Zhao et al. have examined a unique approach for delayed
complex adaptive networks that use nonfragile sampling
information exponential synchronizing [40]. Luo et al. have
investigated fuzzy system stabilization analysis using a
switched selected sample management [41]. Zhang et al. have
analyzed a complementary-label source domain: theory and
algorithms [42]. Studies in this field show two significant
challenges in generating large items and multiple database
transitions in the basic Apriori algorithm. A review of articles
in this field shows that, to resolve these two challenges, several
ideas have been proposed to improve the basic Apriori al-
gorithm, many of which, while maintaining the overall
structure, have added techniques to increase efficiency
[19, 21, 43, 44]. ,is section has tried to cover some ideas
proposed in previous studies regarding association rules
mining and frequent patterns mining in different applied
areas, especially network topologies and distributed envi-
ronments. In addition, the authors of [44] have developed a
model for evaluating emissions of Nox, as well as the

efficiency of an engine’s supply. ,ey also, like the authors of
the study [9], believe that FPM algorithms can be classified
into three general classes: join-based, tree-based, and pattern
growth, as shown in Figure 1.

Join-based algorithms use a bottom-up approach to
identify duplicate item sets. ,en, it extends them to larger sets
until those sets appear above the minimum user-defined
threshold value in the database. On the other hand, tree-based
algorithms use countable set concepts to generate duplicate
items by building a dictionary tree. In this way, it is possible to
extract items through various first-depth or first-level methods.
Depending on the identified duplicate patterns, the third class
of algorithms implements the split and dominancemethods for
project database partitioning and extends them to more
comprehensive databases. In [45], the authors of the article
determined a good buying pattern from previous customers’
shopping history in order to help retail business owners; a
systematic research method based on mining association rules
placed in mining Apriori based on mapping/reduction and
smart cloud architecture on Hadoop is called MR-Apriori.
,ey believe that the proposed system sufficiently provides all
the significant and anticipated needs of modern extensive data
processing systems such as scalability, fault tolerance, minor
breakdown support, etc. Finally, the authors stated that their
study experimentally examined the effect of the proposed MR-
Apriori algorithm with speed, size, and scale evaluation pa-
rameters [46].

An experimental comparison between Apriori and FP-
growth algorithms has been performed to identify the sequence
of repetitive item sets in web application data [47]. For this
purpose, the article’s authors have focused on the data
structure, implementation, and algorithmic features, which also
occur in the extraction of duplicate item sets.,ey also pointed
out that in their analysis, to better understand the evaluation
results, a comparison was performed between some features
such as memory size, data input, prefetching, scalability, and
processing efficiency, which have obtained acceptable results
for the Apriori algorithm. In [48], the authors proposed im-
proved versions of the Apriori algorithm based on the map-
ping-reduction.,ey have also optimized themultistage phases
of these versions by jumping from the pruning step if needed
and then have presentedmore efficient algorithms called VFPC
and Optimized-ETDPC. ,e authors stated that the cost of
counting additional un-pruned candidates produced due to
neglected pruning is less significant than the reduction in
computational cost due to this. ,e authors in [49] proposed a
new algorithm called Index-BitTableFI to mine a set of du-
plicate items.,is algorithm has three main features, which are
summarized below. On the one hand, it is possible to avoid
additional operations at the intersection of miniature sets and
check the frequency. From one side, it has been proven that a
set of duplicate items, including the representative item and the
identical support with the representative item, can be identified
directly by connecting the representative item to all item
combinations in its sublist. In this way, the processing cost of
this type of item is reduced, and the efficiency is also improved.

Huang et al. [50] proposed an optimized algorithm using a
bit set matrix that scans the database twice to create a bit set
matrix. In this way, invalid and duplicate cases are not
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investigated. ,is lack of scanning of the entire database re-
duces the scanning range and thus the algorithm’s execution
time. ,e authors believe that bit operations in their algorithm
have played an influential role in increasing the detection speed
of subsets. In [51], the authors proposed a new algorithm
exploring iterative patterns to improve the performance of
related basic algorithms and reduce temporal complexity.,eir
proposed algorithm converts the input database into a binary
matrix with a single scan. In the next step, we have performed
merge and AND operations to achieve the set of candidate
items. Raj et al. [52] proposed an efficient scheme called
EAFIM, which includes two new methods to improve repet-
itive mining patterns’ efficiency and extract association rules in
distributed networks with macro data. ,e main difference
between the basic Apriori algorithm and the scheme of these
authors is that in their proposed design, instead of user input
data per iteration, they use an updated dataset that lacks invalid
items and transactions. ,e distributed nature of networking
and distributed computing environments, such as edge com-
puting paradigm, introduces a shift in security schemes.
Ramtin et al. have conducted research on the underlying
scaling rules governing covert DDoS assaults and used the
expectation-maximization algorithm to fit the traffic data of
thousands of edge-routers to a Gaussian mixture model. ,en,

they evaluated the theoretical result that the amount of attack
traffic that can be generated by a covert DDoS attacker scales
according to the square root of the number of infected edge
devices [53]. Subsequently, Reza Ramtin et al. [54] showed that
when data is normally distributed and the anomaly is small
enough in accordance with the square root law, even the most
powerful multiple-feature classifier cannot detect the anomaly
with high accuracy. In these situations, association rule mining
probably helps us to discover a set of rules in the data to
promote feature selection and reduce the amount of damage.
Applying the basic Apriori algorithm to find meaningful and
valuable connections between items in the big data, especially
transactional databases, is a complicated process that requires
super systems, where access to them can be another challenge.
Ni et al. have developed a novel TDMA-based fault detection
technique for TSVs in three-dimensional integrated circuits
with honeycomb structure [55]. Dong et al. have investigated
the effect of learning aggregating on the perception of gen-
eralisability for unsupervised feature adapting [56]. ,erefore,
in this research, the performance of the basic Apriori algorithm
is improved by applying similar mining techniques, distrib-
uting data on different processors in the distributed network,
and applying the Apriori algorithm in parallel and simulta-
neously. ,e improvement achieved can reduce the speed of
computations and derivation of association rules and be a
practical step towards reducing this algorithm’s temporal and
spatial complexity. ,e parallelization of the Apriori algorithm
on the main network topologies is the most critical innovation
aspect of the current research. A review of the literature shows
that, due to the importance of accelerating the process of
association rules mining and increasing the speed of access to
this helpful knowledge, a lack of fast efficient methods is also
visible whilemaintaining the efficiency of the results.,erefore,
the lack of such an efficient approach in the existing literature
provided an incentive to conduct current research in this area,
proposing an efficient approach to reduce time complexity and
increase implementation speed.

3. Proposed Method Based on Parallelization

So far, many studies have been conducted in the field of
association rules mining and identifying a set of duplicate
items based on multiple versions of the Apriori algorithm in
different application areas [6–8, 18, 19]. However, most
previous studies have observed the complexity of the Apriori
algorithm’s time, space, and high runtime as a shortcoming.
On the other hand, in today’s world, due to the widespread
need of business managers and customers for quick access to
meaningful rules latent in the big data and relationships in
transactions, the rapid extraction of useful information is
quite evident as an essential need. ,erefore, to solve the
challenge above, in this part of the research, an approach
based on parallelization and mapping/reduction method is
proposed to improve the Apriori algorithm.

,e proposed approach has used the mapping/reduction
method to increase the speed of computing the parameters by
providing the possibility of parallel processing and computing
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Figure 1: Classification of mining algorithms of repetitive patterns
[9].
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the optimal values in the shortest time.,e structural model of
the proposed method is shown in Figure 2.

,e Apriori algorithm is one of the most popular and
widely used data mining algorithms that examine a set of
many items using candidate generation. ,erefore, creating
association rules and discovering a set of duplicate items in a
big dataset will be time-consuming. On the other hand,
traditional data mining techniques and tools such as this
algorithm are efficient in data analysis but not scalable and
efficient in extensive data management. It can be an in-
centive to use parallel processing in conventional comput-
ing. ,erefore, redesigning traditional data mining
algorithms based on a mapping/reduction framework seems
necessary for analyzing macro datasets. According to the
issues raised, performing this article was formed.

3.1. Research Hypotheses. In this part of the article, the
current research hypotheses are stated. For this purpose, the
hypotheses of research to accelerate the study process of
current research are briefly described:

(i) In problem-solving, it is always assumed that the
transactions used in the problem are stored within a
transaction database.

It is assumed that the transaction database is not updated
in providing standard solutions to problems:

(i) In the case of updating the transaction database, this
update will not change the discovered duplicate
patterns

(ii) ,e same data is provided to the processors for
parallelization

(iii) Network topologies will use the same data

3.2. Components of the Proposed Method. As shown in Fig-
ure 2, the structural model of the proposedmethod consists of
three main components, each of which is described below.

3.2.1. Problem Modeling and Parameters Determination.
Parallelization is an architectural pattern based on a network of
customers and receives services from provider devices. ,ese
devices have the computing and storage capacity to assign
cloud computing data and items to each customer. ,erefore,
data and service management policies are needed to decide the
place and time of placing services and data. ,e problem of
placing services is significant in the field of services.

,e required parameters are defined in the following.

(i) Average execution time: the average execution time
shows the two methods mapping and reduces, which
is calculated through the following equation:

average execution time �


nm
i�1etm(i)

nm
+


nr
i�1etr(i)

nr
. (1)

(ii) Based on this equation, etm is the time taken for
execution in the mapping method, etr is the runtime
in the reduction method, nm is the number of
operations in the mapping mode, and nr is the
number of operations in the reduce mode. In this
study, these two values are the same because the
operations are assigned to mapping and reduction
methods.

(iii) Makespan: it is the time required to process all tasks.
,e assignment of tasks to neural network nodes
should be such that this value is as low as possible
for all tasks.

(iv) Machine computing cost: this value is indicative of
the cost of using the CPU in dollars, which can be
calculated by the following equation:

VMcomputing cost � 
nvm

i�1
etm (i) + 

nvm

j�1
etr (j)⎛⎝ ⎞⎠ × VMCost perUnit Time, (2)

part 1 
• Problem modeling and parameter determination

part 2 
• Fitness function optimization

part 3 • Mapping and reduction method

Figure 2: Structural model of the proposed method.
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where VM cost represents the cost paid to use one
unit of CPU time per second. Here, etm is the
mapping method’s processing time, and etr is the
processing time in the reduction method.

(v) Fitness function optimization: it is referred to as
fitness function optimization process. For this pur-
pose, the three parameters specified in the previous

step must be minimized to optimize the final output
of the fitness function.,e optimal fitness function is
formulated according to the following equation:

fitness � w1∗ average execution time + w2∗makespan + w3∗Vmcost (3)

Based on this equation, w1, w2, and w3 represent the
proportion coefficients, which are used to sum these three
parameters with different unit values. In this relation, the
sum of three w is equal to one.

3.2.2. Map and Reduction Method. Developing a distributed
program without a mapping/reduction framework poses
challenges for us, each of which is listed in the following
[48, 49]:

(i) Reliability: this is due to the management of dis-
tributed systems in a situation where the connection
of each of the nodes working on the part of the data
is disrupted.

(ii) Distributed load balancing on nodes: how can the
data divide into smaller parts so that each machine
receives an equal part of the data and the nodes do
not suffer underloaded or overloaded.

(iii) Problems in one of the machines: if any of the
machines have problems producing output, the final
calculation of the result will not be possible.
,erefore, there must be a mechanism to ensure the
system’s fault tolerance.

(iv) Summary of results: the need for a mechanism to
aggregate the results created by each machine to
produce the final output.

Mapping/reduction is a method that can be used as an
effective solution to manage the challenges raised. ,e
mapping/reduction method is a parallel programming ap-
proach for processing data on clusters that includes two
main phases: map and reduction [48].

,e mapping phase receives the master node input,
breaks it into smaller parts, and divides it among the worker
nodes. Ninety workers may repeat this step, creating a tree
structure.

In the reduction phase, the master node receives the
answers to the scaled-down parts and combines them to
form the desired output. To implement the two defined
phases, we need mapping and reduction functions. ,is
method is a simple programming model used to solve
large-scale computational problems in a distributed
manner and provides a secure and scalable platform for
the development of distributive applications. Each solu-
tion is entered in the information mapping and matrix

section in this research. In the section on reducing the
fitness function value, each solution is calculated in
parallel to reduce the processing time. ,e motivation for
choosing this calculation strategy seems logical because
the most significant computational volume in this algo-
rithm is performed in calculating the fitness function.
Implementing distributed processing and reduction op-
erations is the most important advantage of using the
mapping/reduction method. Providing the possibility of
parallel processing and independent implementation of
each mapping operation highlights the impact of this
method in the operation of mining association rules and
improving the efficiency of basic techniques.

3.3. Parallel Architecture. Parallel mining is one of the
practical and precise techniques in modern science that has
been widely used in real-world problems today to improve
the performance of classical algorithms for discovering as-
sociation rules [57–60]. ,e methodology of parallel mining
of big data is based on the assumption that several processors
work in parallel in the computing environment. ,e main
idea of this methodology is to divide the mining tasks into
several subtasks so that each subtask can be processed si-
multaneously on different processors. Since several pro-
cessors create association rules simultaneously, the
computation speed is higher than classical methods [59].

A review of articles in this field shows that in recent years
a wide range of different sciences has focused on the use of
parallel algorithms in order to improve the performance of
traditional techniques [61]. Implementation of large com-
putational operations through parallel algorithms is much
faster than performing them with sequential algorithms due
to the performance of modern processors. Producing a
computer with a high-speed processor is much more
complicated than producing a computer with a lot of slower
processors with the same throughput. However, there are
certain theoretical limitations to the speed of parallel al-
gorithms. Part of any parallel algorithm is consecutive, so
every parallel algorithm has a saturation point. After that
saturation point, adding more processors increases the
throughput and only increases costs and losses. ,e cost and
complexity of parallel algorithms are estimated based on
memory and time consumed (number of CPU cycles).

Parallel algorithms must also be optimized for com-
munication between different processors. Parallel algo-
rithms communicate with processors in two ways, shared
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memory and message exchange. Shared memory processing
requires an additional lock for information, thus imposing
the cost of bus cycles and additional processors, which also
causes parts of the algorithm to become non-parallel.
Processing through message transmission uses channels and
message boxes. However, this type of communication in-
creases the cost of bus transit, additional memory for queues
and message boxes, and delays messages. Multiprocessor
designs use specific bus bars to reduce transaction costs.
However, it is the processor that determines the volume of
traffic. Another problem with parallel algorithms is ensuring
their proper balance.

4. Evaluating the Proposed Method

In this section, experiments are designed to evaluate the
effectiveness of the proposed approach compared to other
related tasks, and the evaluation results are reported. For this
purpose, this section is organized into three different
subsections.

4.1. Dataset. To evaluate the proposed algorithm, experi-
ments were performed on tasks of different sizes as shown in
Table 1, which shows the length task value of each machine.

In addition to the length task values, other values must
be specified for the machines as the simulator input so that
the simulator is applicable. ,ese values are presented in
Table 2. In this research work, the pharmaceutical database
of the Social Security Organization has been selected as a
case study. In this database, the number and price of drugs
used are based on the type of insurance and patient referral,

patient gender, and specialty of the prescribing physician.
,ey are used to determine the dosage of a particular drug to
be used in a given season.

4.2. Performance Evaluation Criteria. ,is research uses
three criteria to evaluate the proposed algorithm [57–59]:

(1) Delay in data transmission: this number indicates the
time required to transmit information from source
to destination

(2) Energy consumption: this value indicates the energy
consumption in the data center for the tasks assigned
to the machines

(3) Data center transmission: this criterion indicates the
system’s number of data center transmissions

4.3. TestMethod. ,is article uses 10–30 machines to test the
proposed method in a MATLAB simulator environment.
For this purpose, each of the primary and proposed algo-
rithms with this number of machines has been tested four
times in a row. In this research, MATLAB software has been
used to simulate the system. With this software, the grid
environment can be defined in matrices, and the relation-
ships between tasks and resources can be well modeled. In
this research, MATLAB 2017b has been used for pro-
gramming. We present the hardware specifications for the
used system in tests (see Table 3).

4.4. Experimental Results. ,is section will evaluate the
proposed method, which is proposed to improve the basic
Apriori algorithm using the parallelization technique on
network topologies. In our study, the desired system is
considered a data center with N heterogeneous physical
nodes. Also, each node I has processor size characteristics
specified by MIPS (processing power), memory capacity,
and network bandwidth. ,e data center is dedicated to m
machines with these three characteristics. As mentioned
earlier, the number of machines varies from 10 to 30 in our
evaluation. Also, each of the algorithms with this variable
number of machines has been executed four times in a row.
,e evaluation results have been reported for each imple-
mentation of the algorithms.

4.4.1. Evaluating Energy Consumption and the Number of
Data Center Transmissions

(1) For TenMachines. In this part, a comparison is performed
between the standard Apriori algorithm and the proposed
algorithm in terms of energy consumption. ,e evaluation
results for four algorithm runs are shown in Figure 3.

Table 1: Length task values of each of the tasks.

Task id Length task
1 2,160,657
2 1,835,957
3 1,819,923
4 1,747,767
5 1,599,447
6 1,583,413
7 1,607,465
8 1,427,076
9 1,463,154
10 1,447,119
11 1,527,292
12 1,503,240
13 1,495,223
14 1,362,938
15 1,370,955
16 1,378,972
17 1,471,171
18 1,431,084
19 1,439,102
20 1,419,059
21 1,403,024
22 1,407,033
23 1,407,033
24 1,423,067
25 1,419,059

Table 2: Specifications of other data center parameters.

Parameters Value
Length (MIPS) 1,362,938–2,160,657
Input size (bytes) 291,738
Output size (bytes) 5,662,310
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As shown in Figure 3, the evaluation results show that, in
four different implementations, the energy consumption of
the proposed method is lower than the primary method.,e
data center transmission rate is calculated for the proposed

method in another test. ,e base method results comparison
is shown in Figure 4. As in the previous test, the results of
four different implementations of the tested algorithms have
been reported in this test.

,e evaluation results in Figure 4 show that the proposed
method has a better performance in terms of data trans-
mission rate in the four tests compared to the basic algorithm.

(2) For Twenty Machines. In this part, the amount of energy
consumption and the data transmission rate for the pro-
posed method and the basic algorithm on twenty machines
are calculated in four experiments. We present comparison
results in Figures 5 and 6, respectively.

As seen in Figures 5 and 6, the evaluation results of the
proposed method show that our proposed method has
provided better performance and output in terms of energy
consumption and data center transmission rate for twenty
machines.

Table 3: Hardware specifications of the system used in the tests.

Section Capacity
RAM 16 GIGA BYTE DDR4
CPU Intel ci7 16 core 12-megabyte cache
HDD 1 TRA BYTE

1 2 3 4

standard Apriori algorithm 0.86 0.88 0.85 0.86
proposed algorithm 0.58 0.61 0.6 0.59
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Figure 3: Comparing energy consumption in four experiments.
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(3) For 2irty Machines. In this part, the efficiency of the
proposed method and the basic algorithm are investigated in
terms of energy consumption and the number of data center
transmissions by changing the number of machines from
twenty to thirty. ,e evaluation result of this test is depicted
in Figures 7 and 8.

As a general conclusion from the test performed above, it
can be said that our proposed method performed better than
the fundamental Apriori algorithm. Also, as can be seen in
the results of this evaluation, increasing the number of
machines has not had a negative impact on the efficiency of
our proposed method. In other words, with the increasing
number of machines, energy consumption has decreased,
proving the superiority of the proposedmethod compared to
the standard Apriori algorithm. It should be noted that in all
tests the amount of energy consumption is calculated in
terms of kw/h.

4.4.2. Evaluating Delay Rate in Data Transmission. In this
part of the research, the proposed method and the basic
Apriori algorithm are compared in terms of delay rate. For
this purpose, the comparison results for the four experi-
ments are shown in Figure 9. ,e objective function is
considered the delay rate, so the lower the delay, the better
the method.

,e results of this experiment in Figure 9 show that the
proposed method was superior in all four experiments and
had a less objective function. As a general conclusion, it can
be said that the evaluation of different experiments showed
the superiority of the proposed method in different aspects
of energy consumption, data center transmission rate, and

delay. Also, the proposed algorithm has performed better
than the base algorithm due to the use of a more extensive
search space and more operators to find the optimal answer.

4.4.3. Runtime. In this experiment, the runtime of the
proposed method and the basic algorithm is calculated in
four different modes, and the comparison results are shown
in Figure 10.

As shown in the results of Figure 10, the minimum
runtime is provided by the proposed method, and this al-
gorithm can create association rules in less time than the
basic Apriori algorithm. ,erefore, it can be concluded that
the strategy of parallelization of the process of data analysis
and mining of the association rules has achieved significant
success.

4.4.4. Network Lifetime. In this part of the article, another
experiment is designed, based on which the network’s
lifetime is evaluated. For this purpose, the network lifetime
for the basic algorithm and the proposed method is cal-
culated by changing the number of machines in the network.
,e results are reported in Table 4.

As shown in the results of Table 4, the network lifetime in
the proposed method is longer than the standard method.
On the other hand, the results of this table show that, with
increasing the number of machines, the network’s lifetime
has also increased. ,is increase is higher than the base
method in similar conditions. For example, when the
number of machines reaches 30, the network lifetime is more
significant than the standard method.
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Figure 8: Comparison of data center transmission rate in four experiments for thirty machines.

0.5

0.6

0.7

0.8

0.9

1 2 3 4

En
er

gy
 co

ns
um

pt
io

n

Runnig Number

standard Apriori algorithm
proposed algorithm

Figure 7: Comparison of the amount of energy consumption in four experiments for thirty machines.

Wireless Communications and Mobile Computing 9



4.4.5. Evaluating the Effect of NS Parameter on the Perfor-
mance of the Proposed Algorithm. To evaluate the effect of
the NS parameter on the performance of the proposed al-
gorithm, our proposed algorithm is implemented for different

NS values on different datasets. Figures 11–14 compare the
central execution time with two different NS parameters.

In the case of experiments on real datasets, the NS
parameter is an important variable to consider the best
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Table 4: Results of network lifetime evaluation by changing the number of machines.

Standard Apriori algorithm Proposed algorithm ,e number of machines
401 456 10
471 519 20
528 629 30

0

100

200

300

400

500

600

Ru
n-

Ti
m

e (
Se

c)

0.49973 0.41154 0.3645 0.33511 0.30571 0.29513
Minimum support threshold

Base algorithm
Our method NS = 2
Our method NS = 5

Figure 11: Comparison of runtime with different minimum support (dataset accident).

10 Wireless Communications and Mobile Computing



performance. ,e NS parameter has a uniform effect on
different control values in a specific dataset. For example, for
minimum support, the best result for a crash dataset is
NS� 5. A simple heuristic, which we used to determine the
best value for Apriori, was used to execute the algorithm at
large support values. Hence, our proposed method is ef-
fective because minimal large amounts of support require
less runtime. In addition, the NS parameter is an essential
factor in the execution time of the algorithm but also has a
significant effect on the amount of memory usage. Figures 15
and 16 show the amount of memory required by the pro-
posed algorithm for different NS parameters in different
datasets.

By comparing these figures, it can be seen that the be-
havior of the NS parameter on the dataset at runtime and
memory usage is almost the same. ,erefore, reducing
memory usage in the algorithm means reducing the number
of tried nodes and thus reducing the processing time re-
quired to find frequent item set.,erefore, it can be said that,

0

500

1000

1500

2000

2500

0.14771 0.11078 0.04924 0.02954 0.02462
Minimum support threshold

Ru
n-

Ti
m

e (
Se

c)

Base algorithm
Our method NS = 3
Our method NS = 7

Figure 12: Comparison of runtime with different minimum
support (dataset mushrooms).

NS=0 NS=1 NS=2 NS=3 NS=4 NS=5 NS=6 NS=7
0

100

300

400

500

600

200

Minimum support threshold

Ru
n-

Ti
m

e (
Se

c)

Min Supp = 0.49973
Min Supp = 0.36450
Min Supp = 0.29513

Figure 13: Effect of NS parameter at runtime (dataset accident, our
method).

0

100

200

300

400

500

600

700

NS=0 NS=1 NS=2 NS=3 NS=4 NS=5 NS=6 NS=7

Ru
n-

Ti
m

e (
Se

c)

Min Supp = 0.69322

Min Supp = 0.71361
Min Supp = 0.71361

Figure 14: Effect of NS parameter at runtime (dataset pumsb, our
method).

NS=0 NS=1 NS=2 NS=3 NS=4 NS=5 NS=6 NS=7
0

5,000

10,000

15,000

20,000

25,000

30,000

M
em

or
y 

U
sa

ge
 (K

B)

dataset accident

Min Supp = 0.36450
Min Supp = 0.29513

Min Supp = 0.49973

Figure 15: Effect of NS parameter on memory usage.

NS=0 NS=1 NS=2 NS=3 NS=4 NS=5 NS=6 NS=7
0

10,000

20,000

30,000

40,000

50,000

60,000

70,000

dataset pumsb

M
em

or
y 

U
sa

ge
 (K

B)

Min Supp = 0.74419
Min Supp = 0.71361
Min Supp = 0.69322

Figure 16: Effect of NS parameter on memory usage.

Wireless Communications and Mobile Computing 11



by reducing the memory usage in any NS parameter, exe-
cution time may be reduced.

5. Conclusions and Future Work

Despite the large databases and valuable information scat-
tered in today’s world, the speed of data processing, ex-
traction of association rules, and mining repetitive patterns
in them by basic algorithms such as Apriori and different
versions of this algorithm is growing. ,erefore, reducing
the data processing time and speeding up the imple-
mentation of the Apriori-based algorithm to mining re-
petitive patterns can be considered a challenging problem.
Accordingly, the information and matrix of each solution
are entered into the mapping section. ,en, the value of the
fitness function of each solution is calculated in parallel in
the reduction section to reduce processing time. ,e reason
for performing this parallel processing in the reduction
section is to conduct the maximum computational volume
of the algorithm when computing the fit function. To
evaluate the efficiency of the proposed approach, experi-
ments have been designed and performed that compare our
proposed approach with other existing tasks based on the
criteria of energy consumption, network lifetime, execution
time, and computational complexity. ,e results of various
experiments show the superiority of the efficiency of the
proposed algorithm to reduce runtime, energy consump-
tion, and data center transmission by our proposed algo-
rithm. A review of articles in this field shows that many
algorithms based on the mapping/reduction framework
implement only the production phase of duplicate items in
parallel. ,erefore, the parallelization of the production
process of association rules based on the mapping/reduction
framework can be evaluated as a challenging problem in
future research. ,e following are examples of possible
research that could be explored in the future:

(i) Applying fuzzy logic to improve the fundamental
Apriori algorithm

(ii) Combining optimization algorithms based on col-
lective intelligence and Apriori basic algorithm to
improve the performance of traditional algorithms
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Encoder-Decoder network is usually applied to image caption to automatically generate descriptive text for a picture. Web user
interface (Web UI) is a special type of image and is usually described by HTML (hypertext marked language). Consequently, it
becomes possible to use the encoder-decoder network to generate the corresponding code from a screenshot of Web UI.(e basic
structure of the decoder is RNN, LSTM, GRU, or other recurrent neural networks. However, this kind of decoder needs a long
training time, so it increases the time complexity of training and prediction.(eHTML language is a typically structured language
to describe the Web UI, but it is hard to express the timing characteristics of the word sequence and the complex context. To
resolve these problems efficiently, a rapid combined model RCM (rapid combined model) is designed in this paper. (e basic
structure of the RCM is an encoder-decoder network. (e word embedding matrix and visual model are included in the encoder.
(e word embedding matrix uses fully connected units. Compared with LSTM, the accuracy of the word embedding matrix is
basically unchanged, but the training and prediction speed have been significantly improved. In the visual model, the pretrained
InceptionV3 network is used to generate the image vector, which not only improves the quality of the recognition of the Web UI
interface image but also reduces the training time of the RCM significantly. In the decoder, the word embedding vector and the
image vector are integrated together and input into the prediction model for word prediction.

1. Introduction

It is rather time-consuming for web application front-end
developers to build a Web UI in HTML and CSS (cascading
style sheets) language. It would save more human resources
if this process is partially automated.

Scholars have made a lot of efforts to automatically
generate program code. For instance, Gaunt et al. [1] studied
machine learning formulations of inductive program syn-
thesis and proposed a TerpreT model composed of a
specification of a program representation and an interpreter
that described how programs mapped inputs to outputs.
Kalyan et al. [2] introduced a kind of hybrid synthesis
technique, the neural guided deductive search, which
combines the best of both symbolic logic techniques and
statistical models. Bunel et al. [3] presented an adaptive
neural-compilation framework to address the problem of
efficient program learning by considering correctness only
on a target input distribution. Balog et al. [4] proposed

DeepCoder, which combined traditional search techniques
and used statistical prediction to generate computer code
sequences. Solar-Lezama et al. [5] described the sketching
approach to program synthesis, which left the low-level
details of the implementation to an automated synthesis
procedure. Ellis et al. [6] introduced a well-trained model
which can convert hand drawings into a sequence of codes.
Riedel et al. [7] presented a differentiable interpreter for the
programming language Forth and made programmers can
write program sketches with slots that can be filled with
learnable behavior.

(e encoder-decoder network encodes the input into a
latent vector firstly and then converts it into the target
output, so it is widely applied to the machine translation
[8, 9]. When the input sentences in machine translation are
taken place by the images, the network would be able to
translate these images to sentences [10–12]. Considering
encoder-decoder network has made great progress in au-
tomatically describing image content [13, 14], scholars have
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begun to try to link computer vision with programming
languages. Wu et al. [15] proposed a new model which can
interpret objects in certain scenes. A recent example is
pix2code [16], which combines CNN and LSTM to encode
the input image and the original code sequence, and then
uses LSTM to decode the code. Zhu et al. [17] introduced the
attention mechanism to the process of input image feature
extraction, and then the extracted block feature information
guides the LSTM network in the decoder to generate the
code sequence. But the overall structure of this model is still
the encoder-decoder network, which is similar to the
pix2code model, that is, the code sequence features and
image features are used as input, and the LSTM network is
used to predict the code sequence. However, an obvious
shortcoming of this type of network is that the time com-
plexity of the model is large, which is mainly due to the fact
that themodel is entirely composed of CNN and LSTM units
[16, 17].

To resolve these problems, a fast end-to-end model is
introduced to generate Web UI code. (e model can not
only learn the word embedding matrix of Web UI code but
also automatically generate code sequences based onWebUI
images. Experimental results show that the model has higher
generation accuracy on the public Web UI data set, and can
also improve the training speed.

(is paper is divided into four parts. First, the research
background and the latest progress of automatic code
generation are introduced, and the advantages and disad-
vantages of common models are analyzed, which further
leads to the RCM model proposed in this paper. (e second
part introduces the overall structure of RCM generated by
the web user interface (Web UI) and then discusses the word
embedding matrix model, visual model, and prediction
model in detail. (e third part introduces the training ex-
periment of the RCM model and tests the RCM model from
two aspects of single word prediction and whole code
generation. (e fourth part is the conclusion of the whole
thesis and the prospect of future work.

2. Design of RCM

(is section will introduce the RCM model, and the ex-
perimental data will be shown in the next section.

2.1. Structure of RCM. (e overall structure of RCM is still
the encoder-decoder network, but the encoder part is
composed of word embedding matrix and visual model. (e
results of these two parts are superimposed as the output of
the encoder. (e word embedding matrix converts the code
describing theWeb UI into a vector sequence, and the visual
model is responsible for converting the screenshot of the
WebUI into its corresponding high-dimensional vector.(e
decoder part focuses on using the results of the encoder to
predict the next word. (e whole structure of RCM is shown
in Figure 1.

Firstly, the word embedding matrix C is used to convert
the index vector Wi,t of the context word sequence into the
word vector Ei,t (i represents the sample number, t

represents the current moment), and meanwhile, the image
Ii is input into the visual model to obtain the image feature
vector Vi. Secondly, Ei,t and Vi are stitched together to
obtain a feature vectorUi representing sample i. Finally, Ui is
input into the prediction model, and the Softmax network is
used to obtain the index vector of the next word Wordi,t+1.
Before the start of the next time step, Wordi,t+1 would be
added to Wi,t[t − n + 1, t] get a new Wi,t+1. (e calculation
process of RCM is shown in equations (1)–(5).

Ei,t � C Wi,t , (1)

Vi � VisualModel Ii( , (2)

Ui � Ei,t ∪Vi, ∪ is the concatenate operation, (3)

Wordi,t+1 � σ PredictionModel Ui( ( ,

σ is the Softmax function,
(4)

Wi,t+1 � Wi,t[t − n + 1, t]∪Wordi,t+1,

n is the length of the context.
(5)

2.2. Learning of Word Embedding Matrix. Since the word
embedding model can be able to learn the distribution
representation of each word [18], and people can use the
information to calculate the occurrence probability of a
certain sentence, the word embedding technique is com-
monly applied in NLP tasks. In order to obtain the feature
vectors of the word sequence in Web UI code, the word
embedding matrix is used to store the word vector of each
word in Web UI.

(e DSL (domain specified language) is usually used in a
specialized field, which is more restrictive than general
computer languages. After converting the Web UI code
sequence into a DSL word sequence, the number of DSL
words is 19, and the number of tags in H5 is 118. (erefore,
modeling using DSL can better limit the complexity of
modeling and reduce the search space of the model.

(e size of the word embedding vector matrix C is set to
(19, 64). In order to get C, it is necessary to build a DSL
language model for Web UI. Considering that the Web UI
interface usually adopts a nested structure, in order to verify
whether its DSL sequence has obvious dynamic timing
characteristics like natural languages [9], the sequence of
word embedding vectors are processed separately by FC
layer, LSTM layer [19], CNN layer [20], and BiLSTM (bi-
directional LSTM) layer [21], and then the Softmax acti-
vation function is used to predict the next word. (e
structure of the DSL language model for Web UI is shown in
Figure 2.

Firstly, the DSL Context at the t-th moment in the i-th
sample is converted into the index vector Wi,t. Secondly, the
word embedding matrix C is used to convert Wi,t into the
word embedding vector Ei,t. Finally, let Ei,t input FC (full
connect), LSTM (long short-term memory), BiLSTM (Bi-
directional LSTM), and CNN (convolutional neural
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networks) units for separate training and testing. During the
training process, for the word sequences of all samples, the
same word embedding matrix C is shared.

Multiclass cross-entropy is applied to calculate the loss
value of a single sample x , as shown in the following
equation:

loss(x) � − 
M

i�1
yilog fi(x). (6)

In this equation,M is the length of the DSL word list and
x is the input sample. fi(x) is the i-th component in the
prediction result, that is, the probability of the next word is
the i-th word. yi is the true probability that the next word is
the i-th word.

Batch B contains N samples, then the loss function of
batch B is the average of the loss values of all samples in the
batch, as shown in the following equation:

Loss (B) �


N
j�1 loss xj 

N
. (7)

FC, LSTM, BiLSTM, and CNN units are used to sepa-
rately construct language models, which are trained by the
same dataset (the details of the dataset are in “3.

Experiments”). After having been trained for 10 cycles, the
model with the highest accuracy in the verification set is
taken as the best model, and its accuracy on the test set is
then calculated. (e experimental results are shown in
Table 1.

It can be concluded from the experimental results that
the FC layer is relatively stable and is not affected by the size
of the batch.(e accuracy of the verification data and the test
data is relatively stable, basically about 91.6%. (e LSTM
layer is greatly affected by the batch.(e larger the batch, the
lower the accuracy of the LSTM layer. But when the batch
size decreases, although the accuracy rate has increased, the
training time increases exponentially with the batch size
reduction. Especially the BiLSTM layer is about twice the
training time of the ordinary LSTM layer. When the batch
size is 512, the CNN layer has poor accuracy, but when the
number of batches is reduced, the accuracy of the verifi-
cation set and test set has increased.

(e above analysis shows that, although LSTM and
BiLSTM have achieved good results in the field of NLP, they
performed mediocrely when they are applied to the DSL
sequence of the Web UI interface. CNN does not perform as
well as ordinary FC on the DSL sequence of the Web UI
interface. (erefore, it can be judged that the timing
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characteristics of the DSL language describing the Web UI
interface are not obvious. (e LSTM and BiLSTM layers do
not have obvious advantages in the code prediction tasks of
Web UI, and their computation time is several times that of
FC layers.

Consequently, the FC layer is chosen to build a DSL
languagemodel with a training period of 100 and a batch size
of 512. (e loss function uses the cross-entropy function
defined by equations (6) and (7). (e accuracy and loss of
model training are shown in Figure 3.

(e parameters of the DSL language model are 199,251,
the training time is about 8minutes, the minimum loss is
0.19178, and the maximum accuracy rate is 91.824%.

2.3. Design of Visual Model. In recent years, CNN networks
are introduced to extract feature vectors from images, which
can accurately classify images or recognize objects [22, 23].
In the research of image captioning, a common method is
that CNN is used to extract feature vectors from images and
recurrent neural network units are applied to generate image
captions [24–26].

Considering that CNN has achieved amazing achieve-
ments in the field of image recognition [27, 28], the con-
volutional networks are adopted in this visual model in
RCM. In order to improve the training and prediction speed
of the model, the pretrained InceptionV3 model [29] is
adopted as the visual model of RCM, and some adjustments
to the original InceptionV3 model are made to better handle
the DSL prediction tasks.

(e visual model in RCM discards the classification level
of the upper layer of Inception V3, only uses the con-
volutional layer at the bottom to process the image of the
Web UI and adds a global average pooling layer to generate
the corresponding image feature vector Vi , the vector size is
(1,2048). (e final visual model has a total of 21,802,784
parameters, and these parameters can be updated during the
training of the RCM if the computing power allows.
However, under the experimental conditions of this project,
in order to improve the training speed of the entire model, all
parameters of the visual model are locked.

2.4. Design of Prediction Model. (e experimental results in
3.1 show that in the DSL sequence prediction task of theWeb
UI, the FC unit can greatly reduce the training time than the
LSTM unit and the CNN unit on the premise of ensuring
more than 90% accuracy, so the FCB (full connect block) is

designed as a foundation to build a prediction model of
RCM. (e structure of FCB is shown in Figure 4.

(e FCB consists of a fully connected layer, batch
standardization layer 30, and dropout layer [31].(e specific
calculation process is shown in equations (8)–(11). (e
variables and notations are shown in Table 2.

x1 � sigmoid w
T
xin + b , (8)

x2 �
x1 − E x1 

�������
Var x1 

 c + β, (9)

δ � Binomial(p), (10)

xout �
δ ∗x2

1 − p
. (11)

(e prediction model in RCM consists of several FCBs
connected in series, and its structure is shown in Figure 5.

(e feature vector Ui of sample i is composed of the word
embedding vector Ei,t and the image feature vector Vi. (e
prediction model uses Ui as an input to predict the prob-
ability of the next word. (e number of units in the FC layer
of the first 9 FCBs in the prediction model is set to 512, the
FC layer of the last FCB contains 19 units, and the final
Softmax layer is responsible for calculating the prediction
probability of 19 DSL words. (e DSL word corresponding
to the maximum value in the prediction probability is used
as the prediction result.(e training parameters of the entire
prediction model are 4,743,379.

3. Experiments

In order to verify the effect of RCM, the Web UI dataset in
pix2code [16] is utilized to train and test RCM.(e pix2code
data set contains 1750 Web UI instances, each instance
contains a Web UI code sequence and an image. (e format
of the code sequence and the corresponding image is shown
in Figure 6.

Before the start of the experimental process, a total of
167958 samples with a context length of 48 are obtained
from each instance in the pix2code dataset, and all of these
samples contain 19 DSL words. (en, 24,108 samples are
extracted to form the test set, with the rest forming the
training set, within which 20% of the samples are randomly
selected to form the verification set during the training

Table 1: Experimental results of the best models based on different network elements.

Neural network type Batch size Training time (s) Verification set accuracy (%) Test set accuracy (%)
FC 512 54 91.6 91.4
FC 128 62 91.5 91.2
LSTM 512 280 82.2 82.7
LSTM 128 66 91.9 91.6
BiLSTM 512 281 70.6 70.7
BiLSTM 128 634 91.8 91.8
CNN 512 58 86.5 86.6
CNN 128 1038 88.1 88.2
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process. Each sample contains a DSL sequence of length 48
and a predicted word, and an image in PNG format.

3.1. Training. Due to the limited computing power of the
experimental computer, only the word embedding matrix and
the parameters of the prediction model are trained, and the
parameters in the visualmodel do not participate in the training.
During the training process, the batch size is set to 512, the
iteration period is set to 200, the learning rate is set to 0.00001,
the Adam gradient descent algorithm [32] is used to update the
parameters of the model, and equations (6) and (7) are used to
evaluate the model loss. (e accuracy and loss curves of the
model during the training phase are shown in Figure 7.

(e total parameters of RCM are 4,942,630 (parameters
of language model and prediction model), which is about 1/
20 of the total number of pix2code model parameters [16].
(e training runs on the author’s desktop computer
(Ubuntu18, AMD® Ryzen 5 1400 quad-core processor× 8,
GeForce GTX 1660), which takes a total of 29minutes
(language model takes 8minutes, prediction model takes 21
minutes), the highest accuracy rate is 97.685% and the
minimum loss is 0.04805.

3.2. Test for One-Word Prediction and Codes Generation.
Using the trained RCM to make a one-word prediction on
the test set, the accuracy rate is 96.493%, and the loss is
0.08356. As its multiclass microaverage ROC curve is shown
in Figure 8, its AUC value is 0.99984, so the classification
effect of the model is quite ideal.

In order to test the ability of RCM on codes generation,
Web UI images in the test set are input into the RCM to
generate the code sequence (using the greedy search algo-
rithm). Finally, the average error rate is 8.89%. It should be
noted that when the length of the generated sequence does
not match the length of the real sequence, the length dif-
ference is also included in the error count. (e prediction
error rate of RCM is 12.14% which is much lower than that
of pix2code in the Web UI test set [16]. (is experimental
result further proves that RCM also has an advantage in
generating code sequences while significantly improving the
training speed.

A Web UI image in the test set (shown in Figure 9) (the
original Web UI DSL code is shown in Figure 10) is selected
as an input, and the RCM is used to generate a DSL code
sequence (shown in Figure 11). After the DSL code is
converted to HTML code, the resultingWebUI interface can
be viewed through the browser (shown in Figure 12).

According to the model generation results of the above
images, the DSL code sequence and the HTML code se-
quence generated by RCM using Web UI images are quite
accurate, but there are also cases that the colors of some

Table 2: Variables and notations.

Notation Meaning
xin FCB input
w Weight matrix
b Bias matrix
E[x1] Mean of x1
Var[x1] Variance of x1
c Scale parameter
β Shift parameter
p Probability of setting x1 to 0
Binomial Function to generate binomial distribution vector
δ Binomial distribution vector
∗ Element multiplication
xout FCB output
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Figure 3: (a) Accuracy rate and (b) loss curve of the DSL language model training.
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(a)

header {btn–inactive, btn–inactive,
btn–inactive, btn–active}
row {
quadruple {small–title, text, btn–green
}
quadruple {small–title, text, btn–green
}
quadruple {small–title, text, btn–green
}
quadruple {small–title, text, btn–red
}
}
row {
single {small–title, text, btn–orange
}
}
row {
double {small–title, text, btn–orange
}
double {small–title, text, btn–red
}
}

(b)

Figure 6: (a) Images and (b) DSL sequence of the Web UI instance in the pix2code dataset [16].
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Figure 7: (a) (e accuracy curve and (b) loss curve of the RCM.
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Figure 9: Original Web UI image.

header {
btn–inactive , btn–active, btn–inactive, btn–inactive, btn-inactive
}
row {
quadruple {
small-title, text, btn–orange
}
quadruple {
small-title, text, btn–red
}
quadruple {
small-title, text, btn–green
}
quadruple {
small-title, text, btn–orange
}
}
row {
single {
small-title, text, btn–green
}
}

Figure 10: Screenshot of the original DSL code.
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controls are inconsistent. In addition, it should be noted that
the texts for controls such as buttons and DIV layers are not
included in the DSL dictionary, they are randomly generated
by the program.

4. Conclusion

With the continuous development of deep learning and
especially the outstanding performance of CNN networks in
the field of image recognition, it becomes possible to apply
the model of the encoder-decoder structure to convert the
graphical user interface into corresponding code sequences.
Web user interface is usually described by HTML (hypertext
marked language) and the basic structure of the decoder is
RNN, LSTM, GRU, or other recurrent neural networks.
However, this kind of decoder is with long training time, so
it increases the time complexity and space complexity of
training and prediction. (e HTML language is a typically
structured language to describe the Web UI, but it is hard to
express the timing characteristics of the word sequence and
define a complex logical function in HTML language. In

order to solve the above problems, a fast end-to-endmodel is
introduced to generate Web UI code. (e model can not
only learn the word embedding matrix of Web UI code but
also automatically generate code sequences based onWebUI
images.

(ismodel greatly improves the training speed under the
premise of ensuring higher prediction accuracy and a lower
generation error rate. A word embedding matrix is con-
structed to represent each DSL word, which can express the
relationship between DSL words more abundantly than
using one-hot vectors. At the same time, the initialization
process of the word embedding matrix also shows that the
code sequence of the Web UI is more structure-oriented
rather than sequential. (erefore, the RNN, LSTM, BiLSTM
networks commonly used in the NLP field are not used in
the prediction model, but the FC network is adopted to
promote the training speed of the prediction model.

(e visual model is built on the basis of the pretrained
InceptionV3 model, which not only decreases the com-
plexity of the entire model but also greatly reduces the search
space of the parameters. (e prediction model is built with

header{
btn–inactive ,btn–active, btn–inactive,btn–inactive,btn-inactive
}
row {
quadruple {
small-title, text, btn–orange
}
quadruple {
small-title, text, btn–orange
}
quadruple {
small-title, text, btn–green
}
quadruple {
small-title, text, btn–orange
}
}
row {
single {
small-title, text, btn–red
}
}

Figure 11: Screenshot of the DSL code generated by RCM.
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Figure 12: Web UI interface generated by RCM.
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FCB as the basic unit and can use both the context feature
vector and the image feature vector to make predictions. It
ensures not only a relatively high prediction accuracy but
also a low generation error rate. Above all, the training speed
is also greatly improved.

Experimental results show that the model has higher
generation accuracy on the public Web UI data set, and can
also improve the training speed.

In the follow-up work, the real HTML web page code
and its image would be obtained from the Internet with the
help of crawler technology, and the word embedding matrix
in RCM would be redesigned so that it can handle HTML
and CSS codes more effectively.
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Open banking allows banks and financial sectors to easily access the customers’ financial data which is revolutionizing. It also
provides the customers with excellent cloud access to various providers’ wide range of financial services. *e storage of such
sensitive services and data on cloud servers is a double-edged sword. It can ease and support fine-grained access to such services/
data anywhere and anytime, supporting the open banking system. But, on the other hand, data privacy and secrecy are a challenge.
*us, efficient access control should exist for open banking’s services and data to protect cloud-hosted financial sensitive data from
unauthorized customers. *is paper proposes a new access control scheme that employs blockchain for the key-revocation
process. We implement the smart contract’s functions on the Ethereum platform and test the contract’s code on the Kovan Testnet
before deploying it to theMainnet. Although the customer is authenticated to open banking, his key/s can be revoked according to
the status response of the bank branch. *us, his access to financial services and data is denied. We did comprehensive ex-
periments for the revocation status response time, data exchanged until receiving the revocation status, and the time spent
updating the policy. Also, we compared the results of our proposed scheme with two well-known methods—Certificate Rev-
ocation List (CRL) and Online Certificate Status Protocol (OCSP). *e experimental results show that our proposed scheme
(BKR-AC) has a faster response time than Certificate Revocation List (CRL) and Online Certificate Status Protocol (OCSP) in case
of nonrevoked keys/certificates and a slower response time in case of revoked keys to avoid nonrevoking a revoked key. But the
data exchanged is an average for BKR-AC between CRL and OCSP, which is still a tiny amount and accepted.*e security analysis
proved that our scheme is secure against some well-known attacks on open banking systems. In addition, it is also secured against
the chosen-text attack by employing the challenge-response authentication mechanism.

1. Introduction

Nowadays, most of the world and even some superpowers live
in tough economic times. But, at the same time, the thing that
cannot be neglected or ignored in any way is the online
banking and finance sector. In such harsh economic condi-
tions, the banks and financial institutions are under even
greater scrutiny than ever. *e key considerations of the banks
and financial institutions are physical security and access
control. Moreover, the open banking revolution allows banks

and financial institutions to easily exchange the customers’
financial data through Application Programming Interfaces
(APIs). *e main goal behind open banking is to improve the
current infrastructure and introduce new features, which down
the communication costs among different institutions. Access
control can be quite challenging when a bank or financial
institution has numerous branches and facilities spread over a
large geographical area.*erefore, any access control deployed
in the banking and finance sector must provide complete value
for money and return on investment.
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Authentication is the starting point for any successful
access control. Authentication verifies the customer’s
identity and enables authorization. *e authorization is the
allowed permissions for a customer after the authentication
process. For example, the bank’s customer can use an
identity (e.g., a username name) to log in to that online
banking service. Still, the bank’s authorization policy must
ensure that this client is only authorized to access their own
account’s information/services. *e bank and financial in-
stitution implicitly create and maintain the authorization
policies. It is unbelievable that these authorization policies
are kept unchanged forever. Access control is the method
used to update and enforce such policies.

Since most of the banking and finance sector’s services
and data are currently hosted on the cloud, there should be a
flexible, scalable, intelligent access control to protect sen-
sitive financial data. Moreover, the user may be authenti-
cated to the online banking but has a revoked key/s.
*erefore, this user will not be able to access financial
services. Financial institutions can use solutions that offer
built-in security mechanisms, including encryption, two-
factor authentication, and authorization. However, access
controls are more critical to protecting customers and
corporate information than facilities and property. Correct
configuration of access privileges is crucial for protecting
information from unauthorized access and protecting
computer systems from abuse.*us, we are proposing a new
blockchain-based access control scheme that can revoke the
customers’ key/s after the authentication to online banking.

*e process of revoking a previously issued key is similar
to that of revoking a previously issued certificate before its
expatriation. *is revocation process is critical to any public
key infrastructure [1]. *e secure website could be vulner-
able to attack if a new one replaces the certificate. Generally,
a replaced certificate will remain useable by any attacker
until reaching the expiry time. *us, the replaced certificates
must be revoked. *e same applies to the keys. *ere are
multiple certificate revocation schemes, for example, Online
Certificate Status Protocol (OCSP) [2, 3], Certificate Rev-
ocation Tree (CRT) [4], and Certificate Revocation List
(CRL) [5]. Since blockchain is efficient in introducing a
decentralized certificate revocation management [6], we
employed it to introduce an efficient key-revocation access
control for open banking.

1.1. Motivation. *e banks and financial institutions must
not depend only on the naive online banking authentication
system. Also, the key/s generated for an authenticated cus-
tomer must not be working until their expiry date. Still, they
must frequently pass under a revocation process to reevaluate
their validity to be authorized for the open banking services.
To the best of our knowledge in the practical portion, TDSi
company (https://www.tdsi.co.uk/) is one of the UK’s leading
manufacturers of integrated access control systems, offering
an extensive range of readers, controllers, and software sys-
tems. TDSi provides a suite of solutions that meet the banking
and finance industry’s many demanding access control needs.
On the other hand, TDSi is mainly based on EXgrade PRO

software, which provides centralized control of location se-
curity using an IP connection to each branch.*is is sufficient
to raise the alarm for problems that are likely to occur for each
branch’s central authority managing the access control. *us,
EXgrade PRO is not suitable for protecting sensitive cloud-
hosted financial data.

*ere are numerous branches, facilities, and thus cus-
tomers spreading worldwide in the banking and finance
sector. *us, there is an urgent need for access control that

(i) Avoids using the central authority for managing the
access control since it can be a central point of
bottleneck and attack

(ii) Supports flexibility and integration with the systems
in each branch

(iii) Benefits from the huge capabilities of blockchain for
managing the keys assigned to customers during the
session

(iv) Secure open banking from some well-known attacks
such as Account Aggregation, Personal Finance
Management, and Instant Credit Risk

*e abovementioned issues are behind our motivation to
propose a blockchain-based key-revocation access control
scheme for open banking.

1.2. Main Contributions. To the best of our knowledge, the
blockchain is introducing a promising technology for effi-
cient decentralized security solutions [7]. *e main con-
tributions of this paper are as follows:

(i) We employed blockchain to propose an efficient
decentralized key-revocation access control scheme.
*e proposed scheme is compatible with the current
open banking systems. It can facilitate and secure
access to cloud-hosted sensitive financial data and
only authorize the nonrevoked customers to benefit
from the open banking services such as Account
Aggregation, Personal Finance Management, Instant
Credit Risk, Subscription Management, and Opening
New Accounts.

(ii) We implemented the contract’s functions on the
Ethereum platform. Also, we tested the contract
code on the Kovan Testnet before deploying it to the
Mainnet. Moreover, we implemented the cloud
storage based on our private cloud environment
built using OpenStack.

(iii) We proved the security of BKR-AC against some
well-known attacks such as Insecure Ids, Forced
Browsing Past Access Control Checks, Path Traversal,
Client-Side Caching, and chosen-text attacks.

(iv) We evaluated the proposed scheme comprehen-
sively based on time, data exchanged, and policy
update time. Moreover, we compared the proposed
scheme with two well-known schemes (Certificate
Revocation List (CRL) [8, 9] and Online Certificate
Status Protocol (OCSP) [3]) in terms of the status
response time and the exchanged data.
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Finally, no customer can be authorized forever in our
model, but its authorization is continuously evaluated, and
the assigned key/s can be revoked at any stage.

2. Proposed Workflow

Our solution workflow indicated in Figure 1 introduces five
basic entities (user/browser, authentication servers, branch
policy, synchronized peer network, synchronized chain of
blocks, and cloud storage) and two helpful entities (Bank
Web Server and Fraud Detection). Each of these entities has
a significant role in the proposed model:

(i) User/Browser. It is a great number of bank cus-
tomers that are requesting access to cloud-hosted
financial data throughout the online banking system
from various different devices. Each customer
willing to access the online banking is assigned a
Customer ID (CID). *is CID is given by the Bank
Web Server and never changes for that customer.

(ii) Branch Policy. It is a multiprocess authority in
charge of deciding the access control policies by
each branch. *is authority is identified by Branch
ID (BID).

(iii) Authentication Servers. In this part, the customer
identified by CID provides his username and
password and any more credentials to be success-
fully authenticated. *e authentication servers are a
dispatch server, database manager server, and a set of
matching servers. *is step is fulfilled with the help
of the Fraud Detection server and the branch policy
entity.

(iv) Synchronized Peer Network. It is the Ethereum
platform using a programmed contract.

(v) Synchronized Block of Chains. It is a set of mined
blocks that are linked using hashes. Each block
keeps a hash of the previous block in the syn-
chronized chain.

(vi) Cloud Storage. It is a set of cloud storage servers with
huge capabilities to be able to handle numerous data
storage and access requests. *e cloud storage
servers have no right to access control.

*e basic steps for an honest customer requesting
access to the cloud-hosted financial data are as follows. *e
customer can request access through the online banking
system. First, the Bank Web Server will assign the customer
(subject) a unique CID. After that, the authentication
servers will either authenticate the CID or not based on the
branch policy, Fraud Detection entities, the username,
password, and any other credentials provided by the
customer. Next, the blockchain contract’s functions will be
initialized for the authenticated customer identified by
CID.*en, a mined block will be added to the synchronized
chain of blocks. After that, the customer requesting to be
authorized will be done through the synchronized peer
network. Finally, only authorized customers can access the
cloud-hosted data.

2.1. Expected Vulnerabilities. In general, open banking must
have a documented access control policy. If this docu-
mentation does not exist, open banking is likely vulnerable.
*ere are some specific access control issues, as follows:

(i) Insecure Ids. If an attacker can guess a customer’s Id,
and there is no adequate validation scheme to en-
sure that the current customer is not authorized,
then, the attacker can access the private information
of the guessed Id. *us, the web applications for
open banking should not rely on Id’s secrecy for
protection.

(ii) Forced Browsing Past Access Control Checks. Open
banking must require customers to pass certain
checks before being granted access to the open
banking URL. *ese checks must not be by-passable.

(iii) Path Traversal. *is attack tries to access the nor-
mally not directly accessible files by providing
relative path information as part of a request.

(iv) Client-Side Caching. It is the process of accessing the
open banking website from shared computers. *e
browsers frequently cache web pages that attackers
can access. *e open banking developers should use
multiple mechanisms to ensure that customers’
browsers do not cash their pages.

*erefore, our scheme must be secure against the attacks
mentioned above by ensuring the following:

(i) Validating the correctness of the access control
implementation by executing a detailed code review

(ii) Performing penetration testing to determine
whether there are problems in the access control
scheme

(iii) Extensively testing the access control scheme to
ensure there is now a way to bypass

3. Blockchain-Based Key-Revocation
Access Control

Our blockchain-based key-revocation access control (BKR-
AC) scheme is based on blockchain for building the key-
revocation list (KRL) to secure the banking and finance
cloud-hosted data. *is scheme formally defines the func-
tional keys to achieve the desired features.*e functional key
consists of all the permissions/services associated with a key
during the running session. *e customer can be assigned
one or more function keys and thereby be given all of the
permissions/services related to the key. It should be men-
tioned that the key-revocation process is accomplished using
the contract’s functions.

*e system model shown in Figure 2 integrates the
proposed BKR-AC scheme with the bank branch authen-
tication system. According to Definition 1, it is composed of
seven major entities.

Definition 1. A blockchain-based key-revocation access
control (BKR-AC) scheme with dynamic revocation based
on the key-revocation list requires the customer to be
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assigned a nonrevoked functional key to gain the permis-
sions/services associated with the key during the running
session. To be a nonrevoked customer, he must be suc-
cessfully authenticated by the bank’s authentication servers
and create, deploy, and execute the contract’s functions. In
addition, the customer can only access the requested cloud-
hosted data if he has a nonrevoked functional key based on
the latest key-revocation list. *e scheme comprises six
entities: users requesting access, branch policy, authenti-
cation servers, contract functions, a synchronized chain of
blocks, a synchronized peer network, and cloud storage.

3.1. Users Requesting Access. Since open banking is revolu-
tionizing the use cases offered by banks and financial insti-
tutions, it introduces diverse digital offers. Also, the number
of customers is rapidly increasing. Moreover, the customers
can use different interfaces to request access to their financial
data. *us, the banks and financial institutions should pay
attention to digitizing the customers’ experience. In our
proposed system, each customer is identified by a unique
CID, which represents the customer’s identity. *e bank
branch is responsible for assigning each customer a CID only
for the first time joining the open banking system.

3.2. Branch Policy. Each bank branch identified by a unique
BID inherits the main bank branch’s main policies. *en,
each BID assigns these policies to its customers. *e most
popular and common open banking use cases policies are as
follows:

(i) Account Aggregation. It is mainly offered by several
financial services companies (from different pro-
viders). It enables the customers to use an API for
getting a detailed overview of their accounts.

(ii) Personal Finance Management (PFM). It is the
process of giving the customers the tools required
for providing a complete overview of their financial
situation, for example, showing how much money
the customer has left to spend this month.

(iii) Instant Credit Risk. It is the process of indicating the
likelihood of accepting a loan for a customer before
applying.*is process is based on using comparison
sites for loans and credit cards. *us, it allows the
“buy now pay later” functionalities.

(iv) Subscription Management. It detects all the recur-
ring payments from the customer and shows them
in one interface. It can be a subscription for a
service, a membership, monthly bills, and so on.

(v) Opening New Accounts. To open a new account, the
banks must get as much information as possible
about the customer before authorizing a new ac-
count opening. Open banking grants the bank data
flow for the customer requesting a new account.

3.3. Authentication Servers. Mainly the authentication
server is a software or an application that enables authen-
tication of a subject (entity) attempting to access a specific
network. In our scheme, the authentication servers reside in
multiple dedicated computers (DBManager Server, multiple
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Figure 1: *e detailed workflow for our solution to effectively manage the banking customers’ access control for the cloud-hosted data.
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matching servers, and a dispatch server). *e authentication
process determines whether some subject is who or what
they proclaim themselves. *e requested attributes from a
customer accessing the authentication server are the user-
name, password, security token, and One Time Password
(OTP).

We have two scenarios (interactive and noninteractive)
for the interaction of the customer identified by CIDwith the
authentication servers based on Hashcash. Each of the two
scenarios computes the cost of adding a cryptographic
puzzle (token). First, the token proves that the customer has
successfully done the predefined cryptographic puzzle.*en,
the token is verified by the authentication servers.

3.3.1. Customer and Authentication Server Interactive
Scenario. In this scenario, a specific authentication server
sends a token to the customer. *e customer has to solve this
token and send its evaluated value to the authentication server.
*e customer successfully solves the token if the Evaluated
ChallengeValue (ECV) equals the predefinedChallengeValue
(CV) by the authentication server, as illustrated in Algorithm
1. *e algorithm takes as input the Requested Services (RS)

and the randombit-string (Rbs). It should bementioned that ‖

is the concatenation between two bit-strings.

3.3.2. Customer and Authentication Server Noninteractive
Scenario. *ere is neither a specific authentication server
nor a server challenge value in this scenario. However, this
scenario has been used in the proof of work consensus al-
gorithm in Ethereum, as shown in Algorithm 2.

3.4. Contract’s Functions. *is section introduces a detailed
description of the contract’s functions. We are considering
the parameters mentioned in Table 1 for these functions:

(i) Deployment(): it deploys the contract on the
Ethereum network and establishes its account. We
send an Ethereum transaction containing the code
of the compiled smart contract without specifying
any recipients.*e contract has been compiled first
to assure that the web apps and the Ethereum
Virtual Machine (EVM) can understand it. *e
compilation process will produce the Application
Binary Interface (ABI). *e apps will use ABI to
understand the contract and call its functions.

(ii) Blockchain_Key_Activation(B_Name, BID): it is
used to assign the authority (organization) re-
sponsible for assigning, revoking, updating, and
storing the functional keys. In our scheme, the
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branch policy identified by BID is the functional
key assigning authority.

(iii) Entity_Binding(BID, CID): this function verifies
that the requesting customer which is identified by
CID owns an external account address on
Ethereum.

(iv) Functional_Key_Activation_Assignment(BID,
Key, Permissions, SVT_Session, EVT_Session):
it assigns a functional key to a customer iden-
tified by CID and verified by the Entity_-
Binding(BID, CID) function.

(v) Revoke_Activated_Functional_Key(BID, RR_Code):
the assigning branch BID revokes an assigned
functional key before reaching the EVT_Session for a
reason identified by RR_Code.

(vi) Delegation_of_Ownership(): it returns the CID of
a delegated customer.

(vii) Bank_Branch(): it returns the name (B_Name) of
the functional key assigning branch.

(viii) Activated_Functional_Key (CID): it returns a list
of the active functional keys for a specific customer
(CID).

(ix) Revoked_Activated_Functional_Keys (CID): it
returns a list of the revoked functional keys for a
specific customer (CID).

(x) Assigned_Key_Permissions/Services(): it returns a
list of permissions/services for a specific key.

(xi) Delegated_Bank_Branch(): it returns the BID of a
delegated branch.

3.5. SynchronizedChainofBlocks. Each block keeps a hash of
the previous block in the synchronized chain. Since the hash
is cryptographically derived from the block data, the hash

Input: (RS) and (Rbs)
Output: True/False

(1) *e authentication server computes CV � Challenge(RS, Lb) // Lb is the number of left bits in the random bit-string Rbs

(2) *e authentication server sends CV to the customer CID
(3) CID searches for Rbs ∋ Hash(RS||CV||Rbs) ≡ Lb0k // k is the number of authentication servers
(4) if (Hash(RS||CV||Rbs) ≡ Lb0k) � True then
(5) *e authentication Server ←CID sends RS,Rbs
(6) *e authentication server calculates ECV � Hash(RS||CV||Rbs) ≡ Lb0k /∗ ECV is True if H(RS||Rbs) starts with Lb bits filled

with zero ∗/
(7) if ECV � True then
(8) Return ECV
(9) else
(10) Return False

ALGORITHM 1: Interactive scenario.

Input: (RS) and (Rbs)
Output: True/False

(1)*e CID calculates Rbs ∋ Hash(RS||Rbs) ≡ Lb0k

(2)*e CID publishes RS and Rbs
(3)All the authentication servers calculate ECV � Hash(RS||Rbs) /∗ ECV is True if H(RS||Rbs) starts with Lb bits filled with zero ∗/
(4) if ECV � True then
(5) Return ECV
(6) else
(7) Return False

ALGORITHM 2: Noninteractive Scenario.

Table 1: List of considered parameters.
B_Name Name of the functional key assigning branch
BID Identity of the functional key assigning branch
CID Customer’s identity
SVT_Session Functional key start validation time
EVT_Session Functional key end validation time
RR_Code Revocation reason code of a revoking a functional key before the EVT_Session
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binds the blocks together. If the attacker changes any pre-
vious block, it will invalidate all subsequent blocks because
all subsequent hashes will change. All customer transactions
are grouped into blocks to ensure that all customers
maintain a synchronized state and agree on the exact history
of the transactions. *e blocks are arranged strictly as each
new block references its original block, and the transactions
within the blocks are also organized. Each block consists of

(i) timestamp: it is the mining time of the block
(ii) blockNumber: it is the number of the block within

the synchronized chain of blocks
(iii) baseFeePerGas: it is the minimum fee for each gas

required to add a new transaction in this block
(iv) difficulty: it is the mining effort for that block
(v) mixHash: it is a unique identifier for that block
(vi) parentHash: it is the mixHash for the previous

block in the synchronized chain of blocks
(vii) transactions: it is the set of transactions included in

that block
(viii) stateRoot: it represents the entire state of the

system
(ix) nonce: it is a hash used to prove that the block has

gone through a proof of work mechanism (anyone
who wants to add new blocks to the chain must
solve a difficult puzzle that requires a lot of com-
puting power) by combining it with the mixHash

3.6. Synchronized Peer Network. We implemented our
scheme’s contract functions on the Ethereum platform using
a programmed contract. Before deploying the contract code
to the Mainnet (the primary public Ethereum production
blockchain), we tested our contract code on the Kovan
Testnet. *e Kovan Testnet is a proof-of-authority Testnet
for running Open Ethereum clients. It uses a small number
of nodes to validate transactions and create new block-
s—stacking their identity in the process.

3.6.1. Key Generation in Ethereum. *eEthereum public key
PK is a point on an elliptic curve. It is generated using
Algorithm 3. It consists of two numbers joined together. *e
numbers composing the Ethereum public key are produced
by the multiplication of the generator point G with those the
for the private key k that is generated by one-way calcu-
lations. *us, anyone having a private key can easily cal-
culate the public key, but he cannot calculate the private key
using the public key.

For example, consider that we have the following private
key:

k � f8f9a2f43c8366ccb0871505030d7b27c0554

d3cc79bcdf41b2805606451f318.
(1)

*us, after calculating the public key
PK � (x, y) � k∗G, where the public key is represented as a
point in the elliptic curve,

x � 8e144cdef1034dea269874dd09df

b4bee6f3308c84785c82f103454693dae07f,

y � 63b4c38c5e2b0d8528d7fa2f64d45d4a1ede8

d9af14cdb9478d042f84c32dcd7.

(2)

In Ethereum, the public key is represented by 65 bytes
(130 hexadecimal characters). *e Ethereum network uses
the Keccak-256 cryptographic hash function to generate the
Ethereum addresses.

3.7. Ethereum Addresses. *e addresses in Ethereum are
unique identifiers that are generated from the contracts or
public keys based on the Keccak-256 cryptographic hash
function. *us, from the previous example, the public key is
the concatenation of x and y.

PK � 8e144cdef1034dea269874dd09df

b4bee6f3308c84785c82f103454693da

e07f63b4c38c5e2b0d8528d . . . .

(3)

*en, we use the Keccak-256 to find the hash of this
public key:

Keccak − 256(PK) � 6a5fc542ec614b5da5735268006

d3c1e d826552a d17150473d3

dcf1c086aa0f8.

(4)

*en, we only keep the rightmost 20 bytes as our
Ethereum address:

006d3c1ed826552ad17150473d3dcf1c086aa0f8. (5)

It should be mentioned that most of the Ethereum
addresses start with 0x, which indicates their hexadecimal
encoding.

3.8. Cloud Storage. It is a private cloud environment built
using OpenStack by employing three physical servers. *e
first server in our private cloud environment is the Con-
troller Node, and the second one is the Neutron Node. Each
Controller Node and the Neutron Node is 48 cores CPU,
128GB RAM, and 5TB disk. *e third server in our private
cloud environment is the Nova Compute Node, and its
configuration is 24 cores CPU, 128GB RAM, and 2 TB disk.
Our scheme employs this private cloud environment to store
the customers’ information.

4. Security Analysis

Our scheme must be secure against the attacks mentioned in
Section 2.1. *is section introduces the detailed security
analysis for our scheme’s entities to prove the BKR-AC
capabilities to defend against various attacks. *e Ethereum
network uses the Keccak-256 hash function.

4.1.Hash Function. *e hash function plays an essential role
in the security of our scheme and securing its identity over
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the Ethereum network. It builds the cost function as
cryptographic puzzles.

Definition 2. A hash function H(x) is computationally
efficient for mapping a finite length bit-string x to output a
fixed-length random bit-string Y. It has three cryptographic
properties:

(1) Preimage resistance: it is infeasible to find the input
x′ for a prespecified output y; i.e., the result for
finding any preimage x′ (input) such that H(x′) � y

is not known
(2) 2nd-preimage resistance: it is computationally in-

feasible to find a 2nd-preimage x′ ≠ x such that
H(x′) � H(x)

(3) Collision resistance: it is computationally infeasible
to find two inputs x, x′ such that H(x) � H(x′)

*erefore, if an attacker guesses a customer’s Id, he will
not get the same output of the hash function (2nd-preimage
resistance). *us, our scheme is secure against the Insecure
Id’s attacks. Also, if an attacker got the past access control
checks (output of the hash function) for the previous
browsing, he will not get the same input that produced the
guessed past access control checks (preimage resistance).
*us, our BKR-AC is secure against the Forced Browsing Past
Access Control Checks. Moreover, providing an approximate
path will not generate an accurate hash result. *us, our
scheme is secure against the Path Traversal. Finally, the
collision resistance property of the hash function prevents the
Client-Side Caching because we could not find the same hash
result for two different inputs (two customers’ browsers).

4.2. Challenge-ResponseAuthentication. For online banking,
the authentication mechanism must be robust. *us, we
employed the signature-based challenge-response authen-
tication as introduced in Algorithms 1 and 2. *e verifier
(bank branch) should have enough information to verify the
validity of the public key contained in the customer’s re-
ceived certificate. Let rCID and tCID represent a random
number and timestamp generated by CID. Let certCID be the
public key certificate that contains CID’s signature. *us, we
can generate the following authentication scenarios:

(1) Unilateral authentication with timestamps:

CID⟶ BID: certCID, tCID,BID, SCID tCID,BID( . (6)

Once received, BID verifies that the timestamp is
acceptable; the received identifier BID is its own and
checks that the signature over CID and BID is
correct.

(2) Unilateral authentication with random numbers:

CID⟵BID: rBID,

CID⟶ BID: certCID, rCID,BID, SCID rCID, rBID,BID( .

(7)

BID verifies that the clear-text identifier is its own,
and using the certCID for CID, it verifies that the
signature of CID is valid over the clear-text random
number rCID. *us, the signed rCID explicitly pre-
vents chosen-text attacks.

(3) Mutual authentication with random numbers:

CID⟵BID: rBID,

CID⟶ BID: certCID, rCID,BID, SCID rCID, rBID,BID( ,

CID⟵BID: certBID,CID, SBID rBID, rCID,CID( .

(8)

CID verifies that the clear-text identifier is its own,
and using the certBID for BID, it verifies that the
signature of BID is valid over the clear-text random
number rBID. *us, the signed rBID explicitly pre-
vents chosen-text attacks.

5. Results and Discussion

To effectively evaluate the performance of the proposed
scheme, we investigated the performance in two directions
(time and data analysis).

5.1. Time Analysis. We investigated the time analysis into
two cases against the number of nonrevoked and revoked
keys. Also, we analyzed the branch policy update time
against the number of revoked keys. Moreover, we com-
pared the status response time for our scheme with two well-
known methods.

5.2. Status Response Time against the Number of Nonrevoked
Keys. *is part represents the time spent by the bank branch
until giving a decision on the revocation status against the
number of nonrevoked keys while considering four levels of

Input: (x3 + ax + b − y2)%p, where a, b are two constant coefficients
Input: A prime number p ∈ Zp and an elliptic generation point G

Input: *e order of subgroup n and a cofactor h

Output: Private k and public key PK
(1) Private key k← Choose a random number from n − 1, . . . , 3, 2, 1{ }

(2) Public key PK← Compute k × G

(3) Return private key k and public key PK

ALGORITHM 3: Key generation in Ethereum.
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concurrent requests (100, 200, 300, and 400) at the same time
to the bank branch, as shown in Figure 3.

*e results show the following. (i) For the same number of
concurrent requests, the average time for the status response
time is increasing according to the number of nonrevoked
keys, but the increase is not significant. It is about a 4.32ms
difference when increasing the number of nonrevoked keys
from 4 to 60 while considering 400 concurrent requests. (ii)
For the same number of nonrevoked keys, the average time is
increasing according to the number of concurrent requests,
but the increase is not significant. It is about a 2.98ms dif-
ference when increasing the number of concurrent requests
from 100 to 400 while considering 60 nonrevoked keys.

5.3. StatusResponseTimeagainst theNumber ofRevokedKeys.
*is part represents the time spent by the bank branch until
giving a decision on the revocation status against the
number of revoked keys while considering four levels of
concurrent requests (100, 200, 300, and 400) at the same time
to the bank branch, as shown in Figure 4.

*e results show the following. (i) For the same number
of concurrent requests, the average time for the status re-
sponse time is increasing according to the number of re-
voked keys. It is about a 49.67ms difference when increasing
the number of revoked keys from 4 to 60 while considering
400 concurrent requests. (ii) For the same number of re-
voked keys, the average time is increasing according to the
number of concurrent requests. It is about a 24.36ms dif-
ference when increasing the number of concurrent requests
from 100 to 400 while considering 60 revoked keys.

5.4.BranchPolicyUpdateTimeagainst theNumberofRevoked
Keys. *is part represents the time spent by the bank branch
to update its policies against the number of revoked keys
while considering four levels of concurrent requests (100,
200, 300, and 400) at the same time to the bank branch, as
shown in Figure 5.

*e results show the following. (i) For the same number
of concurrent requests, the average time for the policy
update is increasing according to the number of revoked
keys. It is about a 2.5ms difference when increasing the
number of revoked keys from 4 to 60 while considering 400
concurrent requests. (ii) For the same number of revoked
keys, the average time is increasing according to the number
of concurrent requests. It is about a 1.58ms difference when
increasing the number of concurrent requests from 100 to
400 while considering 60 revoked keys.

5.5. Status Response Time Comparison with TwoWell-Known
Schemes. *is comparison represents the status response
time required to respond with the revocation status for our
scheme (BKR-AC) and two well-known methods (CRL and
OCSP) against the number of revoked and nonrevoked keys
for BKR-AC and the number of revoked and nonrevoked
certificates for both CRL and OCSP schemes. We conducted
themeasures at 400 concurrent requests, as shown in Figure 6.

*e results show the following. (i) *e time spent by
BKR-AC in the case of nonrevoked keys is smaller than that
for CRL and OCSP. When considering 60 nonrevoked keys/
certificates, the BKR-AC (nonrevoked) is 6.3ms, the CRL
(nonrevoked) is 32.9ms, and OCSP (nonrevoked) is 26.6ms.
(ii) *e time spent by BKR-AC in case of revoked keys is
greater than that for CRL and OCSP. When considering 60
revoked keys/certificates, the BKR-AC (revoked) is 64.9ms,
the CRL (revoked) is 55.1ms, and OCSP (revoked) is
50.9ms. Finally, this indicates that BKR-AC has a rapid
response time in the case of nonrevoked keys/certificates.
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St
at

us
 R

es
po

ns
e T

im
e (

m
s)

4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 640
Number of Revoked Keys

10

20

30

40

50

60

70

100
200

300
400

Figure 4: *e status response time required to give a decision on
the revocation status against the number of revoked keys at four
different levels of concurrent requests.

Wireless Communications and Mobile Computing 9



But if there exist multiple revoked keys, the response time of
BKR-AC is high as it goes through various verification steps
to avoid nonrevoking a revoked key.

6. Data Analysis

We investigated the data analysis into two cases against the
number of nonrevoked and revoked keys. Also, we com-
pared the amount of exchanged data for our scheme with
two well-known methods.

6.1. TransferredData against theNumber ofNonrevokedKeys.
*is part represents the exchanged data by the bank branch
until giving a decision on the revocation status against the
number of nonrevoked keys while considering four levels of
concurrent requests (100, 200, 300, and 400) at the same time
to the bank branch, as shown in Figure 7.

*e results show the following. (i) For the same number
of concurrent requests, the average exchanged data is in-
creasing according to the number of nonrevoked keys. It is
about a 52.02 KB difference when increasing the number of
nonrevoked keys from 4 to 60 while considering 400 con-
current requests. (ii) For the same number of nonrevoked
keys, the average exchanged data is increasing according to
the number of concurrent requests. It is about a 23KB
difference when increasing the number of concurrent re-
quests from 100 to 400 while considering 60 nonrevoked
keys.

6.2. Transferred Data against the Number of Revoked Keys.
*is part represents the exchanged data by the bank branch
until giving a decision on the revocation status against the
number of revoked keys while considering four levels of
concurrent requests (100, 200, 300, and 400) at the same time
to the bank branch, as shown in Figure 8.

*e results show the following. (i) For the same number
of concurrent requests, the average exchanged data is in-
creasing according to the number of revoked keys. It is about
a 52.42 kB difference when increasing the number of revoked
keys from 4 to 60 while considering 400 concurrent requests;
and (ii) For the same number of revoked keys, the average
exchanged data is increasing according to the number of
concurrent requests. It is about a 19.22 kB difference when
increasing the number of concurrent requests from 100 to
400 while considering 60 revoked keys.
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Figure 7:*e amount of exchanged data required to give a decision
on the revocation status against the number of nonrevoked keys at
four different levels of concurrent requests.
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6.3. Transferred Data Comparison with Two Well-Known
Schemes. *is comparison represents the amount of ex-
change data required to respond to our scheme’s revocation
status (BKR-AC) and two well-known schemes (CRL and
OCSP) against the number of revoked and nonrevoked keys
for BKR-AC and the number of revoked and nonrevoked
certificates for both CRL and OCSP schemes. We conducted
the measures at 400 concurrent requests, as shown in
Figure 9.

*e results show the following. (i)*e data exchanged by
BKR-AC in the case of nonrevoked keys is an average be-
tween that for CRL and OCSP. When considering 60
nonrevoked keys/certificates, the BKR-AC (nonrevoked)
data is 60 kB, the CRL (nonrevoked) data is 70 kB, and OCSP
(nonrevoked) data is 53 kB. (ii) *e data exchanged by BKR-
AC in case of revoked keys is an average between those for
CRL and OCSP. When considering 60 revoked keys/cer-
tificates, the BKR-AC (revoked) data is 80 kB, the CRL
(revoked) data is 83.6 kB, and OCSP (revoked) data is
90.6 kB. Finally, this indicates that BKR-AC has lower ex-
changed data than CRL and higher traded data than OCSP in
the case of nonrevoked keys/certificates.

7. Related Work and Discussion

Several systems and schemes for managing the certificate/
key-revocation process are as follows. *is section focuses
on some significant famous certificate revocation schemes
that are standardized and still used to date. Also, we in-
troduce some well-known blockchain-based certificate
revocation schemes. Moreover, we discuss their capabilities
and compare them with our proposed scheme.

7.1. Certificate Revocation List and Its Derivatives. *e
Certificate Revocation List (CRL) [8, 9] is deployed and

standardized by the Internet Engineering Task Force (IETF).
A Certification Authority (CA) and CRL issuer periodically
publish a dated and signed list of revoked certificates. Also,
there is an optional Registration Authority (RA) to which the
CA delegates some certain management functions. Gener-
ally, when revocation status information is provided using
CRLs, the CA can work as the CRL issuer. For example, in
the X.509 Version 3 certificate, the public key must confirm
that the introduced private key is related to the correct
remote subject. *e confirmation process is done using the
hidden certificates in the public key values to subjects.*is is
asserted using a trusted CA which digitally signs each
certificate. Since the signature of the certificate and its
timelines can be independently checked by the clients, the
certificate distribution process can be done through
untrusted communication servers. Moreover, the certificates
can be stored in unsecured storage systems.

Once a certificate is issued, it should be valid for use
during its whole validity period. However, due to some
circumstances, a certificate may become invalid before the
end of its validity period. *ese circumstances include a
change of name or association between the subject or the
private key becoming suspicious or compromised. Re-
garding any of these circumstances, the CA must revoke the
certificate whatever its validity period. X.509 lets each CA
periodically issue a signed and time-stamped list identifying
the revoked certificates. *is list is made freely available in a
public repository, where a serial number identifies each
revoked certificate. *us, the new CRL is issued based on a
regular periodic basis. One of the advantages of this revo-
cation scheme is distributing the CRLs by the same means as
the certificates themselves through the untrusted servers and
communications media. On the other hand, its main
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Figure 8:*e amount of exchanged data required to give a decision
on the revocation status against the number of revoked keys at four
different levels of concurrent requests.
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Figure 9: *e amount of exchange data required to respond with
the revocation status for our scheme (BKR-AC) and two well-
known schemes (CRL and OCSP) against the number of revoked
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limitation is using untrusted communications and servers.
*us, the revocation is limited to the CRL issue period.

An improvement to CRL is introduced in [10]. It pro-
vides a solution to the nonuniform growth in the CRL
distribution points. In this scheme, two CRL extensions were
used. *e first one allows scope statements and is called CRL
Scope Field. *e second one is called Status Referral Fields; it
updates the partitioning CRL distribution points. *e CRL
with status referral extension is sent as a response when a
subject wants to verify a certificate. *is response covers the
verified certificate and a pointer to the new location of the
CRL related to the certificate in the request.

*ere is an alternative scheme called Certificate Revo-
cation Status Directory (CRS Directory) [4]. In this scheme,
there are two additional fields for the certificate structure.
*e CA daily sends the signed statements about the status of
the certificates issued by a single issuer to the CRS directory.
Moreover, there are signed statements to each certificate
within its validity period. If a subject requests the status of a
certificate, the response will come from the CRS directory
with the complete information needed by the subject to
verify its request. *is scheme downstates the communi-
cation overhead between the subjects and the server. On the
other hand, it has a considerable communication overhead
between the CA and the server.

7.2. Online Certificate Status Protocol and Its Derivatives.
*e Online Certificate Status Protocol (OCSP) [3] allows
applications to determine the revocation status of identified
certificates. It is mainly used to achieve the applicable oper-
ational requirements to provide more timely revocation in-
formation than that introduced by CRLs. Also, it can be used
to obtain additional status information. *e client of OCSP
instantiates a status request to a specific OCSP responder. *e
acceptance of the certificate is suspended until the responder
provides a response. *e OCSP is responsible for specifying
the exchanged data between an application verifying the status
of one or more certificates and the responding server that
responds with the certificate’s status. It should be mentioned
that the server’s response needs to be signed by a key.

*e certificate status is one of three values, good, re-
voked, or unknown. *e “good” state means that no valid
certificate with the same serial number is revoked. *e good
state does not imply that the certificate was ever issued or
that this response came within the certificate’s validity pe-
riod. *us, the responding server will make additional ex-
tensions of the response regarding the current certificate
status. *e “revoked” state is either temporary revocation or
permanent revocation. We can get this status when the
responsible CA does not have a record for issuing a cer-
tificate with its current serial number. *e “unknown” state
means that the responding server does not know about the
requested certificate. *is usually happens when the veri-
fication request indicates an unrecognized issuer that this
responder does not serve. Finally, the certificate with a re-
voked state should be rejected, while the certificate with an
unknown state means that it is not revoked yet, but this
responder can not determine it. *us, in the unknown state,

the client should decide whether to try another source of
status information.

*e OCSP is a centralized approach that can be con-
sidered as a single point of attack or failure for its server. It
starts to verify the certificate without verifying the validity of
the serial number for the requested certificate.*us, it can be
a victim of the denial of service attack, which can flood it
with multiple verification requests with a fake serial number
for the requested certificate. Also, the OCSP is timely
consuming [11, 12]. It can not be used for offline systems; it
works online only. Moreover, the OCSP has a huge privacy
risk. Because the responder has detailed information about
the verified certificates to each end-user, thus, the responder
can track the sites visited by these users [12].

8. Blockchain-Based Certificate/Key-
Revocation Schemes

Generally, blockchain has multiple helpful features that can
solve the main challenges of the traditional public key in-
frastructure (PKI) systems. For example, and not as a
limitation, blockchain-based solutions are distributed. *us,
it avoids the central point of failure or attacks. Furthermore,
blockchain never uses a trusted third party and never needs
prior trustworthiness in the system. Various open-source
implementations support the variety and effectiveness in
building the solutions [13].

*ere are some recent applications for blockchain in
certificate revocation. *e authors in [14] considered that
certificate revocation as an effective method to prevent po-
tential attacks. *e authors employed blockchain to simplify
the network structure in the vehicular communication system
and maintenance of the Certificate Revocation List. Another
application of certificate revocation scheme using blockchain
for vehicular communications is introduced in [15]. An ef-
ficient contribution for VANETs based on blockchain is in-
troduced in [16] to realize a privacy-preserving authentication
model. Moreover, the authors in [17] introduced a condi-
tional privacy-preserving authentication protocol for vehic-
ular Ad Hoc networks based on blockchain. Also, the authors
in [18] introduced a decentralized certificate system using the
Ethereum blockchain. *is scheme provides blockchain
certificate services for college students, and the authors in [19]
reviewed the traditional centralized PKI systems and proved
that they are subjected to security concerns. *erefore, the
authors proposed a decentralized PKI infrastructure on the
top of the blockchain to solve the security issues of the
centralized PKI systems. Another contribution to the PKI
using blockchain is introduced in [20]. *is scheme is based
on the Ethereum blockchain.

*e authors in [21] introduced Certcoin. It satisfies the
main features of blockchain. It comprises five functions:
registration, update, lookup, verification, and revocation. In
this scheme, the owner identified with an identity ID posts a
transaction to the blockchain to revoke one of its public keys.
*e revocation in Certcoin is done by the owner only, which
has some cons; for example, the owner needs to be online all
the time. Furthermore, the owner/person may not have
enough knowledge to handle the revocation. On the other
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hand, there is an excellent opportunity for the owner to
identify the malicious users because they are behaving
maliciously. Moreover, Certcoin must check the blockchain
revoked certificates list to verify a given certificate status
which is very time-consuming.

An extension to Certcoin [21] is introduced by Axon and
Goldsmith [22]. *e authors presented a privacy-aware
blockchain-based PKI, which improves Certcoin privacy-
aware. Furthermore, it supports short-term key updates and
user-controlled disclosure. In this scheme, users who previ-
ously used public keys can be disclosed either by the user or
the network majority. But the revocation mechanism is still
the same as in Certcoin. *e authors in [23] introduced
Authcoin. It uses a challenge-response-based validation in the
authentication process. It also benefits from the advantages of
blockchain storage systems. It is secure against Sybil attacks,
but it uses the exact revocation mechanism used in Certcoin.

*e authors in [24] introduced a smart contract-based
PKI system. It is based on a smart contract on the Ethereum
platform and a web-of-trust model. *e smart contract cares
about the entity publishing a set of attributes, signatures, and
even revocations on the blockchain. An Ethereum address
represents each entity; a revocation function allows the
different entities to revoke their signatures and the key. *e
process of checking revocation status is done on the
blockchain. Another blockchain-based PKI framework is
introduced in [25]. It can manage X.509 certificates. *e
authors extended the standard X.509 certificate to be inte-
grated with blockchain. It depends on the smart contract
that acts on two lists: a white list and a black list. *e white
list is used for the created certificates, and the black list is
used for the revoked certificates only.

Moreover, blockchain allows digital information to be
distributed but not copied. *us, blockchain technology
created the backbone of a new type of Internet. Blockchain
can manage access control in different ways for various
specific environments. *e authors in [26] guarantee the
suitability of access control policies evaluation based on
blockchain. *ey codify attribute-based access control
policies as smart contracts and deploy them on a blockchain,
thus transforming the policy evaluation process into an
entirely distributed smart contract execution. In [27], the
authors proposed a novel blockchain-based distributed key
management architecture with fog computing to reduce
latency and multiblockchains operated in the cloud to
achieve cross-domain access. *e proposed scheme utilizes
blockchain technology to satisfy the decentralization, fine-
grained auditability, high scalability, extensibility require-
ments, and the privacy-preserving principles for hierarchical
access control in IoT.

9. Conclusion

*e proposed model facilitates and secures access to the
cloud-hosted sensitive financial data and open banking
services. We introduced a new blockchain-based key-rev-
ocation access control scheme that has achieved a set of
remarkable goals:

(1) Employing the power and resiliency of blockchain to
revoke the customer’s keys at shallow status response
time

(2) Introducing the compatibility of the proposed
scheme with the current open banking systems

(3) Testing the contract’s code on Kovan Testnet before
deploying it to the Mainnet on the Ethereum
platform

(4) Proving the security of BKR-AC against:

(i) Insecure Id’s
(ii) Forced Browsing Past Access Control Checks
(iii) Path Traversal
(iv) Client-Side Caching
(v) Chosen-text attacks

(5) Conducting comprehensive evaluation based on the
status response time and the data transmitted until
receiving a revocation decision. Also, we evaluated
the policy update time at the bank branch at various
numbers of revoked keys

(6) Comparing the proposed scheme with two well-
known schemes (CRL and OCSP) regarding the
status response time and the exchanged data while
considering 400 concurrent requests

*e experimental results have indicated that BKR-AC
can respond with the status response within a reasonable and
acceptable processing time. Considering very rough con-
ditions and huge traffic overhead, the average status re-
sponse time for 400 concurrent nonrevoked customers is
6.283ms when considering 60 nonrevoked keys. Further-
more, the average data exchanged until receiving the rev-
ocation status for 400 contemporary nonrevoked customers
is 60KB when considering 60 nonrevoked keys. Also, the
policy update response time when considering 60 revoked
keys and 400 concurrent customers is 4.89ms.*erefore, the
average time and exchanged data rates are small and ac-
cepted by both the bank branches and the nonrevoked
customers. When considering the number of nonrevoked
keys/certificates, the status response time for our scheme
(BKR-AC (nonrevoked)� 6.3ms) is shorter than that of CRL
(nonrevoked)� 32.9ms) and OCSP (OCSP (nonrevoked)�

26.6ms). On the other hand, when considering the revoked
keys/certificates, the status response time for our scheme
(BKR-AC (Revoked)� 64.9ms) is greater than that of CRL
(CRL (nonrevoked)� 55.1ms) and OCSP (OCSP (non-
revoked)� 50.9ms). When considering the number of
nonrevoked keys/certificates, the data exchanged for our
scheme (BKR-AC (nonrevoked)� 60 kB) is an average be-
tween those of CRL (CRL (nonrevoked)� 70 kB) and OCSP
(OCSP (nonrevoked)� 53 kB). Also, when considering the
revoked keys/certificates, the data exchanged for our scheme
(BKR-AC (revoked)� 80 kB) is an average between those of
CRL (CRL (revoked)� 83.6 kB) and OCSP (OCSP
(revoked)� 90.6 kB).

Finally, the proposed BKR-AC has a lower response time
than CRL and OCSP in nonrevoked keys/certificates and a
higher response time in case of revoked keys to avoid
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nonrevoking a revoked key. But the data exchanged is an
average for BKR-AC between CRL and OCSP, which is still a
tiny amount and accepted.
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In the era of rapid development of information technology, the application of smart sensors is becoming more and more extensive.
All measurement and control equipment need to obtain raw data through sensors, and machines can also obtain various
information through sensors. And this information, especially from the perspective of reliability, accuracy, and intelligent
interaction, requires higher interactivity in people’s lives. In order to solve the problem that the existing interactive design is
difficult and not intelligent enough, and the information fusion is not uniform enough, the results of the design have various
deviations. This article intends to design through the use of smart sensors and information fusion technology to make an
improvement to its interactive art design.

1. Introduction

In 1973, Professor Ma’s enthusiasm for the study of visual
measurement theory at the Massachusetts Institute of Tech-
nology established a research group. Four years later, in
1977, Ma’s visual theory was proposed. This theory had a
great influence on machine vision research in the 1980s.
Since then, machine vision theory has entered a period of
active development. Especially in the mid-1980s, many
new concepts and theories appeared in the machine vision
method. Machine vision has many fields, and its research
content is very rich, including image processing, signal pro-
cessing, optics, machinery, automation, electrical, computer
software systems, robotics, and other fields. The machine
vision system combines the technologies and techniques
of the abovementioned multiple fields to achieve the
acquisition, processing, and display of three-dimensional
information in the physical world and output the target
information. The machine vision system started in the
1950s. At that time, it only processed and analyzed the char-
acteristics of two-dimensional images such as the character
recognition of the license board, the two-dimensional detec-
tion of the working size, the processing of medical images,

and the analysis of remote sensing images. In the 1960s,
Robert used three-dimensional objects composed of points,
lines, and surfaces to decompose the object recognition in a
three-dimensional scene into simple points, lines, and planes
and then obtained the recognition results after comprehen-
sive judgment. Three-dimensional machine vision technol-
ogy has made great progress. At the same time, machine
vision technology is used in industrial inspections, further
promoting the development of machine vision theory and
applications. By the 1990s, many machine vision technolo-
gies appeared in the industry. Since then, in the field of indus-
trial automation production, machine vision measurement
technology has assumed an increasingly important role.
The specific development process is shown in Table 1.

The current research on sensor networks mainly solves
how to save energy consumption as much as possible under
the network indicators that meet the requirements of specific
applications to extend the network lifetime. These studies
assume that WSN is an isolated network that can perceive
the real physical environment. However, actual customers
are usually on the Internet far away from WSN, and an
effective way is needed to enable customers to drive WSN
to collect data and quickly transmit it to customers.
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Therefore, based on the analysis and summary of existing
research, this article proposes a sensor network and IP net-
work integration solution that can face a variety of challenges
uses user agents, application agents, registration agents, and
resource managers to build a bridge between WSN and the
Internet.

Machine vision plays an irreplaceable role in industry,
economy, scientific research, national defense, and other
fields. The advantage of the machine vision system is that
it does not directly touch the measured object, so it reduces
the possibility of mutual damage between the measuring
instrument and the measured object after contact. The big-
gest feature of interactive art is interactivity, which is very
fresh to the audience in the art exhibition. In order to allow
the audience to explore the work in depth in the interaction
between the work and the work, understand the spiritual
connotation of the work, and grasp the psychological needs
of the audience, it is very important to use interactive art.

The biggest innovation of this article is that it is different
from the usual image analysis method of the visual sensor. In
the past, the vision sensor was mainly composed of one or
two graphics sensors, but there are also multiple sensors
and other auxiliary devices in order to obtain a machine
vision system sufficient to process the original image. In
addition, this article uses the unique microprocessor of the
smart sensor and uses multiple smart sensors in the visual
sensor to process the collected data according to instruc-
tions. In addition, through information fusion technology,
data from single and multiple information sources are
obtained. The acquired data and information are integrated
and processed. In the process of information processing,
comprehensive and timely evaluation of images and their
importance are carried out to obtain accurate image data
estimates. This process is to estimate, evaluate, and evalu-
ate the necessity of additional information sources. The
improvement of the continuous process information pro-
cessing process is to obtain a more complete image analysis
result and the continuous self-correction process in the infor-
mation processing process to obtain a more complete picture
analysis result.

2. Related Work

As one of the main directions in the field of industrial auto-
mation, the vision sensor’s application level represents the
level of industrial automation in a country and has attracted
special attention from the industry. But how to develop a
good vision sensor is extremely challenging, especially the
application of smart sensors and information fusion technol-
ogy to image analysis is more difficult. By referring to Li
et al.’s article, the wireless smart sensor networks (WSSN)
he described have shown great promise in structural health

monitoring (SHM) because of their low cost, higher flexibil-
ity, robust data management, and the use of sensors intensive
deployment of the ability to better understand structural
behavior. In addition, even if the clock can be accurately
synchronized by exchanging time information through
beacon messages, the measurement data may still be out of
synchronization due to the random delay of the software
and hardware sources; that is, synchronized clocks may not
necessarily generate synchronization sensing [1]. However,
the article does not describe the practical application of smart
sensing technology. In García et al.’s article, he designed a
smart sensor to predict the established sensory fish quality
index. The sensor dynamically correlates the microbial count
and TVB-N with the quality index. The sensor provides the
most possible value and handles fish-to-fish variability and
showed its performance in evaluating cod quality under nor-
mal market conditions [2]. Dissanayake et al. are also a good
one for the extended design of the sensor. Safe drinking
water is essential to good health. Due to the health risks
associated with long-term drinking, recommendations for
drinking water sources in CKDu endemic areas are critical.
Dissanayake et al. designed a sensor to measure fluoride
and hardness in well water through an automated mecha-
nism. The reduced reagent volume makes the design more
environmentally friendly, and the estimated cost of each
sample analysis is $1, making it affordable for low-income
communities [3]. The application of this technology is very
friendly to people’s livelihood. In terms of information fusion
technology, Liu et al. are undoubtedly a better one. The infor-
mation fusion method of INS/GPS navigation system based
on filtering technology is the current research hotspot. In
order to improve the accuracy of navigation information,
he proposed in the article a navigation technology based on
an adaptive Kalman filter, which has an attenuation coeffi-
cient to suppress noise. The algorithm collects estimated
and measured values, continuously updates the measured
noise variance, and processes the noise variance of the sys-
tem. In this way, white noise can be suppressed [4]. Similarly,
Zhou et al., who have a deep research in the field of informa-
tion fusion, proposed in his own paper a radial basis function
(RBF) model that has been widely used in complex engineer-
ing design processes to replace computationally intensive
simulation models. Taking into account the different sample
sizes and sample noise, a numerical example is used to
compare the VFM method developed in this research with
three existing VFM methods based on scaling functions in
detail [5]. The realization of this technology can undoubtedly
greatly improve the design efficiency of complex projects. Xu
et al. proposed a dangerous cargo container monitoring sys-
tem based on multisensor. A multisensor information fusion
solution for dangerous goods container monitoring is pro-
posed, and information preprocessing, homogeneous sensor

Table 1: Development process.

1950 1960 1973 1990

Two-dimensional image processing 3D machine vision technology Vision theory is proposed
Machine vision measurement

technology becomes the mainstay

2 Wireless Communications and Mobile Computing



fusion algorithm, and BP neural network-based information
fusion are described. The application of multisensor in the
field of container monitoring has a certain novelty [6]. All
of the above have their own unique insights and ideas in
the field of smart sensors and information fusion technology,
but none of them are integrated through interactive design or
use interactivity to make the system more perfect. Xu and
Chen researched the design and implementation of interac-
tive learning system in art teaching. Art teaching based on
Moodle and LAMS can effectively solve the problem of
online self-learning. One of the important tasks of deepening
teaching reform is to improve the quality of teacher informa-
tion, which directly affects the quality of online teaching.
Experimental results show that this method can improve
the overall performance [7]. Relatively speaking, this article
is only a pure research on the theoretical explanation of the
aesthetics of interactive art design but has not been applied
to practice, and it is still lacking. Chen believes that tradi-
tional hand-drawn animation is inefficient. In order to avoid
the problem of low efficiency of hand-drawn animation,
many computer-supported hand-drawn animation tech-
niques have appeared. The article proposes an effective inter-
active design and natural hand-drawn animation techniques.
This method can remove the animation art that animation
artists spend time and energy, improve the efficiency of ani-
mation production, and provide convenience and powerful
operability for end users [8]. Chen not only has a deep
reserve of theoretical knowledge but also has more practical
applications in his articles. The content of the articles is very
in-depth and scientific, and the usability is also strong.

3. Sensor Method

3.1. Sensor Registration Algorithm. The integrated sensor is a
sensor made by the silicon semiconductor integration pro-
cess, so it is also called a silicon sensor or a monolithic inte-
grated sensor. The analog integrated sensor came out in the
1980s. It is a dedicated IC that integrates the sensor on a
chip and can perform measurement and analog signal out-
put functions.

The sensor registration algorithm synchronizes the
asynchronous measurement data of each sensor of the same
target to the same time. From the current research, the least
square method is a more common sensor registration
algorithm [9].

Represents the position measurement noise equation of
the sensor B data before fusion, which can be obtained
according to the least square rule:

C Û
� �

= VT
nVn = Zn −WnU∧½ �T Zn −WnÛ

� �
: ð1Þ

Let its derivative be zero and simplify it to:

Û = x∧, _x∧½ �T = WT
nWn

� �−1
WT

nZn: ð2Þ

The covariance of the error is

RÛ = WT
nWn

� �−1
σ2
r : ð3Þ

Then, fuse the n measured values of sensor B to get the
measured value and noise equation at time:

ẑ kð Þ = c1 〠
n

i=1
zi + c2 〠

n

i=1
i ⋅ zi,

Var ẑ kð Þ½ � = 2 2n + 1ð Þσ2
r

n n + 1ð Þ :

8>>>><
>>>>:

ð4Þ

3.2. Interactive Art Design Method. Interactive art design is
the main advantage that distinguishes smart sensors from
traditional sensors [10]. Therefore, in the design of interac-
tive technology, the effect of the sensor must be emphasized,
and the effect must be amplified. The main design functions
include the following points: ① From the user’s point of
view, it is mainly reflected in the understanding of the
processed information. Good interaction helps users to
effectively understand the design suggestions of the sensor,
easy to obtain data, and improve the efficiency of informa-
tion transmission. ② In the virtual reality environment, the
sensor is actually a mapping of human perception. Need to
simulate the actual environment more appropriately to
provide users with better extensions. ③ For self-selection,
compared with previous sensors, smart sensors have a
higher degree of freedom, and users have absolute self-
discipline and can obtain information according to personal
preferences. ④ For easy to operate, in order to achieve a
good interaction, the smoothness of the interaction needs
to be largely dependent on the ease of operation [11].

Good human-computer interaction experience and work
interaction can stimulate people’s imagination through con-
stant perception changes, so that participants can immerse
themselves in this environment full of unlimited imagina-
tion and enjoy the fun of human-computer interaction
[12]. The interaction process is shown in Figure 1.

Unlike other tools with limited uses (such as a hammer
that can be used to drive nails but has no other purpose),
computers have many uses. This is an open dialogue between
the user and the computer. People use various methods to
talk to computers. The interface between humans and com-
puters is indispensable to facilitate this dialogue. Desktop
applications, Internet browsers, handheld computers, and
computer information utilize today’s popular graphical user
interface (GUI). The voice user interface (VUI) is used in
speech recognition and synthesis systems, and you can
participate in specific role agents in a way that the new mul-
timodal and graphical user interface (GUI) cannot be imple-
mented in other interface paradigms [13]. The development
in the field of human-computer interaction is not to design
traditional interfaces but to always maintain the quality of
interaction, so that the interface replaces the interface based
on commands or actions and intelligently adapts to finally
adopt the active interface instead of the passive interface [14].

3.3. The Intelligent Realization Method of the Sensor. How to
realize sensor intelligence? In summary, there are three main
ways to construct smart sensors, namely, nonintegrated real-
ization, integrated realization, and hybrid realization [15].
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The smart sensor is mainly composed of 7 parts, as shown
in Figure 2.

3.3.1. Nonintegrated Implementation. The nonintegrated
method (i.e., modular method) realizes the intelligentization
of the sensor, which is aimed at combining the traditional
classic sensor with a single function of acquiring a certain
signal with a signal conditioning module and a microproces-
sor with a communication interface. It is equipped with
some intelligent software and realizes communication, con-
trol, self-calibration, self-compensation, self-diagnosis, and
other related functions. At the same time, the sensor is intel-
ligent and networked. For sensor manufacturers, due to the
rapid development of sensor technology, considering cost,
market, and other issues, it is impossible to update the
original production process equipment in time. This imple-
mentation method is relatively the most economical and
convenient way [16]. For scientific researchers and engineer-
ing technicians, the smart sensors on the market are expen-
sive and may not fully meet the experimental or practical
requirements. Through the use of cheap traditional sensors,
the key to sensor intelligence in the second chapter of the
master’s degree thesis of Central South University Technol-
ogy research is a kind of intelligent technology; constructing
intelligent sensor system that meets the demand, its scientific
research experiment significance and engineering practice
significance will be particularly considerable.

In order to ensure that the original signal can be repro-
duced by the sampling signal, the sampling signal must
ensure a sufficiently high sampling frequency, which must
meet:

f s ≥ 2f i maxð Þ: ð5Þ

3.3.2. Integrated Realization Method. In order to achieve the
integration of sensor intelligence, based on large-scale inte-
grated circuit technology and the latest sensor technology,
sensitive components, signal adjustment circuits, micropro-
cessor units, etc. are integrated on the chip [17]. Relevant

technologies include microprocessing technology, MEMS
technology and microprocessing nano-material technology,
the latest sensor technology, large-scale integrated circuit
technology, etc., and many technical bottlenecks and
implementation problems have also appeared. The inte-
grated realization method mainly enables the sensor to have
the characteristics of miniaturization, structural integration,
and intelligence to achieve the purpose of improving mea-
surement accuracy and stability. It is the development direc-
tion of future sensors. In terms of practicality, it may not be
suitable for all occasions.

In order to ensure that the components of different
frequencies in the signal fall within the passband of the
filter [18], the amplitude ratio of each component remains
unchanged before and after filtering, and the lag time of each
frequency component after filtering remains the same,
usually a linear phase filter is used. Here first introduce the
relevant principle of the linear phase finite impulse response
filter.

The FIR pulse transfer function expression is

H qð Þ = Y qð Þ
X qð Þ = a0 + a1q

−1 + a2q
−2+⋯+aNq−N = 〠

N

n=0
anq

−n:

ð6Þ

Roll out:

Y qð Þ = a0 + a1q
−1 + a2q

−2+⋯+aNq−N
� �

X qð Þ: ð7Þ

Find the inverse z transformation to get the difference
equation as:

y nð Þ = a0x nð Þ + a1x n − 1ð Þ + a2x n − 2ð Þ+⋯+aNx n −Nð Þ

= 〠
N

r=0
arx n − rð Þ:

ð8Þ
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Figure 1: The main process of human-computer interaction.
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Using the backward difference method, bilinear trans-
formation method, etc., the pulse transfer function of the
domain is obtained as:

H qð Þ = Y qð Þ
X qð Þ =

b0 + b1q
−1 + b2q

−2+⋯
a0 + a1q−1 + a2q−2+⋯

: ð9Þ

Perform polynomial division on the above equation (9),
keep the first N terms, and obtain the N − 1 order FIR filter;
that is

H zð Þ = Y qð Þ
X qð Þ = C0 + C1q

−1 + C2q
−2+⋯+CN−1q

1−N

= 〠
N−1

n=0
Cnq

−n:

ð10Þ

The above formula shows that the output at the current
moment is determined by a series of (including the current
moment and historical moment) input value multiplied by
the corresponding coefficient.

3.3.3. Hybrid Implementation. The hybrid implementation
method is to combine the nonintegrated implementation
method and the integrated implementation method [19].
According to actual needs, the various components of the
system, such as the sensitive unit, signal conditioning circuit,
microprocessor unit, and the communication interface, they
are combined into two blocks. Or three chips are combined
in different ways to meet different requirements of users.

For a noisy observation signal, it can be expressed as:

x zð Þ = s zð Þ + v zð Þ: ð11Þ

The output signal of the adaptive filter is expressed as:

y zð Þ = 〠
Z−1

i=0
wi zð Þx z − ið Þ: ð12Þ

Assuming that the output signal is composed of a linear
combination of array signals, in many practical applications,
each element of the input signal vector is composed of the
time delay form of the same signal. The input signal is fil-
tered to obtain the output signal. The calculation method
is as follows:

y nð Þ = 〠
N−1

i=0
wi nð Þx n − ið Þ =wT nð Þx nð Þ: ð13Þ

The solution in the above formula is also called the
Wiener solution. In fact, vectors and matrices are difficult
to estimate accurately and can only be estimated by time
average. Since a variety of adaptive algorithms can be used,
there is no unique solution for adaptive filtering. These
adaptive algorithms have their own advantages and disad-
vantages and are suitable for different occasions [20].

3.4. Networked Smart Sensor Method. The measurement and
control system based on decentralized intelligent sensors
[21] consist of a specific network, various control nodes,
sensor nodes, and a central control unit. Among them,
sensor nodes are used to implement parameter measure-
ment and send data to other nodes in the network. The
control node is to achieve the calibration of the measured
physical quantity and the path information (temperature,
humidity, etc.) required for the calibration. In most cases,
the necessary data is obtained from the network as needed,
and the corresponding control method and execution con-
trol output are formulated based on the data. In the whole
system, each sensor node and control node are indepen-
dent. The number of control nodes and sensor nodes
can be modified more or less according to requirements.
The network options can be sensor bus, field bus, enter-
prise internal Ethernet, or direct Internet access. The intel-
ligent sensor node is composed of three parts: sensor,
network interface, and processing unit in the traditional
sense. According to various requirements, these three parts
can be composed of various chips to form composite

Local user interface

Application
algorithm 

Analog-to-digital
conversion 

Signal conditioningInduction unit

Figure 2: Basic structure unit of smart sensor.
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materials, or they can be simple. First, the sensor converts
the measured physical quantity into an electrical signal,
converts it into a digital signal through A/D, and sends
the result to the network after the microprocessor performs
data processing (filtering, calibration) and data exchange.
The network is completed by the network interface module
[22] as shown in Figure 3.

The existing steps in this article mainly involve the con-
version of the sensor’s measurement signal and the data
exchange of the microprocessor in Figure 3, and the network
interface problem is also a major difficulty to solve.

4. Smart Sensor Accuracy Experiment

4.1. Smart Sensor Calibration Measurement Experiment. The
basic principle of smart sensors is the principle of laser trian-
gulation [23]. The structured light laser angle projects the

light bar onto the surface of the measurement object. The
distribution of the light strip is not a straight line, but
according to its change, a camera in another place collects
an image of the light strip distribution. The structured opti-
cal laser forms the optical surface shown in gray. The optical
axis of the camera and the light surface form an angle, and
the light rod is modulated by the surface of the object to pro-
duce distortion. If the object or the smart sensor moves at a
certain speed in a certain direction, a modulated image is
generated, the structured light strip information of each
image is extracted, and the information is combined to
obtain a three-dimensional image, that is, an image of the
surface of the object.

In order to investigate the repeatability of the experi-
mental system, a certain fixed point on the light plane was
selected, and the repeatability test was performed five times.
The experimental results are shown in Table 2.

Initialize 8019AS and 
uIP protocol stack

Set IP address, 
gateway, etc.

Start listening on port 
80

Whether to receive the data packet?

Collected data packets Web application

Y

Whether the polling time is up?

Polling each connection

Y

Finish

Start

Figure 3: Flow chart of network intelligent sensor.
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It can be obtained from the experimental results that the
repetition error does not exceed 0.045mm, which has good
repetition accuracy.

4.2. Simulation Results and Related Experiments. In order to
verify the effectiveness of the algorithm and analyze the
performance of the fusion algorithm, it is assumed that the
AFL distributed simulation system is composed of three
radars of the same type, the tracking time is 100 s, the
number of Monte Carlo simulations is 600, and the follow-
ing three types of different targets unfolding the tracking;
the three kinds of exercise data obtained are shown in
Tables 3–5 (the simulation time should be 60 s best).

4.3. Simulation Experiment. The tracking accuracy of the
target under the ESM fusion strategy is significantly higher
than the tracking accuracy of the target when working alone.
Several common sensor data characteristics are analyzed,
combined with the system under test, and three different
fusion algorithm verification strategies are formulated. Sim-
ulate the three situations of the system function verification
of the AFL information fusion simulation verification
platform; for the first two fusion strategies, the local state
estimation fusion algorithm is studied, and the traditional
weighted fusion algorithm is solved due to the uncertainty
and the measurement value of each sensor. Correlation leads
to the problem of instability of the fusion algorithm, and the
effectiveness and stability of the algorithm are verified by
dividing three typical target motion scenes from two simula-
tion cases. Aiming at the third fusion strategy, this paper
adopts the correlation algorithm and adopts the classical
weighted fusion algorithm to realize the third fusion strategy
according to the results and verifies the effectiveness and
stability of the algorithm through simulation experiments
[24]. The specific data is shown in Table 6.

Through the analysis of the data in Table 5, we can see
that the average value of individual tracking and fusion
tracking errors, in terms of individual tracking: Q-axis direc-
tion is 295.91m, W-axis direction is 107.07m, and E-axis
direction is 139.61m; for fusion tracking, the Q-axis direc-
tion is 96.42m, the W-axis direction is 246.66m, and the
E-axis direction is 134.31m.

The functional device composition of the simulation
experiment module is shown in Figure 4.

In the CAN interface module [25], the latest dual-
channel digital isolator is used, and the isolation voltage is
realized by the power supply module. In order to reduce
the interference caused by the digital circuit, a 0 ohm resistor

is added to the circuit to connect. While enhancing the
matching degree between channels, the isolation perfor-
mance of the system is better.

5. Information Fusion Technology and Smart
Sensor Usage Analysis

5.1. Theoretical Analysis of Information Fusion Technology.
As an emerging technology, information fusion [26] will
integrate signal detection technology, filter tracking, pattern
recognition, statistical theory, optimization theory, fuzzy
inference, and related technologies from neural networks.
In the military field, information fusion mainly includes
detection, correlation, interconnection, estimation, target
recognition, condition assessment, and risk estimation. In
the private sector, information fusion mainly includes col-
lection, transmission, collection, analysis, filtering, synthesis,
correlation and synthesis, fast information processing, and
automatic graph plotting. This is a process of multilevel
and multifaceted signal processing. Compared with the
theoretical research of the information fusion simulation
technology of a single sensor system, the information fusion
technology brings information that a single sensor cannot
match. According to the functional level of information
fusion, information fusion is divided into 5 levels [27] as
shown in Figure 5:

The first level of processing belongs to the category of
distributed detection. By formulating fusion rules that are
consistent with the fusion target, a specific detection and
decision algorithm (CFAR, optimal threshold) is used to
produce the best detection result. The second-level process-
ing is mainly location-level fusion, including data associa-
tion, filter estimation, and other technologies. The third
level of processing is mainly attribute-level fusion, including
image classification, recognition, and type judgment. Classi-
fication refers to distinguishing target types. Recognition is
based on classification, and further judgments are made on
the results of classification. The recognition also means the
judgment of the picture. The fourth level of processing
mainly includes picture estimation and impact assessment.
Picture estimation is to establish a situation table between
the entity and the entity collection, which is used to infer
the data distribution. Therefore, general mathematical
methods cannot be applied to picture situation estimation
and impact assessment. It is necessary to find a more intelli-
gent algorithm, such as clustering algorithm and learning +
reasoning + knowledge embedded algorithm [28]. The fifth
level of processing mainly divides the picture level, analyzes
the content of the picture, and gives an opinion report based
on the content in the known database.

5.2. Sensor Node Design Analysis. The wireless sensor node is
composed of sensing, processor, communication, and power
modules. As a complete microprocessor node unit, the
performance of its components must be coordinated and
efficient. The technical realization of each part requires
trade-offs and trade-offs according to application require-
ments. The hardware block diagram of the sensor node is
shown in Figure 6.

Table 2: Repeatability testing experiment.

Test sequence q/mm w/mm e/mm

1 -3.5956 37.388 18.6734

2 -3.5898 37.245 18.6712

3 -3.5923 37.411 18.6912

4 -3.5998 37.361 18.6435

5 -3.5947 37.411 18.6435

3& 0.03212 0.0453 0.005628

7Wireless Communications and Mobile Computing



Calculate the relative distance between the local esti-
mates of multiple sensors, expressed as:

dy = x̂i k̂
� �

− x̂ j kð Þ
��� ���: ð14Þ

The optimal state estimate can be obtained by using the
weighted combination of the calculated estimator and the
innovation:

x̂ k/kð Þ = X̂ k/k − 1ð Þ + K kð Þr kð Þ: ð15Þ

The processor module is the core of the wireless sensor
node. All equipment control, task scheduling, energy calcu-
lation and function adjustment, communication protocol,
data merging, and data dumping procedures are completed
by the support of this module, so the choice of processor is
very important in the design of sensor nodes [29]. The main
node data is shown in Figure 7.

Perform static experimental calibration on the input
and output data of the sensor and its conditioning mod-
ule, and get the calibration curve. The data of the calibra-
tion point is

zi : z1, z2,⋯, zm−1, zm
qi : q1, q2,⋯, qm−1, qm

)
i = 1, 2,⋯,m: ð16Þ

Among them, z is the experimental input data, and q
is the experimental output data. Assuming that the fitting

Table 4: Mean value of error estimated by each sensor and fusion algorithm under uniform acceleration.

Sensor 1 Sensor 2 Sensor 3 Algorithm Algorithm

Mean error (m) 37.2722 35.8432 73.1377 34.2457 27.7677

Standard error (m) 45.9513 46.2156 51.6455 31.6546 29.2565

Table 5: The mean value of error estimated by each sensor and fusion algorithm in the maneuvering state.

Sensor 1 Sensor 2 Sensor 3 Algorithm Estimation

Mean error (m) 35.8650 53.5290 53.6394 29.8509 38.7254

Standard error (m) 65.1262 42.4524 53.3245 31.2422 42.2424

Table 6: Comparison of mean values of individual tracking and fusion tracking errors.

Mean error (m) Q-axis direction W-axis direction E-axis direction Overall

Individual tracking 295.91 107.07 139.61 370.65

Fusion tracking 96.42 246.66 134.31 325.57

Modular controller

CAN controller

CAN transceiver

bus

Figure 4: CAN module device.

Table 3: The mean value of error estimated by each sensor and fusion algorithm in a uniform state.

Sensor 1 Sensor 2 Sensor 3 Original Local state

Mean error (m) 53.6136 37.4331 48.2942 44.8582 25.4570

Standard error (m) 34.2864 31.9831 29.4897 46.9826 23.4972
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curve of the nonlinear characteristic curve (i.e., inverse
model) is

zi qið Þ = a0 + a1qi + a2q
2
i + a3q

3
i +⋯+anqni : ð17Þ

From the above data, we can know that when selecting
the processor of the sensor node, the following aspects are
mainly considered:

(1) Choose a powerful microprocessor

(2) Ultralow power consumption design

(3) The running speed should be as fast as possible

(4) I/O ports and communication interfaces meet the
design requirements

(5) The cost should be as low as possible

(6) High reliability

5.3. Analysis of the Analog Sensor Interface. Unlike the switch
value, the output of the analog sensor [30] is a continuous
voltage and current change. This article uses the commercially
available CHTM-02/NB temperature and humidity sensor as a
prototype to discuss interface design issues.

5.3.1. Humidity and Electrical Characteristics of Chtm-02/
Nb. Sensitive element (humidity): polymer humidity resis-
tance “CHR-01”

Power supply: 5V ± 5%
Power consumption current: 5mA max. (2mA avg.)
Working range: temperature 0-40°C, humidity 15%-

90%RH
Storage conditions: temperature 0-60°C, humidity 50%RH
Humidity transmission range: 0-100%RH
Accuracy (humidity accuracy): ±5%RH (at 25°C, input

voltage = 4V)
Output signal: 1-3V (corresponding to 0-100%RH, at

25°C, input voltage = 4V)
The humidity characteristic is shown in the line Z in

Figure 8, and the temperature characteristic curve is shown
in the line Z in Figure 8.

The voltage coefficient can be measured mainly by a
voltmeter. Analyzing the above temperature and humidity
performance and characteristic curves, it can be seen that
connecting the temperature and humidity sensor requires
the C51F330 core controller to perform AD on the humidity
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Figure 5: Functional block diagram of information fusion system.

Figure 6: Hardware block diagram of sensor node.
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signal (1-3V) and temperature signal (0-1V) without loss of
accuracy. After conversion and digital processing, it is sent
to the test platform through the wireless port.

5.4. Smart Sensor Sampling Analysis. Under the condition
that formula (5) is satisfied, the sampled signal can be
restored to the original signal by using a low-pass filter. It
is the comparison chart before and after the input signal is
sampled. The broken line is the sampled signal, and the
curve is the original analog signal as shown in Figure 9.

By comparing the data before and after the sampling of
the input signal, it can be known that before Time = 2:5,
even in the stop band region, the filter has equal ripple,
but in the pass band, the filter also has a better linear phase.
In other words, if the length of the filter is larger, the maxi-

mum value of the pot teeth can be close to the minimum
value.

5.5. Realization of Intelligent Nonlinear Self-Correction
Module Method. The programming methods used to realize
the intelligent nonlinear self-correction module include
look-up table method, curve fitting method, neural network
method, SVM support vector machine method developed in
recent years, etc. If the front end is active, there will be many.
The input and output characteristics of the model (XU) are
reproducible. They all have strong nonlinear mapping
capabilities, which can not only improve nonlinearity but
also improve system stability and suppress cross-sensitive
sources. The input and output characteristics of the smart
sensor system are shown in Figure 10.
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The block diagram of the intelligent sensor system is
mainly composed of the sensor and its conditioning module
and the microcomputer microprocessor. On this basis, the
positive model and the inverse model are abstracted. The
so-called positive model refers to the input and output char-
acteristics of the sensor and its signal conditioning module.

Because the multisensor information fusion technology
shows better performance than any single sensor, the appli-
cation of information fusion technology to the AFL fusion
simulation verification platform greatly improves the perfor-
mance of the platform, which mainly includes the following
two parts.

In addition, it can be further learned from Table 1 that
whether from the Q-axis direction, W-axis direction, E-axis
direction or from the perspective of the overall position, the
average error of tracking using information fusion technol-
ogy is smaller than that of single tracking, and they are

improved, respectively. The increase was 9.94%, 16.64%,
3.79%, and 12.16%. In summary, although the accuracy is
not high, the fusion with the angle provided by the multisen-
sor makes the tracking accuracy after fusion higher than the
tracking accuracy of the target when a single sensor or mul-
tiple sensors work alone, which verifies the fusion strategy
and fusion. The effectiveness of the algorithm enhances the
reliability and stability of the simulation verification plat-
form for functional verification of the system under test.

6. Conclusions

Through the above experiments, it is not difficult to see that
the research principle of using multiple smart sensors
through the use of information fusion technology can be
verified by actual operations and is feasible. The use of mul-
tiple smart sensors at the same time is compared with the
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traditional single sensor in the past. The work efficiency and
high-precision data collection are better than those in the
past, and the cost is also lower, and the functions can also
be diversified. On this basis, information fusion technology
is used to correlate the data and information obtained by
single and multiple information sources, and process the
data, automatically analyze, coordinate, and optimize the
use of sensors to make the use of sensors more intelligent.
The application of the aspect is also able to be easily compe-
tent, and the analysis ability of the picture is greatly
improved. The interactive art design of intelligent sensors
and information fusion technology designed in this article
is very practical, but this article will also explore the appli-
cation of convolutional neural networks in interactive art
design.
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The digitalization of agricultural planting and breeding enterprises is the only way for agricultural development. Now with the
development of various technologies, the digitalization of agricultural enterprises is becoming faster and faster. Today, the
development of intelligent sensors provides platform support for the digitalization of agricultural enterprises. This article is
aimed at introducing the application of intelligent sensors in agriculture to provide strategic research for the digital
development of agricultural planting and breeding enterprises. This paper proposes the establishment of a system platform for
network intelligent sensors and proposes the establishment of an agricultural short message management publishing platform.
And the existing public information transmission methods are used to provide a cheap, simple, and fast way for agricultural
producers to quickly obtain agricultural information, so as to provide a feasible plan for solving the agricultural “last mile of
agriculture” problem. After inspection and analysis, the information management release platform can meet the design
requirements, and the processing rate of short-term interest is above 98%, which can pave the way for the digital
industrialization of agricultural enterprises.

1. Introduction

As a descendant of China, China has a profound agricultural
heritage from ancient times to the present. Although China is
a large agricultural country to this day, since most of its agricul-
ture is scattered, the start of agricultural industrialization is rel-
atively late. From industrialization to informatization, from
agricultural mechanization to agricultural informatization, it
is an important stage of human progress and agricultural devel-
opment. Agricultural informatization can speed up the cultiva-
tion of agricultural science and technology talents and the
dissemination of agricultural science and technology knowl-
edge, improve the international competitiveness of agricultural
products, and promote the sustainable development of agricul-
ture, thus becoming a historical opportunity for agricultural
development. The rapid development of digitalization is an
unquestionable fact, and various signs indicate that intelligence
and big data are the general trend, and socialized mass produc-
tion and extensive resource sharing are the general trend [1].

Digital agriculture refers to the use of digital technolo-
gies such as geographic information systems, global posi-

tioning systems, remote sensing, automation, computers,
communications, and networks to rationally utilize agricul-
tural resources in agriculture, management, operation, circu-
lation, and services; to reduce production costs; and to
improve the ecological environment [2]. It is to develop agri-
culture in accordance with the objective laws inherent in
agriculture and the goals and directions required by humans.
Compared with traditional agriculture, the industrialization
of agriculture should be based on market demand, be region-
alized and specialized, and form a comprehensive, inte-
grated, intensive, and socialized enterprise management
system. In a perfectly competitive market environment, the
high degree of openness and transparency of digital technol-
ogy not only reduces the resistance to market entry, attract-
ing many competitors, but also makes it easy to identify the
path of resource creation capabilities in the value-added pro-
cess of e-commerce. But it is likely to be imitated or even
surpassed by competitors in a short period of time, and the
value cannot be effectively realized.

Therefore, when an enterprise forms a unique advantage
capability, it must take into account the competition process
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and dynamic response of the enterprise with its competitors
in the external market, so as to realize the value of agricul-
ture in the competitive interaction. The emergence of digital
agriculture has made agricultural equipment more complex
and precise, making traditional agricultural machinery test-
ing methods more difficult to develop and test. In order to
solve the traditional on-site test cycle, high cost, and difficult
problems, it is necessary to explore new test methods.

For a long time, the problems in the development,
design, manufacturing, and use of modern agricultural
equipment are the variety of products, complex working
conditions, and high requirements for product performance,
service life, and cost. There are many factors that affect
product quality, and the consequences of these occurrences
are very serious, therefore, a lot of complex testing work
needs to be established. The entire process requires the
establishment of necessary test sites, the use of a large num-
ber of various test equipment, a large amount of test costs, a
large experimental team, and a lot of test time. The agricul-
tural information integration service platform has the char-
acteristics of strong database security, good stability,
friendly interface, strong operability, easy to learn and
understand, and complete and practical functions, which
meets the needs of current agricultural information manage-
ment. The integrated agricultural information service plat-
form is of great significance for standardizing the order of
agricultural information management, improving work effi-
ciency, serving farmers, and promoting the economic devel-
opment of agricultural products [3]. It is helpful to improve
the farmers’ understanding of agricultural market informa-
tion, scientific and technological information, and govern-
ment information and to accelerate the construction of
agricultural information.

This article first consults a large number of relevant
expositions at home and abroad through the method of data
analysis. It is found that most of the research on the digital
development strategy of agricultural planting and breeding
enterprises focuses on the industrial optimization of plant-
ing and breeding. This article takes the intelligent sensor as
a breakthrough and summarizes the following innovations:
(1) In the intelligent sensor design, the pressure sensor is
emphasized. This is very broad for agricultural applications,
because whether it is the weather forecast for planting or the
air pressure in aquaculture, it is a necessity for the digital
development of agricultural enterprises. (2) In the design
method, the comparison and selection were carried out
many times. From the system algorithm, the network proto-
col, to the final platform effect test, the conclusions were
drawn in full comparison. (3) In the discussion of the digital
development strategy, more are combined in experiments
and methods, which will be more data-supported and con-
vincing than a completely written discussion.

2. Related Work

Many scholars believe that entering an agricultural society
marks the end of a barbaric society. The four ancient civili-
zations all took the river as the origin of their civilization
and relied on the flat and fertile land beside the river as

the beginning of agriculture, and agriculture is also the foun-
dation of human development. A large number of scholars
have done research on agricultural development, for exam-
ple, Reganold and Wachter have done research on the con-
troversy of organic agriculture. They believe that organic
agriculture plays an untapped role in establishing a sustain-
able agricultural system, but there is no way to feed the earth
safely. Instead, a mix of organic and other innovative agri-
cultural systems is required. However, there are major obsta-
cles to the adoption of these systems, and multiple policy
tools are needed to facilitate their formulation and imple-
mentation [4]. Aničić and others specifically discussed the
agricultural situation in Serbia, and they believed that the
economic development of Yugoslavia (Serbia) after World
War II was at the expense of agriculture, and they analyzed
and demonstrated this. The analysis results believe that Ser-
bia’s agricultural development is much more likely, and
under appropriate macroeconomic policies, it can become
a huge comparative advantage of our economy in the world’s
developed markets [5]. Gurr et al. started with agriculture to
discuss food security issues, believing that global food secu-
rity needs to increase crop productivity to meet growing
demand. They concluded that a simple diversification
method, in this case the growth of nectar-producing plants,
can promote the ecological intensification of agricultural
systems [6]. Tirivayi and others have considered the issue
of poverty eradication more deeply, and they believe that
eradicating the hunger and poverty of poor small farmers
requires both agricultural interventions and social protec-
tion interventions. After the research, they concluded that
the existing evidence provides an empirical basis for estab-
lishing a synergy between social protection and smallholder
agriculture to a large extent [7]. There are many different
discussions among scholars related to the research of digiti-
zation and intelligent sensors. Goel raised the question,
“Why is it digital?” He believes that no company is immune
to the influence of digital technology, but few companies
fully utilize digitalization, and the digital journey of any
company is different because different from individual tech-
nologies, companies are different. Digitization will touch and
significantly affect all aspects of enterprises, but enterprises
must think about how to create the greatest value through
digitization, namely, marketing, sales, supply chain, and cus-
tomer service. Once the area is determined, priorities and
strategies can be established based on short-term and long-
term roadmaps [8]. Szesz et al. also did related research,
and they proposed an intelligent fuzzy control system based
on the mathematical model of Cruz (2002) and applied it to
the Arduino platform for decision support of grain aeration.
To this end, an intelligent Arduino system was developed,
which receives the environmental values of temperature
and humidity, and then processes them in the fuzzy control-
ler, and returns the output as a suggestion to reasonably con-
trol the aeration process, and the results show that the
system is effective [9]. Lin and others analyzed the CIAA
project in Argentina, and their current work includes
designing an integrated intelligent system based on the
EDU-CIAA NXP version for educational and applied
research purposes [10]. Arablouei et al. considered the
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problem of using acceleration measurement data on
resource-constrained sensor nodes to classify cow behavior
in real time. They developed a pipeline of preprocessing, fea-
ture extraction, and classification specifically for performing
inference on sensor node intelligent systems. The results
show that this is achieved without causing any significant
burden on intelligent system resources in terms of energy,
computing, or memory [11].

3. Intelligent-Based Enterprise Digital
Development Method

3.1. Intelligent Sensors. The intelligent sensor system is based
on a detection device for external information. It can detect
the information to be measured [12, 13] and convert it into
electrical signals or other forms of signal output according to
a certain rule, which is used in a dedicated computer system
that performs independent functions [14]. Intelligent sys-
tems are based on microelectronics technology, computer
technology, control technology, and communication tech-
nology, with application as the center, emphasizing the unity
and relevance of hardware and software [15]. In addition, in
intelligent systems, both software and hardware can be tai-
lored and streamlined to meet the system’s requirements
for functions, costs, and other aspects. A standard intelligent
system generally consists of four parts: processor, peripheral
equipment, operating system, and application software [16].
In recent years, with the rapid development of information
perception technology, electronic computer technology,
and wireless communication technology, low-power multi-
function intelligent sensor technology and manufacturing
technology have been greatly improved [17–19].

The intelligent agricultural system includes temperature
sensor, signal processing circuit, carbon dioxide sensor,
image acquisition device, display device, GPRS device,
microprocessor, external storage device, image processing
device, and carbon dioxide data processing device. The com-
position of a typical intelligent system is shown in Figure 1.

As shown in Figure 1, the system composition mainly
includes the following 8 parts. (1) Processor core: the heart
of an intelligent system is the processor core. The processor
core ranges from a simple and inexpensive 8-bit microcon-
troller to a more complex 32-bit or 64-bit microprocessor
and even multiple processors. Intelligent designers must
choose the lowest cost device for applications that can meet
all functional and nonfunctional time limits and require-
ments. (2) Analog I/O: D/A and A/D converters are used
to collect data and feedback from the environment. Intelli-
gent designers must understand the type of data that needs
to be collected from the environment, the accuracy require-
ments of the data, and the rate of input/output data in order
to select the appropriate converter for the application. The
response characteristics of intelligent systems are deter-
mined by the external environment. Intelligent systems must
be fast enough to keep up with changes in the environment
to simulate information, such as light, sound pressure, or
acceleration being sensed and input into the intelligent sys-
tem. (3) Sensors and actuators: sensors generally perceive
analog information from the environment. The imple-

menting agency controls the environment in some ways.
(4) User interface: these interfaces can be as simple as LED
screens or as complex as screens on well-crafted mobile
phones and digital cameras. (5) The specific entrance of the
application program: similar to ASIC or FPGA hardware
acceleration, it is used to accelerate the specific function
modules that have high performance requirements in the
application program. Intelligent designers must use acceler-
ators to maximize application performance to plan or parti-
tion programs appropriately. (6) Software: software is an
important part in the development of intelligent systems.
In the past few years, the amount of intelligent software
has grown faster than Moore’s Law, doubling almost every
ten months. Intelligent software is often optimized in some
aspects of performance, memory, and power consumption.
More and more intelligent software are written in high-
level languages, such as C/C++. And more performance-
critical code segments are still written in assembly language.
(7) Memory: memory is an important part of an intelligent
system. Intelligent programs can run without RAM or
ROM. There are many volatile and nonvolatile memories
used in intelligent systems. There will be more explanations
about this content at the back of the book. (8) Simulation
and diagnosis: intelligent systems are difficult to see or touch.
When debugging, the interface needs to be connected to the
intelligent system. Diagnostic ports, such as the JTAG Joint
Test Action Group, are often used to debug intelligent sys-
tems. On-chip emulation can be used to provide visibility
behavior of the application. These simulation modules can
visually provide runtime behavior and performance. In fact,
the on-board self-diagnosis capability replaces the function
of an external logic analyzer.

Agricultural Internet of Things refers to the application
of Internet of Things technology in all aspects of agriculture,
including agricultural production, operation, management,
and services. The agricultural Internet of Things takes infor-
mation perception equipment, communication network
lines and intelligent information processing technology
applications as the core, realizes scientific management of
agricultural production, and achieves the goals of optimizing
the utilization rate of agricultural resources, reducing pro-
duction management costs, improving the agricultural eco-
logical environment, and increasing yield and quality. The
agricultural Internet of Things is an important part of the
application field of the Internet of Things and an important
guarantee for the realization of modern agriculture. Its
research content is extensive, involving the fields of agricul-
tural information perception (acquisition), information
transmission, information processing and information utili-
zation. The core of the agricultural Internet of Things is to
realize the intelligent acquisition of agricultural production,
operation, management, and service data information
through Internet of Things technology, and to improve the
degree of intelligence in various links such as agricultural
production, management, trading, and logistics. Its essential
purpose is to promote agricultural production methods.

3.1.1. Intelligent Atmospheric Pressure Sensor. In the agricul-
tural sensor, the pressure sensor is an important one [20].
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The calculation formula of each atmospheric data parameter
is as follows:

(1) Pneumatic height Gp: can be calculated according to
the relationship with static pressure P∞ [21]:

The stream (-914.4~11000m) is the following formula:

Gp =
T0
K

1 − P∞
P∞0

� �KRa/g0
" #

, ð1Þ

The flat layer (11000-20000m) is the following formula:

Gp = GT + RaT
∗
T

g0
ln P∞T

P∞
: ð2Þ

The optical layer (20000~32004) is the following for-
mula:

Gp =GS +
T∗
T

K
PSS

P∞

� �KRa/g0
− 1

" #
: ð3Þ

(2) Lifting velocity _GP: also known as the height change
rate, it can be directly obtained directly to the air
pressure height Gp [22]. However, in order to obtain

less calculated delay, the static pressure _P∞ is usually
taken, and then [23] is obtained according to the
static pressure P∞ and the static pressure change rate
_P∞

_GP = −
RaT
g0

_P∞
P∞

: ð4Þ

In the formula (4): T is the actual measurement and cor-
rected temperature value, and the standard atmospheric
temperature can be directly taken and the results are not
affected [24].

(3) Atmospheric static temperature TS: the temperature
during high-speed airflow will increase, so sensitive
temperature includes temperature increments
caused by atmospheric temperature and airflow
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Driver
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(Application layer)
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Figure 1: Typical intelligent system composition.
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delay, referred to as indication temperature TM
(atmospheric temperature) [25]. The temperature
increase can be solved according to the hypothesis
conditions of the Bernu Lee equation and the ideal
gas heat insulating process, which can be solved to
obtain the atmospheric thermostatic temperature
[26]:

TS =
Tm

1 + RE0:2M2
∞
: ð5Þ

The RE in Formula (5) is a recovery coefficient to elimi-
nate temperature probe mounting deviations, which is gen-
erally considered to be a constant, at a stagnation point,
RE = 1 [27].

(4) Atmospheric density ratio ρ/ρ0: can be based on the
relationship between the static pressure and the pres-
sure height P∞ = f ðGPÞ [28], eliminating the static
pressure to obtain the following formula:

ρ

ρ0
= f GPð Þ

P∞

T0
T

: ð6Þ

In addition, the atmospheric density ratio can also be
calculated by static pressure and measurement atmospheric
temperature (indicating atmospheric temperature) [29], as
in the following formula:

ρ

ρ0
= P∞
P∞0

T0 1 + RE0:2M2
∞

� �
Tm

: ð7Þ

(5) True variety VT: referring to the atmospheric sec-
ondary temperature TS by indicating the tempera-
ture and can get the local sound, and then, the
vacuum speed can be obtained according to the
number of Mach [30], as in the following formula:

VT =M∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γRaTm

1 + r0:2M2
∞

s
: ð8Þ

At this point, the underlying formula of the intelligent
atmospheric pressure sensor is completed. Table 1 shows
the meaning of each symbol in the above formula, wherein
the units have been converted to an international common
unit [31].

3.1.2. Intelligent Multicore Learning Multimode Feature
Selection Algorithm. Multicore learning is also a common
algorithm for feature selection algorithms, and its model is
shown in Figure 2 [32].

The multicore learning algorithm commonly used by
scholars is generally divided into two ways: nonlinear com-
binations and linear combinations. There are two categories

[33] for the linear combination. Formula (9) can be directly
summoned:

H xi, xj
� �

= 〠
M

k=1
Kk xi, xj
� �

: ð9Þ

Formula (10) is the weighted summation.

H xi, xj
� �

= 〠
M

k=1
dkKk xi, xj

� �
: ð10Þ

In Equation (9), each item has the same weight by
default; this algorithm will be simpler, and the result will
be obtained by summing between them [34]. Since the
weight of dk is added in Equation (10), the result will be
closer to the actual value, because of the current develop-
ment of computing technology, multiple weighting will not
cause great calculation difficulty, so now the weighted sum-
mation method is generally used. Because the weight is not
specified, the kernel matrix should be selected from the fol-
lowing set, as shown in the following equation:

κ = K : K = 〠
M

k=1
dkKk, k ≥ 0, tr kð Þ ≤ c

( )
: ð11Þ

A further restriction on Equation (11) is to make the
value of the weight nonnegative and then select the com-
bined kernel matrix from the set as shown in the following
equation:

κ = K : K = 〠
M

k=1
dkKk, k ≥ 0, tr kð Þ ≤ c

( )
: ð12Þ

In Equation (12), the method of feature selection adopts
the principle of minimization, and the features with a high
degree of dispersion are selected, that is, the top-ranked fea-
tures [35]. In addition, there is also a way to select weight
features as shown in the following equation:

H xi, xj
� �

= 〠
M

k=1
dk xið ÞKk xi, xj

� �
dk xið Þ: ð13Þ

In Equation (13), because the variable method is limited,
the weight distribution cannot be carried out indefinitely.
Therefore, related studies have proposed a new combination
method, such as an index combination method, as shown in
the following formula:

H xi, xj
� �

= exp −〠
M

k=1
dkX

T
I AXXj

 !
, ð14Þ
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or the exponentiation combination method, as shown in
the following formula:

H xi, xj
� �

= d0 + 〠
M

k=1
dkX

T
I AXXj

 !n

: ð15Þ

Some scholars have tried to use the product of basic
cores or other combinations to achieve multicore learning.
The nonlinear combination based on polynomials is shown
in the following equation:

K = 〠
0≤K1+K2+⋯+km≤d,km≥0

μk1 ⋯ km
YM
m=1

Km xi, xj
� �

Km: ð16Þ

3.2. Digital Development Strategy. The concept of corporate
strategy refers to the fact that in order to achieve its own pre-
determined goals, after considering the internal and external
environments of the company, the company makes a sys-
tematic and holistic strategic deployment of the company’s
long-term development goals and operational implementa-
tion, so as to ensure that the company has a sustained and
stable development. Since the emergence of corporate strat-
egy theory, there have been different development stages,

and many schools with different propositions and styles
have emerged. Looking at its evolutionary trajectory, it can
be roughly divided into the following 4 stages:

(1) Early stage of strategic thinking: during this period,
the strategic thinking is in the lead-in period, and a
relatively complete theoretical system has not yet
been formed.

(2) Traditional strategic theory stage: research on corpo-
rate strategy systems mostly takes the book “Business
Strategy” written by Ansoff in the 1960s as a starting
point. Strategic theories have gradually formed a sys-
tematic theory, and many theoretical schools have
also emerged.

(3) Competitive strategy theory stage: many academic
schools have conducted multifaceted research on
strategy in the aforementioned traditional strategy
stage, which has enabled continuous progress in cor-
porate strategy research. As the times change, the
research on corporate strategy has gradually deep-
ened. In the process of being closely integrated with
the reality of business management, the research
direction of the corporate strategy system began to
shift to corporate competition, and the industry

Table 1: Meaning and value of each symbol in the atmospheric data calculation.

Symbol Significance Standard value

P∞0 Sea level pressure 101.325 kPa

P∞S Top tropospheric pressure value 22.632 kPa

PSS Atmospheric pressure at the top stratospheric altitude 5.47482 kPa

T0 Sea level temperature 288.15K

∗ Top tropospheric temperature 216.65K

K
Tropospheric temperature decline rate 6.5× 10-3°C/m

Increasing rate of actinic layer temperature 1× 10-3°C/m
HT Top troposphere height 11000m

HS Stratospheric top height 20000m

H Height of top layer of photochemical layer 32004m

g0 Sea level acceleration of gravity 9.80665

Ra Gas constant 287.0529 J/K/kg

A0 Sea level sound velocity at standard air pressure and standard temperature 340.294m/s

0 1 ···· 1
····
···

0 ······· 1
·····

0 1 ···· 1
····
···

0 ······· 1

Kernel
learning

View 1

View M

0 1 ···· 1
····
···

0 ······· 1

Unified kernel

Kernel 1

Kernel M

Input data

Figure 2: Multicore learning diagram.
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structure school, core strength school, and resource
strategy school all have their own achievements.

(4) The stage of dynamic strategy theory: entering the
21st century, the trend of economic globalization
continues to increase. While enterprises continue to
expand, they are also threatened by domestic and
international competition, and the traditional strate-
gic view has been difficult to adapt to the changes in
the corporate living environment, and a new strate-
gic theory emerged as the times require, that is, the
dynamic strategy theory.

4. Intelligent Sensor Platform Construction

4.1. Hardware Platform Construction

4.1.1. Hardware Module Design. Agricultural information
technology is a comprehensive application of sensors, com-
puters, and communication technologies in agriculture. Its
content mainly includes agricultural databases and manage-
ment information systems, geographic information systems,
agricultural remote sensing monitoring, global positioning
systems, agricultural decision support systems, agricultural
expert systems, crop simulation models, agricultural infor-
mation networks, and agricultural intelligent control tech-
nologies. At present, agricultural information databases,
agricultural expert systems, crop simulation models and
their integrated systems, and precision agricultural technol-
ogy systems are widely used in agriculture. At present, there
is no unified and standardized management system standard
for the management of agricultural leading industries, and
there are also differences in the management of different
regions and different leading industries. There is no database
standard for multimedia data and policy document data of
leading industries; therefore, we refer to relevant national
laws and regulations to integrate the actual needs of manage-
ment work in different regions and different agricultural
leading industries.

The hardware platform structure is shown in Figure 3.
Most of the hardware devices built as platforms have

output and input interface connections, and the design of
peripheral interface circuits is particularly important.

Part of the circuit design in Figure 3 is as follows.

(1) Power Supply and Reset Circuit. The total power supply
uses the VCC5V DC power supply, the processor’s on-chip
peripherals use VDD3.3 DC power supply, the processor
core power supply uses 2.5V DC power supply, and the
real-time clock power supply uses VCCTR continuous
power supply. In order to ensure the stability and reliability
of the system, the chip IMP811T is selected to form the sys-
tem reset circuit.

(2) Ethernet Interface Circuit. Comprehensive agricultural
management requires a large amount of data for support,
including a large amount of real-time monitoring (measure-
ment) data, basic agricultural resource data, GIS data, and
remote sensing data. According to the application data from
different sources and methods, the comprehensive database

is logically divided into the spatial database, basic operation
database, agricultural management business database, deci-
sion business database, model database, planning database,
and professional knowledge database.

The system is designed with an Ethernet interface, and
the design system selects RTL8019S as the network control
chip. Because of its excellent performance and stability of
the processing core, it has always been very popular. This
article bought a cost-effective chip in a shopping software.

(3) Serial Interface Circuit. The baud rate is controlled by the
UART baud rate divider register, and its calculation formula
is shown in the following equation:

UBRDIVn = MCLK
bps ∗ 16

� �
− 1: ð17Þ

In Formula (17), MCLK is the system frequency, bps is
the baud rate, UBRDIVn is the value of the register, and []
represents the rounding function number.

(4) LCD Display Interface Circuit. The intelligent controller
installed under the rotating platform collects the sensor infor-
mation and transmits it to the industrial computer through
the serial port. The industrial computer calculates the devia-
tion between the actual position and posture information
and the data in the virtual scene, then gives the feedback con-
trol signal to realize the interactive control and cosimulation of
the system. The built-in LCD controller provides the following
external control signals, as shown in Figure 4.

4.1.2. Comparison of Related Network Protocols

Power supply and reset
circuit

A/D interface

RS232

JTAG interface

RTL8910S

LCD interface

RS232

Extension ports

Core board

SO-DIMM

Figure 3: Block diagram of the system platform.

7Wireless Communications and Mobile Computing



(1) Comparison of Network Survival Time. Figure 5 shows
the comparison of the survival time of the four network pro-
tocols. For the other three, it is almost a vertical decline; only
the decline in the EEUCP agreement will be more moderate,
and this can also discover the advantages of the EEUCP pro-
tocol. For the protocol, this will save more energy, provide
more process network support for the subsequent platform
operation, and be more stable, and other network protocols
will undoubtedly consume more energy.

(2) Comparison of Remaining Network Energy. Figure 6
shows the comparison chart of the remaining energy of the
network. The figure shows that under the same abscissa,
the ordinate value corresponding to the curve of the EEUCP
protocol is the largest, which means that the remaining
energy of the network of the protocol is the largest in each
round. From the perspective of the slope of the curve, before
the node death, the slope of the EEUCP protocol curve is
smaller and more stable than the other three protocols, indi-
cating that the protocol proposed in this article is more
effective in saving energy.

(3) Protocol Selection. From the above comparison chart, it
can be clearly seen that the efficiency of the EEUCP protocol
will be significantly better than others, so this article chooses
the EEUCP protocol as the model of the intelligent sensor
will be more suitable.

4.2. Software Design Based on μClinux Intelligent System

4.2.1. Development and Application of Driver Program Based
on μClinux. The overall integration of the system is one of

the difficulties in realizing a multidisciplinary cross-system.
For many kinds of software, it is difficult to modify the
underlying data structure and functions due to their huge
functions and structures. The modification of the bottom
layer will affect the whole body, so it is difficult to achieve
a unified design and integrated realization based on the bot-
tom layer. The intelligent program driver is the front end of
the software application, and it determines the user’s flu-
ency, and if optimized, the effect will be even better, as
shown in Figure 7.

4.2.2. Fractal Algorithm Based on Improved Random
Number Generator. The optimization of the model is insepara-
ble from the optimization of the algorithm. Although the gener-
ated number of ordinary random numbers is different, the
generated algorithm is the same, and based on this idea, an algo-
rithm based on an improved random number generator was
selected. Assuming that the continuous random variable x
obeys a uniform distribution in the interval ða, bÞ, then the
probability density function of x is the following equation:

f xð Þ =
1

b − a
, a < x < b,

0, other:

8<
: ð18Þ

The distribution function of x is the following equation:

F xð Þ =
0, x < b,
x − a
b − a

, a ≤ x ≤ b,

1, x ≥ b:

8>><
>>: ð19Þ
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Figure 4: Block diagram of the connection between LCD display module and S3C44B0X.
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The rand() function algorithm of an ordinary random
number algorithm in a computer is as follows:

x i + 1ð Þ = l ∗ x ið Þ +mð Þ%n: ð20Þ

In Equation (20), i,m, and l are set constants. If they cannot
be set properly, things often go against one’s wishes and often
lead to errors. Therefore, this paper proposes a new algorithm
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Figure 5: Comparison of network survival time.
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Figure 6: Comparison of remaining network energy.

File system Device file system

Virtual file system VFAT

File structure File structure

Process

Mapping of logical to physical address

Device 1
Device 2

Figure 7: Hierarchical structure diagram of device driver.

y = x⁎ (b − a) + a

Start

End

F (x, y)

x =
(float)(dobrand() & 0x7 fff)

(float)0x7 fff

Figure 8: The flow chart of the fractal algorithm of the improved
random number generator.
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that efficiently uses the rand() function twice, as shown in the
following equation:

x = floatð Þ dobrandðÞ&0x7f f fð Þ
floatð Þ0x7f f f ,

y = x ∗ b − að Þ + a:

ð21Þ

It can be seen from Figure 8 that the optimized random
number algorithm proposed in this paper efficiently uses the
rand() function twice and generates random numbers based
on the principle of chaos. Not only is the random number
sequence internally random, but the random number sequence
itself is also random. This is very beneficial to the data support
of the system in the text.

5. Effect Analysis

5.1. The Effect of Different Software Algorithms Based on
μClinux Intelligent System. Each feature selection algorithm
is executed separately, and then, the clustering algorithm is
executed on the selected feature subset. We use the cluster-
ing accuracy ACC and the normalized mutual information
NMI to evaluate the clustering results. For the evaluation

of the algorithm, we use two public data sets, NUS-WIDE
and MFD (Multiple Feature Data Set), as the test sample
data. The dimension sum and feature value of the data are
the highest dimension and the largest feature value of the
data.

From the experimental results of Figures 9 and 10 and
Table 2, we can draw the following conclusions. First of all,
according to the experimental results, we can know that all
comparison algorithms get better results than All Features,
which fully illustrates the importance of feature selection.
The noise and redundant information contained in the orig-
inal feature will affect the efficiency and performance of the
learning algorithm. After feature selection, removing these
noise and redundant data will enable the learning algorithm
to obtain better performance and improve the efficiency of
the learning algorithm. Secondly, the AUMFS algorithm
and the CSP-UFS algorithm have obtained better clustering
effects than several other single-modal feature selection algo-
rithms. This shows that making full use of the relevant infor-
mation and complementary information of each mode in the
process of feature selection can improve the performance of
the algorithm. Finally, we can know that the CSP-UFS algo-
rithm has achieved the best results. We summarize the
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Figure 9: Clustering result ACC vs. the number of selected
features.
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Table 2: The comparison algorithm has the best clustering effect on the five data sets.

Animal with
attributes

NUS-WIDE Multiple features Protein fold
CASIA-CASSIL

corpus
ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI

All Fea 0.45 0.448 0.24 0.173 0.667 0.721 0.5 0.013 0.274 0.064

LS 0.565 0.535 0.251 0.147 0.671 0.728 0.503 0.019 0.302 0.068

MCFS 0.574 0.521 0.246 0.182 0.802 0.799 0.503 0.019 0.33 0.074

UDFS 0.849 0.846 0.271 0.192 0.911 0.844 0.525 0.062 0.326 0.08

RSR 0.837 0.846 0.268 0.193 0.894 0.827 0.608 0.062 0.319 0.076

AUMFS 0.956 0.915 0.29 0.202 0.965 0.922 0.607 0.062 0.339 0.097

AMFS 0.948 0.907 0.262 0.179 0.956 0.906 0.705 0.141 0.324 0.071

CSP-UFS 0.969 0.936 0.29 0.217 0.973 0.936 0.687 0.181 0.344 0.101
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Figure 11: Convergence of CSP-UFS algorithm on five data sets.
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reasons as follows: First, the CSP-UFS algorithm uses local
regression and global alignment strategies to learn the Lapla-
cian matrix. At the same time, the local structure information
and global distribution information of the data are used to
learn the Laplacian matrix. Secondly, the CSP-UFS algorithm
uses linear discriminant analysis in the feature selection pro-
cess, so that the data can also maintain the clustering structure
of the original data in the low-dimensional feature space,
thereby retaining the discriminant information in the original
data. It can be seen that ME-K-means can stably obtain reli-
able initial gathering points instead of the K-means algorithm.
The results of each run are full of randomness, and the k value
needs to be specified, which is completely impossible when
faced with an unfamiliar data set.

5.2. Statistical Verification. Finally, in order to illustrate the
superiority of our proposed method, we use symbolic verifi-
cation to study the difference between our algorithm and
other algorithms. Sign test is a common method used to
compare the performance of two classifiers, and this method
counts the number of data sets, and the effect of a certain
classifier on this data set is better than other methods, and
we perform sign testing on all experimental results.

As shown in Figure 11 and Table 3, a, b, c, d, and e,
respectively, represent Animal with Attributes, NUS-WIDE,
Multiple Features, Protein Fold, and CASIA-CASSIL corpus.
In these five data sets, it can be seen that in the accuracy of
these five data sets, the accuracy of the c map will be smaller,
and the peak value of a is the highest.

For the classification accuracy of the clustering evalua-
tion indicators NMI and KNN classifiers, our algorithm per-
forms better than other comparison algorithms on all data
sets. Therefore, according to Table 3, the result of the sign
test is that the CSP-UFS algorithm is superior to other com-
parison algorithms at a significance level of 0.05. For the
remaining two evaluation indicators, except for the AUMFS
algorithm and the AMFS algorithm, the CSP-UFS algorithm
is almost better than all comparison algorithms.

6. Discussion

As we all know, companies need to carry out strategic mar-
keting in three kinds of time: the beginning of business, the
time of large-scale integration, and the time of entering new
fields and developing strategic products and strategic ser-
vices. For the emerging digital field, if agricultural planting
and breeding companies want to occupy a place in it, they
must redo strategic planning and redistribute strategic mar-
keting. Many industrial planting and breeding enterprises
attach great importance to the construction of the database
and have achieved gratifying results. The database is like
the digital logistics department of a planting and breeding
enterprise. What kind of resources it needs and how many
resources it needs are prepared and equipped in advance
by the database department, and then, these resources are
delivered to the platform vendors or users. The database
solves the problem of idleness and waste of enterprise
resources and realizes the optimization of resource alloca-
tion and cross-enterprise, cross-industry, and cross-

platform sharing, which is conducive to creating new
sources of value; the registration system of the database is
conducive to targeted database marketing.

Therefore, the database is the key to the digital develop-
ment strategy of agricultural planting and breeding gas com-
panies. Although the platform designed in this paper is an
intelligent network sensor platform, the following data is
processed by a database. If companies can build their own
databases and conduct independent analysis on their own,
then the development of agricultural digitalization will be
longer, and the development of enterprises will be more
stable.

This article has related discussions from the design of the
algorithm to the construction of the following platform.
However, due to space limitations and limited knowledge,
the author did not have an in-depth discussion, just a taste
of it, and this article also has many shortcomings and can
be improved, as follows: (1) The numerical development of
agriculture can be combined with the Internet of Things
technology to explore in more depth the impact of climate,
water conservancy, and soil on agriculture. (2) For the opti-
mization of the algorithm, on-site inspection of agricultural
planting and breeding data can be used as analysis, and the
results will be more in line with the needs of this article.

7. Conclusions

This article is based on the design of intelligent sensors to
escort the digitalization of agriculture and realize the long-
term development strategy of agricultural enterprises. This
design ensures the stability and reliability of the system
and improves the operating speed of the system. It can be
predicted that the future development of precision agricul-
ture will require the use of modern information technologies
such as information management, automatic monitoring,
precise control, and network communications. As far as
the solutions involved in this article are concerned, with
the rapid development of science and technology, new tech-
nologies will be used to develop relevant equipment and
instruments to better solve the problem of agricultural data
collection and transmission and realize the monitoring,
management, and control of agricultural system digitization.
At the same time, the intelligent system market has huge
potential, and it has very important practical significance
for the research of intelligent system, so more in-depth dis-
cussion and research should be done. In the future research,
we will be specializing in more depth the research of intelli-
gent sensors, have a deeper understanding of artificial intel-
ligence technology, and apply intelligent sensors to the field
of artificial intelligence.

Table 3: Key values corresponding to the sign test when the
significance is 0.05 and 0.10.

Number of data sets 5 6 7 8 9 10 11 12 13

W0.05 5 6 7 7 8 9 9 10 10

W0.10 5 6 6 7 7 8 9 9 10
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Synthetic Artificial Intelligence technique is a science and technique derived and developed on the basis of calculator application
technology. Image recognition is a special image processing step that plays an important role. Only after image recognition can it
enter the stage of picture analysis and understanding. With the development of various computer technologies, images have
gradually become and have become an important source of information for people. The use of calculator artificial intelligence
is becoming increasingly widespread; therefore, understanding its application and related research is more conducive to
pointing out the direction of research and learning for us. The goal of this paper is to discuss the emergence and development
of synthetic intelligence identification technology and analyze the application bottlenecks of various types of synthetic
intelligence identification technology, so as to increase our understanding of Synthetic Artificial Intelligence technique and
provide reference for the research in related fields. This article simply introduces the technology of artificial intelligence type
and its new development trend, and by combining concrete images of public facilities, the application of different computer
artificial recognition methods of image recognition processing on the basis of the traditional method is improved, and through
the corresponding simulation software of processing and identification methods for the analysis and comparison, the main
application of two methods, the image processing recognition error rate is less than 0.5; improving computer artificial
intelligence identification technique for the analysis of its application in image processing has certain help. The preprocessing
process generally includes image digitization, grayscale, binarization, noise removal, and character segmentation. In terms of
image recognition, algorithms mainly include statistical recognition, syntax recognition, and template matching. In recent
years, with the development of neural networks and support vector machine technology, image recognition technology has a
new and higher level of development.

1. Introduction

Artificial intelligence technology has been applied in more
and more industries and fields, such as unmanned driving
to bring changes to the transportation industry, the use of
algorithm identification to help police arrest suspects, and
intelligent robots to solve the problem of resource allocation
in the medical industry. Artificial intelligence technology
penetrates into all aspects of life and will bring great changes
to the future society. For example, the evolution of domestic
robots in China has made a breakthrough. Many families
have started to use the sweeping robot as a necessary part
of household cleaning. In the process of artificial intelligence
design and optimization of household robots, the optimiza-

tion of automatic recognition algorithm technology and
visual interface design is always the core and key links. The
so-called automatic recognition algorithm optimization
refers to the realization that the new algorithm can be added
to the algorithm framework of artificial intelligence timely
through the system optimization of departments or all pro-
grams, so as to provide good online support for developers
and help users become more familiar with the operation
interface and the use of the framework. At present, in the
frame design of domestic robots, there is obviously a prob-
lem of poor application effect in the object programming
environment. For some wizard-style designs, there is often
consistency and lack of differentiation, which leads to some
modules becoming very cumbersome. This not only reduces

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 7442639, 10 pages
https://doi.org/10.1155/2022/7442639

https://orcid.org/0000-0002-5358-3719
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7442639


the work efficiency of the robot, but also affects the user's
experience.

Although there are many applications of image process-
ing, the principles and methods used in them are the same,
and there is no difference. Behind the high efficiency and
high accuracy, there is still uncertainty in the artificial intel-
ligence recognition technology. In the evolution of artificial
intelligence technology, the inherent uncertainty of operat-
ing mechanisms makes the technology development similar
to a “black box” state, so it is difficult for researchers to find
the error and control the performance of the product. The
uncertainty of exogenous variables mainly refers to the risk
of technology development, among which the cost risk and
schedule risk have the greatest impact. For artificial intelli-
gence, even if its technology can be developed as expected,
it still faces judgment on this technology. If it does not meet
the moral and ethical needs of human beings, it will not be
put into practice, leading to the failure of even successful
development of the technology.

When subjected to a force that is parallel to the cross-
section of the rod, close to each other, equal in magnitude,
and opposite in direction, the deformation mainly character-
ized by the relative displacement of the cross-section of the
rod is called shear deformation. This paper adopts the
method of case study, based on the theories related to artifi-
cial intelligence and image recognition, through sorting out
and analyzing the application status and problems of com-
puter artificial intelligence technology in image processing,
and puts forward the ideas and strategies of using artificial
intelligence in the innovation of various industries.

2. Related Work

“Intelligent engineering,” “computer study,” and “deep
training” are commonly referred to with different meanings
in the field of high-level computational mathematics.
Nawrocki et al. demythologized these expressions for radia-
tion and established fundamental information about the
topic. Not only that, they discuss the influence human per-
formance may have on radiology in predicting the upcoming
future. While ai is impossible to exchange radiologists any-
time soon, Nawrocki et al. explore how technology could
benefit the radiology field [1]. Mao et al. proposed instant
sentiment identification method capture-based 2d and 3d
features of faces’ emotions by Kinect sensor. They combine
the characters of Kinect’s tracking unit (AUs) and feature
point position (FPP). Tests on sensitive data systems and
real-time videos show the best quality of this method [2].
Handwritten recognition is a method that allows a computer
to automatically identify characters or scripts in the user lan-
guage. Today, optical character recognition has become one
of the most successful technological tools in process recogni-
tion and artificial intelligence. Here, handwritten English
characters have been scanned and the image is typed into a
computer, where it is recognized using a virtual network
and converted to standard printed characters. To have an
accurate measurement of partition and partition surprises
and overcome the weaknesses of all other available OCR
algorithms, Ananth et al. developed an approximate algo-

rithm for each process [3]. Peng et al. believe that sheet
metal forming failure may occur due to necking, fracture,
or wrinkling. By using forming limit diagrams (FLD) as a
powerful tool to prevent sheet metal failure during the form-
ing process, it provides parameter control throughout the
forming process. There are a variety of developed methods
for predicting FLD that can estimate sheet metal forming
strain limits. The evaluation of FLD estimates shows that
there is a dependence between the effects of several factors
including normal stress, shear stress, sheet thickness,
mechanical properties, metallurgical properties, yield func-
tion, strain path, and bending and formability. In his
research, the effect of bending was studied through two finite
element models. In the first method, the effect of bending is
studied by applying out-of-plane deformation by increasing
the displacement of the punch. In the second method, the
influence of bending is studied by changing the punch diam-
eter (25, 50, 70, and 100mm) [4].

3. Proposed Method

3.1. Computer Artificial Intelligence Recognition Technology

3.1.1. Types of Computer Artificial Intelligence
Detection Technology

(1) Voice Identification Technology. The voice recognition
technology is mainly based on the characteristics of the voice
of the different age groups, respectively, voice recognition,
the sound of the information, and the information of the
voice recognition system data of a unified matching, so as
to better realize the voice recognition and identification of
the object, can the voice recognition technology are mainly
on the basis of person more accurately identifying the crowd.

(2) Fingerprint Identification Technology. This fingerprint
identification technology mainly uses the identification of
fingerprints of different colors, because the color fingerprint
of every ordinary person is a unique identification symbol of
each person, and the technology of this color fingerprint
identification can identify a person’s true identity with high
reliability and accuracy [5].

(3) Face Recognition Technology. Face recognition combines
people’s main facial features and pupil conditions to identify
objects. The technique is also relatively accurate. In recent
years, it is also in the stage of rapid development and has
been widely applied [6].

(4) Smart Card Recognition Technology. Smart card recogni-
tion technology stores and calculates data through an inte-
grated circuit board and collects, analyzes, and organizes
different data. This recognition technology mainly relies on
network information data. At present, smart card recogni-
tion technology is mainly used for vehicle recognition.

(5) Barcode Recognition Technology. Barcode identification
includes one-dimensional and QR tag techniques. QR tag
technique is an extension and development of one-
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dimensional code technology, with higher accuracy and
more powerful functions, such as more powerful informa-
tion capacity and error correction function [7].

(6) Rfid Technology. Radiofrequency technology mainly
uses wireless electromagnetic waves to realize target recog-
nition. The working principle of this technology is in cor-
responding tags; electromagnetic fields are used to
transmit radio signals for data tracking and automatic
identification [8].

3.1.2. Application of Artificial Smart Identification
Skills of PC

(1) Application in the Field of Voice Speaker Detection. Now-
adays, voice recognition technology includes voice search
systems. The technology related to voice control can indeed
bring more convenience to people, but the use of voice
remote technology still has the problem of instability. In
the course of advances in engineering, the existing problems
cannot be ignored, which still need the research and efforts
of the technicians in the current field. Not only the corre-
sponding vocabulary should be enriched but also the fuzzy
sound recognition ability should be strengthened to improve
the speech recognition system.

(2) Application in terms of Image Recognition. Nowadays,
the use of artificial intelligence image recognition technol-
ogy in the field of image recognition technology is very
limited, because image recognition technology is more dif-
ficult than other artificial intelligence recognition technolo-
gies. These technologies include, for example, the widely
used vehicle license plate recognition system; Animal elec-
trocardiogram recognition technology extensive range of
materials for industrial purposes, farm and medical health;
Seed and plant identification techniques, agriculture and
information technology; mobile face recognition technol-
ogy and mobile fingerprint recognition technology are
widely used in the field of transportation and public safety
management. But its current technology development sta-
tus and trends, image recognition in the technology devel-
opment, a primary stage, factors such as color and image
contrast great extent hindered the further development of
the recognition technology, technical personnel at the time
of learning and using the image recognition technology
but also on the transformation of a series of information,
such as dimension reduction operation, this greatly
reduces the degree of its efficiency, does not conform to
the trend of the development of the era, is also difficult
to well meet the demand of people's recognition of this
age [9, 10].

(3) Application in the Field of Robotics. The BP network can
learn and store a large number of input-output pattern map-
ping relationships without revealing the mathematical equa-
tions describing this mapping relationship in advance. Its
learning rule is to use the steepest descent method to contin-
uously adjust the weights and thresholds of the network
through backpropagation to minimize the sum of squared

errors of the network. The topological structure of the BP
neural network model includes the input layer, hidden layer,
and output layer.

Due to the lack of accurate understanding and explora-
tion of human beings, robots are sometimes too slow and
inefficient in the process of learning and working and fail
to fully exploit the significance and strengths of synthetic
intellectual property. So, in the artificial intelligence explora-
tion of technical personnel late even more pay attention to
identify accurate perception and functions of the artificial
intelligence technology and simulation for the accurate
understanding of thinking, the key is simulated by thinking,
better will be a combination of human and other artificial
intelligence technology, map the process of the conscious-
ness and behavior of the robot to artificial intelligence, com-
puter program, believed this is not only beneficial to help the
artificial intelligence technology to get the breakthrough,
also to help people to better understand and enjoy the use
of artificial intelligence, computer, so as to better improve
the quality of work and life [11, 12].

3.2. Image Recognition

3.2.1. Composition of Image Recognition Technology. The
image pattern is the definition and description of the image
object to be recognized. The image pattern class is the collec-
tion of sample objects with some common characteristics of
geometric, texture, and mathematical description. Image
pattern recognition is the procedure of manipulation and
evaluation of all forms of material data and graphic informa-
tion on behalf of things or political entities in order to clas-
sify, evaluate, and illustrate images. An example of a study
on graphic pattern discrimination is a process of automatic
recognition and classification of the geometric target,
regional texture, and mathematical description target in
object image by the comprehensive application of image
processing, feature definition and transformation, classifica-
tion method, digital calculation, and other technologies.

General image pattern recognition systems are mainly
composed of parts, including capture of picture images, pic-
ture presorting, extraction of image character, design of cate-
gorizer, and decision-making [13].

Common methods of image recognition are shown in
Table 1.

3.2.2. Synthesis of Intelligent Artificial Identification
Methods in Image Vision Assessment Process

(1) Smallest Range Categorizer. The smallest range categori-
zer is a facile pattern classifier, which estimates the statistical
parameters of various patterns based on the sampling of the
patterns and is completely determined by the means and
variances of various types [14, 15]. Assume that every mode
level is characterized by a parameter of the mean magnitude
vector:

mj =
1
Nj

〠
x∈Sj

x, j = 1, 2,⋯,M, ð1Þ
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where Nj Indicates the maximum amount of schemas in the
category Sj. The methodology for sorting an unlimited set of
modality vectors is to designate the module to its corre-
sponding group [16, 17]. Using Euclidean distance to deter-
mine the degree of proximity, the problem is transformed
into the measurement of distance:

Dj xð Þ = x −mj

�
�

�
�, j = 1, 2,⋯,M: ð2Þ

Since the smallest distance represents the best match, if
DjðxÞ is the smallest distance, then x is assigned to class Sj.
Equivalent to calculation [18, 19]:

dj xð Þ = xTmj −
1
2
mT

j Sj, j = 0, 1,⋯,m: ð3Þ

And assign x to class Sj when DjðxÞ gives the maximum
value. For a minimum classifier, the decision boundary
between class Sj and class Sj is

tmn að Þ = ti að Þ − t j að Þ = aT n − nj

� �
−
1
2

ai − aj
� �T ai − aj

� �
= 1:

ð4Þ

(2) Bayes Classifier. Statistical dispersion of Known and these
types in the feature language of d dM class items, i.e. with
known typology wi = 1, 2,⋯,M priori probability and class
condition probability density [20, 21], for the specimen to
be tested, the probabilities that the probability that the pro-
totype belonging to each of the other sorts can be derived
from the Bayesian formula, the experimental likelihood that
the identification object exists can be generated to test the
most probable Xattributes of the class to which the proto-
type belongs, the most likelihood thatX is of the type [22].
If class Mwi is reciprocal and perfect, the Bayesian formula
is formulated as follows:

q wi mjð Þ = P X wijð ÞP wið Þ
∑M

j=1P X wj

�
�

� �
P wj

� � : ð5Þ

In engineering application problems, the data typically
complies with a regular classification, which is justified and
generalized in its physics, and the distribution is straightfor-
ward to manipulate math-wise. Nðu, σ2Þ only consists of two
parametrizations, which can be acquired by the expectations
and covariances in the function of a large population of sam-
ples estimated to establish the density of dependent odds

[23]:

P xð Þ = 1
ffiffiffiffiffiffiffiffi

2πσ
p exp −

1
2

u − 1
σ

� �2
" #

=N a, u2
� �

, ð6Þ

where u is the mean or mathematical expectation:

u = E xð Þ =
ð∞

−∞
xP xð Þdx: ð7Þ

The normative odds ratio diversity feature for covariates
is as follows:

P xð Þ = 1
2πð Þn/2 Sj j1/2

min −
1
2

Y − �xð ÞTS−1 Y − �xð Þ
	 


: ð8Þ

Denoted by probability diversity of variables in multidi-
mensional orthonormal odds density features:

P x wijð Þ = −
1
2

Q − Xi

� �T
Si

−1 Q − Xi

� �
−
n
2
ln 2π −

1
2
lm Sij j:

ð9Þ

The posterior probability can be calculated. It represents
the likelihood that the target panel falls into various catego-
ries when it presents X characteristic state. The characteristic
X of A sample may be represented in whole or in part in
class M, while the probability of its representation in class
wi = 1, 2,⋯,M is expressed in terms of PðXjwiÞ. The poste-
rior probability expressed by Bayes formula:

F vi yjð Þ = P y vijð ÞP við Þ
∑M

j=1P y vj
�
�

� �
P vj
� � : ð10Þ

It represents A conditional probability, representing the
approximate sample belonging to the class A in the case of y
feature, and it can be estimated in turn the category of the
sample to be tested that has A certain feature y. The mathe-
matical formula is used to express the second kind of problem:

P vi yjð Þ > P v2yð Þ, a ∈ v, ð11Þ

P vi yjð Þ < P v2 yjð Þ, a ∈ v2: ð12Þ
The structure of the Bayesian classifier for the two types of

problems is shown in Figure 1.

The classifier of the nervous system module distribution
is shown in Figure 2; the geometry of the neuron network

Table 1: Common methods of image recognition.

Methods Surface features Identify ways Typical criterion

Template matching Samples, pixels, curves Correlation coefficient, distance measurement Classification error

Statistical recognition Characteristics Classifier Classification error

Structure identification Tectonic language Rules and grammar Acceptable error

The neural network Samples, pixels, features Network function Minimum root mean square error
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discriminant function classifier does not need to rely on the
conditional probability density of the traditional statistical
scientific knowledge; a classifier model by some kind of con-
ditional probability transformation maps the dividing line
between the feature vectors in a pattern; the pattern of spa-
tial feature vector can be understood as belonging to a point,
in the feature space, which belongs to a feature point set in
the feature space to a certain extent which is always associ-
ated with another type of feature point set or separation;
each model in mathematics and geometry relationship
between the classes is to determine the separable. It can be
understood that a dividing line can be found through the lin-
ear classification method of mathematics and geometry, and
the class belonging to the feature space can be decomposed
into a subfeature space corresponding to different categories.
Another result of geometric linear classification is the ability
to provide a definite dividing line equation, called a discrim-
inant function, for an object. According to the property and
modality of linear discriminant filters, sorting can be classi-

fied into linear discipline segmentation functions and non-
linear differentiation segmentation factors. A geometric
linear criterion function categorizer is widely used in desk-
top computers and for pattern recognition of images for its
ease of interpretation and integration in a traditional design.

(3) Genetic Algorithm. The most critical parts of the genetic
algorithm are selection, crossover, and variation. Its perfor-
mance is mainly affected by these three genetic operations,
and its corresponding relationship is shown in Table 2. Cross-
over is the selection of genes from parental chromosomes to
create an intermediate individual by one-point traverse,
bipoint intersection, n-point intersession, uniform intersec-
tion, and operator’s intersection. The mutation occurs after
the crossing. This is to avoid that all in the total number of
solutions fall into the local optimal problem for the one being
worked on. Mutation is a stochastic change of intermediate
individuals. It is mainly to duplicate the best centromere,
and there are many approaches, such as rotary selectivity, local

Input sample X The feature vectors The discriminant function G (x)

Threshold selection
Decisions, the x1

Decisions, the x2

Eigenvector
classification

Maximum selection

The classification results

Figure 1: Structure of the Bayes classifier for multiclass problems.

Image normalization processing Feature extraction

Neural network design

Neural networks recognize output

Perceptron The individual evaluation Termination criterion

Selection, crossover, variation

The output

Figure 2: Components of the recognition system module based on neural network.

Table 2: Correspondence between biological evolution and genetic algorithm.

Concepts in biological
evolution

The role of genetic algorithms

The environment To adapt to the function

Adaptive Adaptive value function

The survival of the fittest The solution with the greatest value of the adaptive function has the greatest probability of being retained

Individual One solution to the problem

Chromosome Solution of the coding

Gene Coded element

Group A selected set of solutions
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kinematic selection, championship kinematic conversion,
transitional selection, and steady-state choice. Taking roulette
selection as an example, imagine placing all the chromosomes
in a population on a roulette wheel, where each individual’s
chromosomes have their place in the fitness function, and
parental selection in terms of fitness; the better the chromo-
some, the better the chance of being selected. That is, when a
pinball is thrown to select chromosomes, chromosomes with
greater fitness will be selected multiple times. Since genetic
algorithms cannot directly deal with the parameters of the
problem space, the problem to be solved must be expressed
as a chromosome or individual in the genetic space through
coding. This conversion operation is called encoding, and it
can also be called (representation of the problem). The follow-
ing three criteria are often used to evaluate coding strategies:
(a) Completeness: all points (candidate solutions) in the prob-
lem space can be represented as points (chromosomes) in the
GA space. (b) Soundness: the chromosomes in the GA space
can correspond to all candidate solutions in the problem
space. (c) Nonredundancy: chromosomes correspond to can-
didate solutions one-to-one.

4. Experiments

4.1. Experimental Background. In the contemporary world,
the safety of utilities plays a more critical role in the city con-
text, and its inspection skills are growing in salience in the sys-
tem, and it has become an instrument to control the quality of
products and guarantee the safe facility running. Its important
function depends on the correctness of test method selection
and the reliability of test results. In the detection of most pub-
lic infrastructure such as roads and bridges, if the detection
personnel only rely on their own vision to observe and expect
to get some useful information, a lot of subjective factors will
be introduced in the detection process due to human partici-
pation, which will eventually make the detection quality of
facilities uncertain. And this method workload is big, has poor
reliability, and rely on repair personnel’s experience and sense
of responsibility, work efficiency is low, long repeat job easily
causes visual fatigue, and in many cases due to potential risk
in the work environment, such as the traffic on the highway,

the work high above is hazardous to humans. Therefore, in
order to minimize the adverse impact of human factors in
the testing process, the development of automated testing
technology is a vital way to improve the reliability of testing
results. According to the introduction of computers, auto-
matic detection and identification can improve the reliability
and security of facility detection, save manpower and labor,
and improve social benefits.

4.2. Experimental Design. Automatically detect and identify
the facilities by computer, which can improve the recogni-
tion efficiency and guarantee the safety of personnel. It has
implications in the field. Four phases of application engi-
neering are undertaken: data generation, data analyzing,
counting, simulation, and confirming (see Figure 3).

4.2.1. Take Pictures of Steel Bridge Coating Surface. The
selected steel bridges were coated with a layer of blue paint,
and two sets of pictures were taken with digital cameras: a
set of intact samples and a set of defective samples, each
set of 10. In the flawed pictures, use the pictures with slight
rust as much as possible to increase the efficiency of the
model, so that the model can be maintained in advance at
the initial stage of the defect.

4.2.2. Image Conversion. By converting the color image to
the RGB chromaticity space, you can obtain the pixel value
xij of the image on the three color channels of RGB. I repre-
sents the color channel = red, green, and blue, and j repre-
sents the picture = 1, 2,⋯, n.

4.2.3. Extract Statistical Data. Three statistical values were
extracted from each color channel to show the characteris-
tics of the image, namely, difference (DIFF) division, mean,
and standard deviation (STD).

The nine statistical features obtained in the previous step
would make the dimension too high if used directly in model-
ing and would be further reduced based on the analysis. The
purpose of data analysis and selection is to select effective

Step 1: image acquisition

Step 2: image conversion

Step 3: data collection

Step 4: data analysis

Step 5: discriminant function

Step 6: model testing

Step 7: notes

Data preparation stage

Data analysis phase

Statistical modeling phase

Test confirmation phase

Figure 3: Experimental design steps.
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feature variables from individual variables. The following anal-
ysis method is used to quantitatively test the mean difference
between different groups. The basis is that the greater the
mean difference of the same feature variable in different
groups, the greater the contribution of the variable to the dis-
criminant function, and the more effective the feature vector.

5. Discussion

5.1. Computer Artificial Intelligence Recognition Technology
Based on Perceptron. The recognition algorithm of Bayesian
decision theory is a relatively basic algorithm in the statisti-

cal pattern recognition algorithm. Since the process of
obtaining the linear discriminant function in the algorithm
is equivalent to the learning process of the perceptron, the
perceptron neural network can also be introduced to realize
this kind of image recognition problem.

For 20 samples, we can know the matrix of the percep-
tron’s input vector p. Since the problem has been classified
into a simple two-category recognition problem, the corre-
sponding target value of the target vector can be selected as
1 and 0 to represent the classification. Let us assume that 1
represents the class of images that are intact, and 0 repre-
sents the class of images that are defective. According to
the input vector t, a corresponding target vector can be
obtained and a single-layer perceptron neuron can be
selected, as shown in Figure 4 in the sample feature distribu-
tion map after the input vector t.

Notice a phenomenon in the perceptron algorithm, that
is in different initial conditions w, b , the training result is
different, but after training, the network can complete the
classification task, only steps needed for the training, and
finally the result is likely to be different, namely the classifi-
cation problem of only one solution, on the premise of the
four steps to achieve results, and the error change as shown
in Figure 5.

5.2. Analysis of Computer Artificial Intelligence Recognition
Technology Based on BP Neural Network. The basic idea of
the BP algorithm is that the learning process consists of
two processes: the forward propagation of the signal and
the backpropagation of the error. In the forward propaga-
tion, the input samples are passed in from the input layer,
processed by each hidden layer by layer and then passed to
the output layer. If the actual output of the output layer is
inconsistent with the expected output (teacher signal), it will
turn to the error backpropagation stage. Error backpropaga-
tion is to pass the output error back to the input layer by
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layer through the hidden layer in some form and apportion
the error to all the units of each layer, so as to obtain the
error signal of each layer unit, and this error signal is used
as a correction for each unit as the basis of the weight. The
process of adjusting the weights of each layer of signal for-
ward propagation and error backpropagation is carried out
repeatedly. The process of constant weight adjustment is
the learning and training process of the network. This pro-
cess continues until the error of the network output is
reduced to an acceptable level or until the preset number
of learning times.

For solving two kinds of problems, the characteristic var-
iables are linearly combined into a standard discriminant
function. Since the eigenvalues of the training data can max-
imize the separation of the two classes, the coefficients of the
discriminant function are optimal. Linear discriminant anal-
ysis does not change the location of the original data, it sim-
ply attempts to provide a higher degree of separation and to
carve out a decision area for a given class, so this approach
can better help understand the distribution of the character-
istic data. The feature vectors in the input layer refer to the
feature extraction in the previous algorithm, and three fea-

tures extracted from the color image are used. In Kolmogor-
ov’s theorem, the number of hidden layer neurons is selected
as 7; for the output layer, you only need to divide the image
into two categories, so you only need to use one neuron as
the output.

Parameters of the BP network are set as follows.
The maximum number of training steps in the network

is net:trainparam:epochs = 1000; the training target error is
net:TrainParam:Goal = 0:001.

Figure 6 is the error variation diagram of the network
training target. Figure 7 is the network training output cor-
responding to the 20 samples collected previously. It is obvi-
ous that the training samples are two sample set elements:
the first 10 samples are the elements of sample set 1, and
the last 10 samples are the elements of sample set 2. It can
be regarded as a whole; that is, there is a sample element
in the total sample set, the fuzzy feature vectors are
extracted, and then, the closeness between the image to be
tested and the known sample image is calculated by using
the fuzzy method, and the classification is conducted accord-
ing to the principle of proximity selection.

Due to image is a known samples, each sample corre-
sponds to a matrix, such known samples of the fuzzy set is
expressed as a matrix, the corresponding eigenvector
extracted under test images, according to the degree calcula-
tion sample under test and the known sample set close to the
extent, maximize is belong to category of the sample under
test, the degree of the pattern and the known sample under
test as shown in Table 3.

According to the above process, the 20 images in the
known sample set were taken as the test samples for classifi-
cation and recognition, and input was selected randomly,
the closeness degree was calculated, the maximum value
and the corresponding known sample serial number were
found, and the correct category could be obtained. The
above algorithms have something in common; they all use
the same sample eigenvectors. The feature vector is extracted
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Table 3: The degree of closeness between the image to be tested
and the known sample.

Sample x Sample x

1 0.2356 8 0.2236

2 0.3991 9 0.3255

3 0.4168 10 0.3412

4 0.2881 11 0.3259

5 0.2447 12 0.2529

6 0.3052 13 0.3510

7 0.4033 14 0.3510

8 Wireless Communications and Mobile Computing



from color image RGB three channel information, but
because of its high correlation between RGB, and then use
the Wilks' lambda criteria, to gradually reduce the correla-
tion characteristic vector, dimension reduction, for each
color images can use three feature vector to represent the
main part of information.

6. Conclusions

The biggest difference between a digital image and an analog
image is that it can be stored on a computer and can be coded
and modified using image editing software. How to effectively
process images has also become a research hotspot and focus
of computer technology. Although a lot of artificial intelli-
gence recognition technology has been applied, at the same
time, there are still some shortcomings at the technical level.
For example, the voice recognition system, which is mainly
applied to putonghua due to the restrictive types of identifiable
languages, will not be able to accurately identify regional
accents or nonstandard pronunciation, and the application
effect will be significantly reduced. At the same time, for face
recognition technology widely used, the database cannot cover
all facial expression features; limited by data, the recognition
effect cannot be guaranteed. However, in the case of increasing
age, facial features will also change to some extent, which is
also one of the factors reducing the recognition effect. Face
recognition technology mainly relies on visual features, which
cannot exclude the factor of face similarity, and the interfer-
ence of other scene factors will increase the recognition error
rate. It can be seen from this that on the basis of summarizing
previous experience, it is necessary to conduct more in-depth
research on the artificial intelligence recognition technology,
so as to further improve the comprehensive level of technology
while eliminating the existing defects.

This paper briefly introduces artificial intelligence recogni-
tion technology and image processing technology and focuses
on the application of artificial intelligence recognition technol-
ogy in image processing. Regular safety inspection of public
facilities is an important means to control product quality
and ensure the safe operation of facilities. In order tominimize
the adverse impact of human factors on testing and improve
the reliability of testing results, developing automatic testing
technology is an effective way to solve the problem. In the sur-
face quality inspection of highways, bridges, and other facili-
ties, image recognition technology is used to detect the target
image automatically. In this paper, according to the specific
color images collected in the detection, different identification
methods are used to realize the detection, so as to improve the
reliability of the detection results and shorten the identifica-
tion time and at the same time deepen the understanding of
the application of image recognition technology.

Themain content of this article is the research of image fil-
tering and image recognition algorithms. Image recognition is
a type of pattern recognition. Image recognition technology
has been successfully used in fields such as optical information
processing, medical instrument sample inspection and analy-
sis, automated instruments, industrial inspection, license plate
recognition, and unmanned driving at home and abroad. As
an important aspect of artificial intelligence, image recognition

has always been widely concerned and highly valued by peo-
ple. Image recognition includes two steps: image preprocess-
ing and image recognition. Image filtering is a crucial step in
image preprocessing. The end of this article through to the
public facilities to recognition of color images collected in
detection, using the Matlab simulation, to change the tradi-
tional method, and using method of bayes, sensors, the BP
neural network and the fuzzy recognition method of image
recognition, and for the various intelligent method of intelli-
gent identifying new FaZhanDian namely combination gives
the research difficulty and the current development of hot
spots, more fully expounds the application of intelligent tech-
nology in image processing. In the algorithm for removing
Gaussian noise, the edge of the image is not effectively pro-
tected, which makes the edge have a certain degree of distor-
tion. Although the algorithm proposed in this study shows
better results than the traditional algorithm in the simulation
experiment, the algorithm itself does exist many shortcomings
that need to be improved in future work.
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)e vehicular ad hoc networks (VANETs) are an example of mobile networks, which utilizes dedicated short-range commu-
nication (DSRC) to establish a wireless connection between cars, and their primary purpose is to provide more security and
comfort for passengers. )ese networks utilize wireless communications and vehicular technology to collect and disseminate
traffic information, and it is required to be delivered to all vehicles on the network reliably and quickly. One of the major
challenges raised in VANETs is that the communication path between the source and destination nodes is disconnected due to the
dynamic nature of the nodes in this network, and the reconnection process of nodes through the new path reduces the per-
formance of network. )is paper presents a highway routing protocol to overcome some of the challenges of these networks
including routing cost, delay, packet delivery rate, and overhead. )e NS2 is used for simulation, and the performance of the
proposed protocol is compared with the VMaSC-LTE and DBA-MAC protocols. )e results of the simulation indicated that the
proposed protocol outperforms the other two protocols in terms of delay, packet delivery rate, and routing overhead.

1. Introduction

A vehicular ad hoc network is a wireless network in which
the vehicles equipped with a wireless interface can com-
municate with each other or fixed roadside equipment [1–3]
(Figure 1). )ese networks create wireless communication
among moving vehicles utilizing dedicated short-range
communications (DSRC) [2]. DSRC is, in fact, a version of
IEEE 802.11a, improved as IEEE 802.11p for operations with
low overhead [4]. VANET characteristics are mainly similar
to mobile ad hoc networks (MANETs) [5, 6], which means
both are self-organizing and self-management, have low
bandwidth, and stay in the same position in case of sharing
radio transmission. However, the most significant opera-
tional obstacle for VANETs (versus MANETs) is its high
speed and themobility of mobile nodes, alongside the routes,
indicating that the appropriate design of routing protocols
requires the improvement of MANETstructure so that it can
match itself to the rapid mobility of VANET nodes in an
efficient way [7]. Vehicular ad hoc networks provide the
context for diverse applications like security and welfare in a

wide range of intelligent transportation systems (ITS) [8, 9].
)us, the development of appropriate routing protocols has
always been a challenge for researchers. For example, most
routing protocols focus on urban environments and less on
highways in communication environments. Other chal-
lenges to consider include dynamic topology and high
mobility; alternative network disconnection, prediction and
modeling of traffic path, and diverse communication en-
vironments; and sufficient energy and memory, distribution
networks, security, and confidentiality [10–20]. In this paper,
a highway routing protocol called “Greedy Highway Routing
Protocol (GHRP)” is presented, which contributes to solving
or minimizing any of the issues raised above. )e main
challenge that the suggested method is trying to solve is the
global coverage of the routes to prevent the loss of the
packages and reduce the delay. In order to solve this problem
in the proposed method, it is attempted to minimize the
number of fixed Roadside Units (RSUs) by identifying ac-
cident sites and installing fixed RSUs in those locations,
minimizing the routing cost of purchasing and installing
equipment, and covering the entire route using mobile
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RSUs, which are public transport equipment. )e packet
delivery rate increases, and end-to-end delay decreases when
covering the entire route with fixed and mobile RSUs. Ul-
timately, the primary purpose of VANETs, i.e., security and
comfort of users, is obtained by collecting the entire in-
formation of route and distributing it between cars.

)e main contributions of this paper are summarized as
follows:

(i) suggesting an intercity routing protocol that at-
tempts to cover the whole of the route and decrease
the delay;

(ii) using fixed and variable RSUs; and
(iii) increasing the network efficiency concerning the

transfer speed of the packages and reduction of the
delay.

)e following sections are organized: Section 2 provides
DBA-MAC and VMaSC-LTE protocols. Section 3 examines
the proposed protocol. Section 4 elaborates discussion,
comparison, and simulation of the proposed protocol with
other highway routing protocols. Finally, the conclusion,
challenges, and future works are reported in Section 5.

2. Related Work

Since one of the main goals of intervehicle networks is to
maintain the safety and comfort of occupants of cars
[7, 21, 22] and most of the casualties occur in highways,
attempts have been made to divide the intervehicle routing
protocols into urban routing protocols and highway routing
protocols (Figure 2) and focus more on highway routing
protocols, which are less considered.

)e highway routing protocols can also be divided into
different categories depending on how the message is de-
livered, communication of cars with each other and the
infrastructure, the use of fixed and mobile RSUs, and the
like. Since the proposed protocol is a highway routing
protocol, fixed and mobile RSUs are used. Simulations are
performed on the MAC layer, and both DBA-MAC [23] and
VMaSC-LTE [24] protocols are highway routing protocols
and used fixed and mobile RSUs. Simulations are performed
in the MAC layer, these two protocols are examined, and the
proposed protocol is compared with them. Zhou et al. have
designed a novel model based on Multilabel-Learning
Network for RGB. )e graded-feature Multilabel-learning
network’s suggested design performs state-of-the-art urban
scene feature extraction approaches [25]. Zhou et al. have
proposed a global feature learning for evaluating the quality
of computer content and real scene photos in a blindmanner
[26]. Artin et al. have presented a new model for the pre-
diction of traffic using ensemble NAS and linear regression
in the network [27]. Sun et al. have generalized lifelong
spectral clustering. In a lifetime learning paradigm called
modified lifelong spectral clustering, this paper investigates
the topic of fuzzy clustering [28]. Ahmadi et al. have
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Figure 1: Vehicular ad hoc networks [1].
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Figure 2: Proposed taxonomy of routing protocols in VANETs.
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presented a new classifier model regarding fuzzy regression
and the wavelet-based ANN using machine-learning tech-
niques [29]. According to Zhou et al. [30], in terms of in-
creased income, numerous encoding optimization schemes
have been presented (RDO). Liu et al. [31] have introduced a
new heterogeneous domain adaptation based on an unsu-
pervised model. )e results show that the suggested model
outperforms the current baselines. Ni et al. [32] have ana-
lyzed clustered faults using a framework of cobweb-based
redundant. Ala et al. [33]have presented a novel method
based on a genetic algorithm for solving the quality of
fairness service. Ni et al. [34]have analyzed a new TDMA
model regarding the fault tolerance method for the TSVs
with the honeycomb network. Sui et al. [35]have studied
interference cancellation systems based on the broadband
cancellation technique. Guo et al. [36] have concentrated on
spreading various sensors and a networked model-based
issue for a geographically sizeable linear system. In another
study, shifting fault current controls enabled by 5 g in dis-
tribution transformers has been investigated by Sun et al.
[37]. Ahmadi et al. [38]have examined a new IMU-aided
multiple GNSS fault method for solving the problem of
environments. Ahmadi et al. [38] have presented a new
hybrid method for choosing users federated learning using
federated learning based on a novel clustering method. Lv
et al. [39] have studied a novel architecture of machine
learning for cooperative, smart transportation system se-
curity in digital twins. Lv et al. [40] have reviewed 6G-en-
abled topology based on the Internet of transport vehicles.
Lv et al. [41] have checked on methodologies on the Internet
of vehicles using intelligent edge computing. Sharifi et al.
[42] have studied a survey paper about applying artificial
intelligence in industry networks and energy during the
pandemic. )ey have reviewed several articles during last
year’s. Lv et al. [40] have studied an artificial intelligence
model regarding empowered transportation systems using
innovative system vehicles. )e result shows that the model
has a high-accuracy [43]. Lv et al. [41] have analyzed the
Security of the Internet of Multimedia )ings. )is study
under the novel technological industry wave, the security
performance of the Internet of multimedia things on the
security protection of user identification, behavior trajec-
tory, and preference have been done [44]. Varmaghani et al.
[45] have optimized energy consumption in dynamic WSN
regarding fog modeling and fuzzy MCDM. )e methods
have been used for clustering and routing network. Ac-
cordingly, the given optimum and blind approaches are
increased by 28% and 48%, based on the difficulty results
obtained [45]. Zhao et al. [46] have optimized macroscopic
modeling and dynamic management of automated cars’ on-
street searching for parks in a cross urban road network.
Ahmadi and Qaisari Hasan Abadi [47] have reviewed several
papers about the application of programming in-network
and industry. )ey have designed a simulation framework
for the proposed model. Bie et al. [48] have investigated a
scheduling modeling approach that considers random
variances in trip travel duration and energy usage [48].
Rezaei and Naderi [49] have presented a signature verifi-
cation model using a new hybrid convolution network

model. Qiao et al. (2021) have studied a new classification
using local wavelet acoustic with a whale optimization al-
gorithm [50]. Qiao et al. [51] have studied coupled models in
wavelet models to forecast PM10 concentration. Qiao et al.
[52] have studied a combination model based on a wavelet
network for forecasting the energy consumption of the USA.
Qiao et al. [53] studied a fast-growing source forecasting for
production using a novel hybrid wavelet. Peng et al. [54]
investigated the effect of inverter blockage on metering
efficiency during shale fracking. Peng et al. [55] have ex-
amined natural gas predicting regarding the wavelet
threshold method.

2.1. DBA-MAC Routing Protocol. In 2009, Bononi et al.
introduced the DBA-MAC protocol [23]. )e DBA-MAC is
presented for a multilane highway scenario, which is bidi-
rectional.)e vehicles are assumed to be equipped with GPS.
Any emergency messages include dissemination direction,
time to live (TTL), and risk zone. Only nodes in the risk zone
are allowed to relay the message. )e DBA-MAC protocol
defines two priority classes to improve access to the chan-
nels: normal vehicles and backbone member (BM), where
BMs are in higher priority. A node selects itself as BM to
create a Backbone and then broadcasts a beacon message,
which selects itself as BM. Vehicles that receive the beacon
message calculate the remaining time the message can be
disseminated (be released).)en, a car with a longer residual
time than a threshold is selected as BM. When a BMN+1
receives a message from the BMN, it immediately approves it
and disseminates it with a SIFS delay for BMN+2. If a
Backbone needs to be repaired, the DBA-MAC will im-
mediately replace a refreshed Backbone. Further, the pro-
tocol uses an infrastructure to avoid possible interruption of
communication due to the low number of vehicles, in ad-
dition to vehicle-to-vehicle communication, where the lo-
cations of this infrastructure must be carefully selected.

2.2. VMaSC-LTE Routing Protocol. In 2016, Ucar et al. in-
troduced the VMaSC-LTE protocol [24]. )is protocol is a
cluster-based technique that uses the IEEE 802.11p standard
and selects the cluster head with a relative mobility metric,
calculated using the average relative speed of neighboring
vehicles. )e average relative speed is obtained from
AVGREL_SPEEDi � 

N(i)
j�1 |Si − Sij

|/N(i), where N(i) is the
number of neighbors having the same direction of cluster
head for vehicle i, ij is the id of node j, the neighbor of vehicle
i, and Si is the speed of vehicle i. Other features of this
protocol include periodically dissemination of the infor-
mation of cluster members in hello packets, direct con-
nection to the cluster with minimal overhead instead of
multistep connection, and reactive clustering to maintain
the cluster structure without overusing the network. In the
cluster maintenance phase, a timer is used to control the
communication between the cluster head and the other
cluster members. If the cluster head does not receive packets
from its members in the same cluster at a predefined time, it
assumes that the node is lost.
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3. Proposed Algorithm

In this paper, a new routing algorithm is presented to im-
prove the weaknesses of previous methods such as delay,
overhead, packet delivery rate, and the like. )e routing
mode uses both fixed and mobile RSUs. First, the accident
sites are identified, and fixed RSUs are installed where it is
intended to deploy the intervehicle network. However, as
known, the whole route cannot be well covered just by using
fixed RSUs installed at accident sites. )erefore, a combi-
nation of fixed and mobile RSUs is used in the proposed
protocol. As mentioned, fixed RSUs are used at accident sites
and mobile RSUs at other locations on the route. Public
transit vehicles are used as mobile RSUs by installing OBUs.
In the proposed protocol, each vehicle can use fixed and
mobile RSUs to reduce sending steps and delays to send
packets and warning signals to other vehicles. )e routing
steps are as follows:

(i) If there is a direct route from the source to the
destination, i.e., the destination is within the cov-
erage radius of the source, the package is sent di-
rectly to the destination.

(ii) If there is no vehicle or RSUs (fixed or mobile) near
the source, the source vehicle transports the data
packet to the first vehicle within its radius and then
sends it.

(iii) If there are RSUs (fixed or mobile) near the source
and destination, the source sends the packet to the
RSUs (fixed or mobile). After receiving the packet,
the RSU near the source sends it to the nearest RSU
to the destination, and then it is sent to the
destination.

(iv) If there is more than one vehicle near the source, but
none of them are fixed or mobile RSUs, the source
vehicle sends the packet to the farthest vehicle
within its radius and the shortest distance with the
fixed or mobile RSUs. After the packet arrives at the
RSU, the RSU sends it to the nearest RSU to the
destination, and then it is sent to the destination.

(v) If there is more than one route to send the data
packet, a route with fewer steps and a longer route
life is selected.

3.1. Assumptions. )e following assumptions were made:

(i) Each vehicle using its GPS obtains its location, the
location of neighboring nodes, the location, and
direction of the destination, road information (such
as traffic), as well as a map of its intended envi-
ronment. )is information is periodically trans-
mitted as a Hello message to nearby vehicles within
its range.

(ii) A digital map with the conditions of road traffic load
is installed on the vehicle.

(iii) )e On-Board Unit (OBU) in any vehicle used as a
mobile RSU has an IEEE 802.11p and a 3G interface.

)e IEEE 802.11p interface is used to communicate
with ordinary cars. )e 3G interface communicates
with RSUs (fixed and mobile).

20% of the nodes in the network are considered fixed and
mobile RSUs, and the number of fixed and mobile RSUs is
considered equal.

In addition, it is assumed that the entry time of ordinary
vehicles and the mobile RSUs on the road follows the
Poisson distribution (Figure 3). )e distribution function of
the vehicles and mobile RSUs is uniform along the entire
road. It should be noted that the Poisson distribution is used
here since the normal distribution is not suitable for n nodes
more significant than 20, and where n is the number of
vehicles which is muchmore than 20.)e horizontal axis (X)
in Figure 3 presents of entry time of ordinary vehicles and
mobile RSUs in 24 hours with the number of vehicles per
hour on the road, which can be used to estimate the number
of steps and the arrival time to the accident site.

3.2. Estimating the Number of Steps and Transmission Time.
As mentioned before, one of the features of the proposed
algorithm is to reduce the delay by minimizing the number
of steps between source and destination. For this purpose, if
several routes are between the source and destination, the
shortest route is selected by estimating the number of steps.
In order to estimate the number of steps, the required pa-
rameters are defined as follows (Table 1):

Considering that the entry and exit rate of ordinary
vehicles and mobile RSUs on the road follows the Poisson
distribution, first the number of vehicles and RSUs on the
road is calculated from Equations (1) and (2):

n � N × P × 10, (1)

m � M × P × 10. (2)

In the above case, it is multiplied by 10 because the
probability is 1 at the best. Since the Poisson distribution is
considered for λ� 13, and the maximum value is approxi-
mately 0.1 as shown in the graph, so it is multiplied by 10 to
get 1.

Since fixed and mobile RSUs are used, and fixed RSUs
are installed at the accident sites in the proposed algorithm,
the route is divided into several sections (Figure 4). One part
of the road Lj was considered. )e Lj part was divided into
two parts as Lj1 and Lj2.)en, we have Equations (3) and (4):

Njk � nk ×
Lj

Xi

k � 1, 2, (3)

Mjk � mk ×
Lj

Xi

k � 1, 2, (4)

where Njk indicates the number of mobile RSUs and Mjk
shows the number of ordinary vehicles in section Lj of the
road. It is assumed that the source vehicle is in section j of
the road and wants to send a packet. Since it can send the
packet in the direction or in the opposite direction of itself,
the jth part of the road is divided into two parts of j1 and j2.
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Figure 3: Diagram of entry time of ordinary vehicles and mobile RSUs in 24 hours.

Table 1: Parameters used in the proposed protocol.

Description Name
)e coverage radius of each vehicle R
Packet delivery time between two source and destination vehicles T
Delivery time between two vehicles td
Speed of vehicle i Vi
Speed of vehicle j Vj
)e distance between two vehicles i and j dij
)e whole length of the route Xi
Total number of mobile RSUs in 24 hours N
)e number of mobile RSUs moving to the right of the road at a specific time n1
)e number of mobile RSUs moving to the left of the road at a specific time n2
Total number of mobile RSUs at a specific time on the road n� n1+n2
Total number of ordinary vehicles in 24 hours M
)e number of vehicles moving to the right of the road at a specific time m1
)e number of vehicles moving to the left of the road at a specific time m2
Total number of ordinary vehicles at a specific time on the road m�m1+m2
Poisson probability at a particular moment P
)e length of section j Lj
)e mobile RSUs in either Lj1 or Lj2 (K� 1, 2) Njk
)e ordinary vehicles in either Lj1 or Lj2 (K� 1, 2) Mjk

D1

L
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L
j2

L
j

n2

n1

D2
d2

d1

RSU

RSU Vehicle

Ordinary Vehicle

Figure 4: Network scenario.
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)e distance from the source vehicle to the fixed RSU behind
it is calledD1, and the distance from the source vehicle to the
fixed forward RSU is D2. Now, suppose D2>D1, D2 is
selected for sending the packet because there is a higher
probability of more mobile RSUs in this area. In that case, we
have Equations (5)–(8):

Nj2k
′ � nk ×

Lj/D2

Xi

� nk ×
Lj

XiD2
k � 1, 2, (5)

where Nj2k
′ is the number of RSU in Lj2 section.

d �
D2

Nj2k
′

�
D

2
2 × Xi

nk × Lj

, (6)

where d is the distance from the source to the first RSU.

Mj2k
′ � mk ×

Lj/d2

Xi

� mk ×
Lj

Xid2
k � 1, 2, (7)

where Mj2k
′ is the number of ordinary vehicles between the

origin and the first RSU.

d′ �
d2

Mj2k
′

�
d
2
2 × Xi

mk × Lj

k � 1, 2, (8)

where d′ is the average distance between ordinary cars from
the origin to the first RSU.

In order to calculate the number of steps to get to the
nearest fixed or mobile RSU:

(A) If d′ ≤R. )en, we have Equations (9) and (10):

Cj �
Lj

Nj2k
′ × R

, (9)

T � Cj × td, (10)

where Cj is the number of steps to reach the nearest
fixed, or mobile RSU and T is the time to reach the
nearest fixed or mobile RSU.

(B) If d′ >R. )en, we have (Equations (11) and (12)):

Cj � Mj2k
′ − 1, (11)

T � 

Mj2k
′ − 1

i�1

Vi

dij

⎛⎜⎜⎝ ⎞⎟⎟⎠ + Cj × td . (12)

IfD1 �D2, since the number of steps will be equal, a route
with the most extended lifespan will be selected among the
available routes.

3.3. Calculating the Lifetime of the Route. )e lifespan is
calculated as follows:

(A) Both vehicles should be in the same direction, and
the speed of the front vehicle should be more. In this
case, the lifetime of the path is calculated by the
following equation:

LifeTimelink �
R − dij





Vi − Vj




, (13)

(B) Both vehicles should be in the same direction, and
the speed of the front vehicle must be less. In this
case, the lifetime of the route is calculated by the
following equation:

LifeTimelink �
R + dij





Vi − Vj




. (14)

(C) Vehicles move in the opposite direction. In this case,
the lifetime of the route is calculated by the fol-
lowing equation (15):

LifeTimelink �
R + dij





Vi + Vj

, (15)

where R is the transmission range between the vehicles, dij
represents the distance between vehicles i and j, Vi is the
speed of vehicle i, and Vj is the speed of vehicle j.

4. Result and Discussion

In this section, the performance of the proposed protocol is
compared through various factors. NS2 simulator is used to
simulate the proposed protocol and compare its perfor-
mance parameters with other protocols [56]. In this simu-
lation experiment, a highway scenario with a length of 8 km
and 25 to 200 vehicles was considered. IEEE 802.11 with a
transmission rate of 2Mbps and a transmission range of
250m is used as the underlying MAC protocol. )e data
packet’s time to live (TTL) is set to 100 hops. All simulation
results are averaged over 20 runs.)e parameters used in the
simulations are summarized in Table 2.

4.1. Performance Parameters. )e parameters such as packet
delivery rate, overhead, end-to-end delay, and several
dropped packets were used to evaluate the performance of
the proposed protocols and compare them with other
protocols. Each of these parameters is explained in this
section, and all three proposed protocols, DBA-MAC and
VMaSC-LTE, are compared.

4.1.1. Packet Delivery Rate. )e ratio of total packets re-
ceived by the destination node to the total packets sent by the
source is obtained using Equation (16):

PDR �
number of packets received by the destination

number of packets sent by the source
.

(16)
Packet delivery rates give information on how successful

the protocol is in delivering data packets. )e higher PDR
means that the protocol has been more efficient in delivering
packets.
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)e breaking of the communication link between ve-
hicles due to the high speed of the vehicles is regarded as one
of the main concerns in intervehicle networks is. As ob-
served in Figure 5, the communication links between the
vehicles are less likely to be broken when the number of
vehicles increases, resulting in fewer dropped packets and
higher packet delivery rates. Furthermore, the proposed
protocol performs better than the other two protocols.

Figure 6 illustrates the effect of increasing the number of
RSUs on the packet delivery rate for the proposed protocol
in different modes. In the proposed protocol, 20% of the
vehicles are RSU. However, the packet delivery rate is ex-
amined for the modes with 10%, 20%, 30%, 40%, and 50% of
the total RSU network vehicles and four modes with 25, 50,

100, and 200 vehicles. As observed, the higher the number of
RSUs, the higher is the packet delivery rate.

4.1.2. Average End-to-End Delay. )e average end-to-end
delay is defined as the average delay in transmitting a packet
between two end nodes. )is parameter is calculated using
Equation (17):

AED �


n
i�0((time of receiving the i − th packet) − (time of sending the i − th packet))

total number of packets received by the destination
. (17)

Figure 7 shows the average end-to-end delay between the
suggested algorithm and the two other algorithms. With the
number of vehicles, the end-to-end delay decreases due to
the number of routers between the source and destination.
As Figure 7 shows, the suggested protocol outperformed the
two other protocols when the network was quiet and busy.

As explained, the use of RSUs in the proposed protocol
for intervehicle networks reduces the number of routing
steps between the source and the destination. As the number
of RSUs shown in Figure 8 increases, the number of packet
sending steps decreases between source and destination,
resulting in a lower end-to-end delay.

4.1.3. Number of Dropped Packets. )is parameter indicates
the percentage of packets dropped during the simulation and
not reached their destination.)e NDP can be calculated by:

NDP �
(sent packet − received packet)

100
. (18)

Increasing the number of vehicles makes it less likely for
links to break between vehicles. )us, the number of
dropped packets is lower.

In the section related to packet delivery rates, it was
argued that the links are less likely to be broken due to the

high speed of vehicles in intervehicle networks. )us, the
packet delivery rate is higher when the number of vehicles
increases. Since the packet delivery rate and the number of
dropped packets in the network are correlated inversely, the
number of dropped packets is lower when the packet de-
livery rate increases. Figures 9 and 10 indicate the obtained
results. )e number of dropped packets in the network
decreases by increasing the number of vehicles and RSUs.

4.1.4. Normalized Routing Load (NRL). )is parameter is
defined as the ratio of routing packets sent to the number
received and can be calculated using Equation (19):

NRL �
number of routing packets sent by the source
number of packets received by the destination

. (19)

)e higher the NRL, the lower is the performance and
efficiency of the protocol.

An increase in the number of vehicles leads to an in-
crease in the routing overhead since the operations per-
formed by vehicles on packets increase. However, as shown
in Figure 11, the routing overhead of the proposed protocol
is less than the other two protocols.

As shown in Figure 11, the overhead increases by in-
creasing the number of vehicles and thus the number of
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Figure 5: )e effect of increasing the number of vehicles on the
percentage of packet delivery rate.

Table 2: Simulation parameters.

Parameters Value
Network simulator NS2
Simulation time 1000s
Highway length 8Km
Vehicles speed (min) 20m/s
Vehicles speed (max) 33m/s
Number of vehicles 25, 50, 100, 200
Phy/Mac protocol IEEE 802.11p
Data message size 512 bytes
Traffic CBR
Transmission range 250m
Transmission power 1mW
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vehicles performed on routing packets. However, as illus-
trated in Figure 12, an increase in the number of RSUs leads
to an increase in the number of steps to reach the desti-
nation, resulting in fewer routing operations and eventually
lower overhead.

5. Conclusion

)e main challenges in VANETs are the dynamic topology
and constant network disconnection, which lead to delays in
packages’ arrival [57]. In the present paper, an intercity
protocol was suggested, which attempts to solve this problem
by global coverage of the vehicles’ routes and reduction of
delay to achieve the primary goal of VANETs, which is the
safety and comfort of passengers. In the suggested protocol,
fixed and variable RSUs were used to route packages, and an
ns2 simulator was employed to simulate. )e suggested
protocol was compared with two intercity routing protocols,
i.e., DBA-MAC and VMaSC-LTE. It was found that the
suggested protocol outperformed the two other ones in terms
of delay, packet delivery rate, and routing overhead. We
follow twomain goals in future works. First, investigation and
implementation of the suggested protocol in an urban en-
vironment will also focus on efficient energy consumption
and the issues mentioned above [58]. Second, since the in-
formation exchanged between cars is essential.

In some cases, even humans’ life may depend on this
information, and the issue of security can be of great im-
portance [59]. )us, it must be robust against different types
of attacks like fake information, service denial, and black
holes. )erefore, we will work on the security aspect of the
suggested protocol to make it a safe protocol against dif-
ferent types of attacks to the information can safely and
accurately reach the destination.
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Forecasting energy demand accurately is the basis for the formulation and implementation of energy planning. In this paper,
energy demand influencing factors are mainly decomposed into scale economy effect, population size effect, energy structure
effect, and residential consumption effect based on the Logarithmic Mean Divisia Index (LMDI). Then, the Cointegration and
Granger Causality tests are used to discover the influencing factors of energy demand in China. On this basis, a hybrid
optimization algorithm, the least-squares support-vector regression optimized by particle swarm optimization (PSO-LSSVR), is
proposed to forecast the energy demand of China. Then, three scenarios are set up to analyze the further development of drive
factors of energy demand. Finally, in accordance with the forecasting results, some suggestions related to China’s energy
development policy are given. The main results are as follows. First, gross domestic product (GDP), the total population at the
end of the year (POP), the coal consumption ratio in energy (CCR), and residential consumption levels (RCLs) are dominant
indicators of energy demand in China. Second, the improved PSO-LSSVR model has significant superiority than other models
in energy demand forecasting, a complex and nonlinear system with small samples. Third, China’s energy demand will peak in
2022, which is 4.9 million tce in all scenarios.

1. Introduction

1.1. Background, Purpose, and Significance. Energy, the
material basis for economic development and social prog-
ress, has gained considerable attention. Energy demand fore-
casting has a guiding significance on the formulation and
implementation of energy policy. Driven by technological
advances and sustainable development, the global energy
supply became cleaner and lower carbon. In response to
reducing carbon emission and combating climate change,
the global economy started to transit its structure towards
a low-carbon economy. At the same time, the global energy
market began to enter a new period of energy transition.
Correspondingly, China has also gradually entered the
period of energy structure adjustments and transformation
upgrading. China, as the largest developing country, has
the largest total energy consumption in the world. BP Statis-
tical Review of World Energy (2020) reports that China’s
energy demand growth accounts for more than three-
quarters of net global energy consumption, while the US

and Germany posted the largest declines influenced by
COVID-19. Therefore, the transformation of the energy
consumption structure in China can affect the global energy
consumption structure. The overwhelming growth of energy
consumption in China will lead to an imbalance between
energy supply and demand. Similarly, this problem can
occur in other developing counties. Hence, forecasting the
accurate energy demand in China plays a decisive role in for-
mulating and implementing energy policy and provides
enlightenment and reference significant for other developing
countries. However, the existing research on the prediction
model of energy demand is weak, so this paper focuses on
the prediction model suitable for an energy system.

1.2. Current Research. A lot of scholars have studied energy
demand prediction. The core part of it can be divided into
two strands. The first strand is the selection of indicators.
Energy is a nonlinear complex system influenced by com-
plex socioeconomic factors, according to the existing litera-
ture devoting to identifying the factors affecting energy

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 7584646, 12 pages
https://doi.org/10.1155/2022/7584646

https://orcid.org/0000-0002-6910-4815
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7584646


demand. For instance, Xia and Wang found the factors of
energy demand mainly included gross domestic product
(GDP), population, urbanization rate, and energy consump-
tion structure by the Logarithmic Mean Division Index
(LMDI) [1]. Wu and Peng hold the view that economic
growth, total population, investment in fixed assets, energy
efficiency, energy structure, and household energy consump-
tion per capita are the most critical elements of energy
demand [2]. For higher forecasting accuracy, the most suit-
able indicators are picked out as the forecasting inputs.

The second strand is the forecasting models, including
the univariate model and multivariate model. The univariate
method propels further prediction with historical data, such
as the gray model, ARIMA model, and the like [3, 4]. The
multivariate method is based on the determined mapping
relationship between energy demand (dependent variable)
and independent variables. Also, the commonly used predic-
tion models are multivariate methods, such as the multiple
linear regression (MLR) model and partial least-squares
regression model [5, 6]. The univariate model applies pri-
marily to short-term prediction, and the multivariate model
is more suitable for medium- and long-term prediction.

Artificial intelligence (AI) methods have been exten-
sively used for forecasting due to their nonlinear mapping
ability and good forecast ability. The artificial neural net-
works (ANNs) [7], support vector machine (SVM) [8], and
extreme learning machine (ELM) [9] are all widely used AI
methods. At the same time, the optimal parameters of the
prediction model can be found by the heuristic algorithm.
The heuristic algorithm is good at giving feasible solutions
to combinatorial problems to be solved. Cui et al. construct
a new prediction model based on back propagation neural
network with the optimization of GA algorithm and PSO
algorithm [10]. The commonly used heuristic algorithms
are particle swarm optimization (PSO) [11], ant colony opti-
mization (ACO) [12], genetic algorithm (GA) [13], etc.

The energy system is complex and lack of samples; there
will be insufficient training, unstable performance, and over
“learning” in ANNs. All of these will lead to unsatisfactory
prediction results. SVM, proposed by Cortes and Vapnik
[14], has an excellent performance in solving small samples,
nonlinear, high dimension problems. Therefore, SVR, the
regression version of SVM, is widely used in various energy
research. Suykens and Vandewall [15] improved LSSVR in
1999, the least-squares formulation of SVR, which has better
generalization abilities and robust computation. Kaytez et al.
[16] find that LSSVR has better accuracy than regression
analysis and neural network in long-term electricity con-
sumption prediction. However, there are still difficulties in
LSSVR including the choice of kernel and regularization
parameters, so PSO is introduced to improve the prediction
accuracy of LSSVM. Although PSO-LSSVR has been
employed in other fields successfully [17], the application
of PSO-LSSVR in energy demand forecasting is quite a
few. Therefore, it contributes to making energy demand pre-
diction abundant.

1.3. Main Aim and Principle Conclusions. This study is
aimed at solving the following problems. First, identify dom-

inant indicators of energy demand to describe and analyze
the complex features of the energy system in China. Second,
hunt for a prediction model with high-precision ability to
reasonably predict energy demand’s trend in China. Third,
analyze the changing trend of energy demand under differ-
ent development scenarios produced by other development
policies. Forth, according to the determined vital factors,
predict the movement of energy demand in different situa-
tions, and give corresponding policy suggestions for energy
development.

The principle conclusions lie in the following aspects.
First, this paper finds that GDP, population (POP), coal con-
sumption ratio (CCR), and residential consumption level
(RCL) are the critical factors of the energy demand of China
through the Cointegration and Granger Causality test. Sec-
ond, a hybrid forecasting model, PSO-LSSVR, was first pro-
posed to forecast energy demand in this paper. Additionally,
the established model shows a much better effect on the
Mean Absolute Percentage Error (MAPE), Root Mean
Square Error (RMSE), and the goodness of fit (R2) compared
with traditional models. Third, scenario analysis sets three
different scenarios to analyze the energy demand trend in
China under different levels to formulate corresponding
energy development plans and policies.

The remainder of this paper is arranged as follows. The
method of this paper is introduced in Section 2. Section 3
discussed China’s energy demand influencing factors
through the Cointegration and Granger Causality tests.
The energy demand prediction model, PSO-LSSVR, is pro-
posed in Section 4. In Section 5, the possible trend of energy
demand under different development scenarios is analyzed
in detail. Section 6 depicts the key conclusions. Forecasting
mechanism for energy demand is listed in Figure 1.

2. Methodology

2.1. Least-Squares Support-Vector Regression Model. SVM,
proposed by Cortes and Vapnik [14], converts the input
space into a high-dimensional space through nonlinear
mapping and finds the optimal hyperplane to divide the fea-
ture space in this space based on SVC and statistical learning
theory. However, SVM takes too much time to cope with
thousands of data. Therefore, least-squares support-vector
machine (LSSVM) was proposed [15]. Compared with
SVM, LSSVM has more advantages [18] as follows:

(i) It changes the structure of the loss function, taking a
squared loss function rather than it in SVM

(ii) It transforms inequality constraints into equality
constraints, avoiding solving QP problems when
finding the optimal hyperplane

With these modifications, the computational quantity is
reduced heavily, and training speed is also significantly
accelerated.

Support vectors can be used in SVC for classification and
in SVR for regression. Therefore, LSSVM can be categorized
into LSSVC for classification and LSSVR for regression
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purposes. LSSVR is a nonlinear regression model based on
SVC and structural risk minimization. Then, SVR and
LSSVR will be introduced. The principle of LSSVR is
described briefly.

Given a set of training sample points: S = fðxk, ykÞ ∣ k =
1, 2,⋯, ng, where xkϵR

n is the input value and ykϵR is the
output value. By the map Φð∙Þ, the samples from the original
space Rn is mapped into the feature space φðxkÞ. The optimal
decision function is defined.

y xð Þ = ωTφ xð Þ + b, ð1Þ

where φðxÞ is the kernel function, ω is the weighted vector,
and b is a constant.

Then, the regression problem can be transformed into an
optimization problem with constraints.

min
ω,b,e

 J ω, eð Þ = 1
2ω

Tω + 1
2 γ〠

n

k=1
e2ks:t: yk = ωTφ xkð Þ + b + ek,

ð2Þ

where k = 1, 2,⋯, n, γ is the regularization parameter, and ek
is the slack variable. To solve the equation, the Lagrange
function is defined.

L ω, b, e, αð Þ = J ω, eð Þ − 〠
n

k=1
αk ωTφ xð Þ + b + ek − yk
� �

, ð3Þ

where αk is the Lagrange multiplier. After the calculation,
the values of α and b are determined. Then, the fitting func-
tion can be represented.

f xð Þ = 〠
n

k=1
αkK x, xkð Þ + b,

K x, xið Þ = φ xð ÞT∙φ xð Þ,
ð4Þ

where Kðx, xiÞ is the kernel function, which expresses non-
linear mapping.

The kernel function decides the mapping function and
feature space. The Radial Basis Function (RBF) can grapple
with the amount of input data efficiently, and it is suitable
for theoretical analysis owing to its good analyticity. Thus,
RBF is the kernel function in this paper, and it is defined.

K x, xið Þ = exp − x − xik k2
2σ2

� �
, ð5Þ

where x is an m-dimension input vector. xi is the centre of
the ith RBF. σ2 is the length of the kernel function. kx − xi
k is the norm of a vector. γ and σ2 are crucial to ensure pre-
diction accuracy and model generalization ability in LSSVR.

2.2. Particle Swarm Optimization Algorithm. The PSO, sim-
ulating the hunting activities of birds and fish, is a random
search algorithm [19], which can find the optimal global

Start

Collect data

ADF, cointegration and granger causality test
Determine

influencing factors

Hunt for inputs of forecasting model

Data processing

Classify the training and testing sets

Get the trained PSO-LSSVR model

Verify the validity of the proposed model
with RMSE, MAPE and R2

Set 3 different development scenarios to 
forecast energy demand in China

Provide suggestions for formulating
appropriate energy development plans

End

Determine
Prediction model

Scenario setting

Conclusions and
recommendations

Figure 1: Forecasting mechanism of energy demand.
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solution. The corresponding relationship between PSO and
bird hunting activities is described in Table 1.

PSO is initialized with a random population including m
particles, which is X = fX1, X2,⋯, Xmg. Each particle is not
only a point in a D-dimension space but also a feasible solu-
tion in the solution space. Particles change their position by
flying in the solution space until arriving at the optimum.
Xi = fxi1, xi2,⋯, xidg is the ith particle’s position. Vi = fvi1
, vi2,⋯, vidgði = 1, 2,⋯,mÞ is the ith particle’s velocity,
which depends on three components as follows:

(1) The inertia term: w ∗ vidðkÞ. It is affected by the con-
stant inertia weight w and previous step velocity
term vidðkÞ

(2) The cognitive learning term: c1r1 ∗ ðPbestðiÞ − xidðkÞÞ
. It is the distance between the local best position
PbestðiÞ and the particle’s position xidðkÞ

(3) The social learning term: c2r2 ∗ ðGbest − xidðkÞÞ. It is
the distance between the global best position Gbest
and the particle’s position xidðkÞ

Thus, the velocity and position of the ith particle of iter-
ation k are computed.

vid k + 1ð Þ =w∙vid kð Þ + c1r1∙ Pbest ið Þ − xid kð Þð Þ − c2r2∙ Gbest − xid kð Þð Þ,
xid k + 1ð Þ = xid kð Þ + vid k + 1ð Þ,

ð6Þ

where r1 and r2 are two random numbers in the range of
[0,1], c1 = 1:7 and c2 = 2 are acceleration coefficients, and
w is the inertia weight factor determined by

w =wmax − wmax −wminð Þ ni
nmax

: ð7Þ

The procedures involved in PSO implementation are
given as follows:

(1) Set the parameters of the PSO algorithm, such as
particle swarm size, inertial weight factor w, learning
factor c1 and c2, and random number r1 and r2

(2) Initialize the velocity and position of particles
randomly

(3) Compute the fitness of the ith particle and obtain the
local best position PbestðiÞ and the global best posi-
tion Gbest

(4) Update the local best position PbestðiÞ and the global
best position Gbest

(5) Update the velocity and position of the particles

(6) If the end condition is met, we can get the global best
position; otherwise, we can return to step 3

2.3. The PSO-LSSVR Model for Energy Demand Forecasting.
Different parameters as input combinations in LSSVR can
produce various forecasting accuracy. Therefore, more

importance is focused on the PSO-LSSVR model for it can
select optimization parameters automatically. The number,
position, and velocity of particles and other parameters in
the proposed model have been introduced in Sections 2.1
and 2.2. The proposed hybrid model selects the goodness
of fit (R2) for finding the optimal kernel parameters σ2 and
regulation parameter γ. It is conducive to improve predic-
tion accuracy and reduce model uncertainty and random-
ness. Figure 2 depicts the specific details of the proposed
PSO-LSSVR model.

3. Data Resource and Driving
Factor Preselection

3.1. Data Resource. All data used in this paper are obtained
from China Statistical Yearbook 2020 [20]. This paper mea-
sures GDP in 102 billion yuan (in constant 1990 price in
China). The total population at the end of a year is measured
at 102 million. The energy consumption structure is indi-
cated by the coal consumption ratio in total consumption.
Residential consumption levels (in constant 1990 price in
China) are measured at 102 yuan. And the energy demand
is measured at Mtce (million tons coal equivalent).

3.2. Driving Factor Preselection

3.2.1. Factors Affecting Energy Demand of China. After
research, we found that energy demand influencing factors
can mainly be decomposed into scale economy effect, popu-
lation size effect, energy structure effect, and residential con-
sumption effect [21].

Scale economy effect is that economic growth explains
the chief changes in energy demand. It was first proposed
that changes in GNP caused energy demand to fluctuate,
but the long-term Cointegration cannot be found in the
United States [22]. Energy demand is mainly affected by eco-
nomic growth in two aspects. Firstly, economic growth is the
driving force for energy development, and it provides the
market for energy development. Therefore, economic
growth fuels energy demand. Secondly, energy is the core
and power source of developing productive social forces.
Guaranteeing energy demand is the premise for promoting
social economy development stably. At the same time,
GDP is a crucial indicator of economic growth. Correspond-
ingly, the floating of GDP will make energy demand floating.

The population size effect is that population growth can
affect energy demand markedly [23]. China is a populous
country, and the population ranks first in the world in
2019 with the total population reaching 1.4 billion. BP Sta-
tistical Review of World Energy (2021) [24] shows that
China was one of the few countries where energy demand
increased in 2020. China’s total energy consumption ranked
first in the world in 2019. However, energy consumption per
capita was 2.836 tons of standard coal, only reaching the
world average level. The population size affects total energy
consumption and energy occupancy per capita directly.
Therefore, POP is considered as an indicator affecting
energy demand in this paper.
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The energy structure effect is that various energy types
have different energy efficiency, and low energy efficiency
will lead to high energy consumption. Energy consumption
structure reflects the ratio of various energy resources in pri-

mary energy consumption directly [25]. Coal-based energy
consumption structure has low utilization efficiency and
high environmental pollution. Since the 1990s, China has
been the largest producer and consumer of coal globally,

Table 1: The corresponding relationship between PSO and bird hunting activities.

Bird hunting activities Particle swarm optimization

Bird flock A set of valid solutions in a search space

Hunting space Problem search space

Flying speed The velocity vector of the solution

The location of the birds The position vector of the solution

Individual cognition and group collaboration Update the velocity and position

Finding food Finding the optimal global solution

Start

Initialize particle
swarm parameters

Initializes the position
and velocity of particles

Take the training error of LSSVR
as the fitness function of PSO

Reach upper limit
of iterations

Update the position and
velocity of particles

Calculate the particle’s
present fitness value

Is present fitness
value better than 

Pbest?

Pbest = present fitness value

Choose Pbest as Gbest

Is a stop criteria
met??

Output optimal
parameters of

LSSVR
End

Y

Y

Y

N N

N

Figure 2: The improved PSO-LSSVR model.
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and 70% of China’s total energy demand roots in coal con-
sumption during 1990-2015 [26]. For sustainable develop-
ment, China has been focused on optimizing energy
consumption structure, reducing the ratio of coal, and
increasing clean energy. Therefore, in the quantitative anal-
ysis of energy demand, CCR is selected as a factor influenc-
ing the trend of energy demand in this paper.

The residential consumption effect is that RCL reflects
economic growth and the improvement of residents’ living
standards. The RCL plays a manifold impact on energy
demand. It affects the energy demand not only directly but
also indirectly through influencing industrial structure.
According to Maslow’s needs hierarchy theory, with the
improvement of RCL, residents will increase the consump-
tion of clean energy such as natural gas and electricity, etc.,
and reduce the consumption of traditional energy such as
firewood and honeycomb coal. Hence, RCL is a vital factor
influencing energy demand.

In summary, the energy system is a nonlinear system
influenced by many factors, and various influencing factors
have discriminative effects on energy demand [27]. The fac-
tors can be expressed by the following indicators: GDP,
POP, CCR, and RCL. As shown in Figure 3, there is obvious
positive correlation between GDP, POP, RCL, and energy
demand, respectively. There are positive relationships
among GDP, POP, RCL, and energy demand and negative
relationships between CCR and energy demand. Conversely,
it is an inverse correlation between CCR and energy
demand. Therefore, these factors do promote or restrain
the energy demand to some extent.

3.2.2. The Unit Root Test and Cointegration Test. For pre-
venting the occurrence of spurious regression, the Granger
Causality test will be used to confirm the causal relationship
between China’s energy demand and the factors identified
above before forecasting energy demand. The Granger
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Figure 3: Relation among GDP, POP, RCL, CCR, and energy demand.

Table 2: ADF test.

Time
series

t
Critical value of

0.05
p Conclusion

ED -0.23 -2.972 0.935 Nonstationary

GDP 3.547 -2.941 1 Nonstationary

POP -2.395 -2.972 0.143 Nonstationary

CCR -0.192 -2.976 0.939 Nonstationary

RCL 1.161 -2.981 0.996 Nonstationary

D (ED, 2) -4.147 -2.976 0:001∗∗ Stationary

D (GDP,
2)

-8.273 -2.944 0:000∗∗∗ Stationary

D (POP,
2)

-4.801 -2.981 0:000∗∗∗ Stationary

D (CCR,
2)

-10.992 -2.976 0:000∗∗∗ Stationary

D (RCL,
2)

-3.449 -3.042 0:009∗∗ Stationary

Table 3: Unrestricted Cointegration rank test (trace).

Hypothesized No.
of CE(s)

Eigenvalue
Trace
statistic

0.05 critical
value

Prob:∗∗

None∗ 0.987905 242.9389 69.81889 0.0000

At most 1∗ 0.917747 128.1496 47.85613 0.0000

At most 2∗ 0.785139 63.20264 29.79707 0.0000

At most 3∗ 0.573033 23.22072 15.49471 0.0028

At most 4 0.041184 1.093446 3.841466 0.2957

Trace test indicates 4 cointegrating equations at the 0.05 level. ∗ denotes
rejection of the hypothesis at the 0.05 level. ∗∗MacKinnon-Haug-Michelis
(1999) p values.
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Causality test requires that the series is stable or cointe-
grated. Thus, the unit root test (ADF) and Cointegration test
will be implemented under the environment of Eviews 9.0
firstly.

Engle and Granger [22] put forward that the Cointegra-
tion relationship can be established when all independent
series are integrated of the same order, or their linear relation-
ship is stationary series. Therefore, before the cointegration
analysis, it is necessary to judge the smoothness of variable
series. The most common methods are the intuitive scatter
plot method, autocorrelation function, and ADF test [22].

The null hypothesis of the ADF test refers to that the
time series is nonstationary. There are two paths to ensure
the time series is stationary. One is the p value less than
0.05 (or 0.01), the other is the t value less than the critical
value of 0.05 (or 0.01). As shown in Table 2, in the first line,
p = 0:935 means refusing the null hypothesis that energy
demand is a nonstationary sequence; in the sixth line, p =
0:001 means accepting the null hypothesis that second-
order difference energy demand is stationary. The conclu-
sion shows that original sequences are nonstationary, and
second-order difference sequences are stationary. Then, the
Cointegration test can be done further.

Then, the Cointegration test is employed to judge if there
exists a Cointegration relationship or long-term equilibrium
relationship. The EG Cointegration test is often applied to
test a single Cointegration relationship, and the Johansen
Cointegration test is often used to test multiple Cointegra-
tion relations. The Johansen Cointegration test [28] is
mainly divided into two steps. First, the least-squared esti-
mation is conducted to calculate the equilibrium error and
obtain the Cointegration regression. Second, the ADF test
is carried out for the residual sequence. There exists a Coin-
tegration relationship if the residual sequence is stable. It
should be noted that the critical value or the p value in

Eviews 9.0 cannot be applied to determine whether the
residual series is steady directly. It is necessary to calculate
the corresponding crucial value according to the Cointegra-
tion regression threshold table.

As shown in Table 3, the optimal lag order of VAR is 3.
“At most 4” in the table means there are at most four Coin-
tegration relationships. However, the corresponding p value
is 0.2957, less than 0.05, indicating rejection of the null
hypothesis. Therefore, the results of the trace test reveal
three Cointegration relationships existing among energy
demand and its affecting factors in the 5% significance level.
Consequently, although our variables are nonstationary,
there are long-term stable equilibrium relationships among
them, so we can further carry out the Granger Causality test.

3.2.3. Granger Causality Test. Johansen’s Cointegration test
shows the existence of a long-term equilibrium relationship
among objectives determined in this study. However, it is
not sure if this relationship is causality. Therefore, it is nec-
essary to carry out the Granger Causality test [29] to analyze
if there is Granger Causality between energy demand and its
affecting factors. The Granger Causality test can be affected
by the lag phase considerably. This paper determines the
VAR model’s optimal lag order by multiple testing with dif-
ferent lags and AIC criteria. In addition, what needs to be
noted is that Granger Causality is not a causal relationship
in actual economic activities but the predictive ability of
the variables’ lag value to the explained variable.

Avoiding spurious regression, the data participating in the
Granger Causality test must be stationary series. The Granger
Causality test, conducted on the stable data after treatment,
between energy demand and its influencing factors in China
is shown in Table 4. As seen in the first line of Table 5, the null
hypothesis is “GDP does not Granger Cause ED,” and the p
value is less than 0.05, which means that “GDP is the Granger
Cause of ED,” refusing the null hypothesis. The Granger Cau-
sality test result shows that the GDP, POP, RCL, and energy
demand were the bilateral causality except for CCR when the
significance level was 5%, and the lag phase was 1. CCR and
energy demand are one-way causalities. Thus, the influencing
factors screened, GDP, POP, CCR, and RCL, do have a statisti-
cal causality with the energy demand in China. They are reason-
able inputs for predicting the energy demand of China in PSO-
LSSVR mode.

4. Forecasting Energy Demand Based on PSO-
LSSVR

4.1. Data Preprocessing. According to the above analysis, this
paper selects the data of China’s energy demand and related
factors from 1990 to 2019 for prediction, so there are 30
sample data. Before the datasets were used to train the
PSO-LSSVR model, the data needed to be linear normalized,
and after the forecasting process, the data was required to be
antinormalized. The data can be linear normalized to the
range [0, 1] by the following formula:

x′ = x − xmin
xmax − xmin

, ð8Þ

Table 4: Results of Granger Causality tests.

Null hypothesis Lag F-statistic Prob.

GDP does not Granger Cause ED
1

7.499 0.011

ED does not Granger Cause GDP 13.692 0.001

POP does not Granger Cause ED
1

7.527 0.011

ED does not Granger Cause POP 11.121 0.003

CCR does not Granger Cause ED
1

0.034 0.856

ED does not Granger Cause CCR 2.515 0.025

RCL does not Granger Cause ED
1

5.346 0.029

ED does not Granger Cause RCL 12.424 0.002

ED means energy demand.

Table 5: Typical MAPE values for evaluation.

MAPE (%) Rank

≤10% High-accuracy

10% <MAPE ≤ 20% Good

20 <MAPE ≤ 50% Reasonable

>50% Inaccurate
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where x′ is the normalized data, xmax is the maximum in
data, and xmin is the minimum in data.

4.2. Performance Criteria. The evaluation of the models is
done according to three widely used error indexes: Mean
Absolute Percentage Error (MAPE), Root Mean Square
Error (RMSE), and R2. MAPE describes the accuracy of pre-
diction results. RMSE measures the deviation between the
observed value and the actual value. R2 reflects the reliability
of the regression model to explain the change of dependent
variables. They are expressed by the following equations:

MAPE = 1
N
〠
N

k=1

y kð Þ − ŷ kð Þ
y kð Þ

����
����,

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
〠
N

k=1
y kð Þ − y∧ kð Þð Þ2

vuut ,

R2 = 1 − ∑N
k=1 y kð Þ − y∧ kð Þð Þ2
∑N

k=1 y kð Þ − y kð Þð Þ2
,

ð9Þ

where yðkÞ and ŷðxÞ (k = 1, 2,⋯,N) are the actual value and
forecasting value, respectively. And yðkÞ is the average of the
actual value.

MAPE is one of the criteria to judge the performance of
the forecasting model. Table 5 shows the rank of MAPE. The
smaller the MAPE value, the better the forecasting model.
When MAPE is less than 10%, it means that the prediction
model has high accuracy; when MAPE is greater than 10%
but less than 20%, it means that the prediction model is
good; when MAPE is greater than 20% but less than 50%,
it means that the prediction model is reasonable; last, when
MAPE is greater than 50%, it means that the prediction
model is inaccurate, and it is irrational to forecast with the
established model.

4.3. Experimental Results and Analysis. The GM (1,1), Mul-
tiplayer Linear Regression (MLR), LSSVR, and PSO-LSSVR
are implemented to forecast China’s energy demand based
on the observations data from 1990 to 2019 in Matlab2017a
programing language.

In the PSO-LSSVR model, the most important thing is to
search out the best parameters. PSO has three parameters
that need to be set in advance. The size of the number of par-
ticles N = 20, the acceleration coefficients c1 = 1:5 and c2 =
1:7, and the number of maximal iterations I = 60. The best
suitable parameters of LSSVR selected by PSO at about gen-
eration 20 are regularization parameter γ = 179:4585 and
kernel parameter σ2 = 0:1842. And then, to ensure the stabil-
ity of the results, even year data are used as training set, and
odd year data are used as testing set. Figure 4 shows the error
of training set and testing set.

To further compare the precision of different forecasting
models, the MAPE, RMSE, and R2 are introduced. The com-
parison results are listed in Figure 5 and Table 6. Obviously,
PSO-LSSVR is the optimal model to forecast China’s energy
demand, and LSSVR has the same excellent ability if you

have correct parameters, GM (1,1) worst. On account of
that, LSSVR has advantages when dealing with nonlinear
and dynamic features in the system. The conclusions both
indicate that multivariate prediction models, such as MLR
and LSSVR, have essential superiority than univariate time
series prediction models in prediction, such as GM. Since
time series prediction is easily affected by external environ-
mental causing deviation. At the same time, the energy sys-
tem is nonlinear and complex, and the multivariate
prediction model will be well suitable for it.

Above all, based on a comprehensive comparison of
MSE, MAPE, and R2, the PSO-LSSVR model shows a satis-
factory performance with high predictive accuracy and less
predictive time than other models. Thus, it is applied to fur-
ther predict China’s energy demand in 2020-2025 for pro-
viding a basis of energy system’s development and the
achievement of carbon-neutral at an early date.

5. Forecasting China’s Energy Demand in
Different Scenarios

5.1. Scenario Setting. For accurate prediction, the develop-
ment of factors affecting the energy demand of China has
been analyzed in this section. It will set up three scenarios
for China’s growth in the future. Scenario A is the baseline
scenario in which variables change in the same rate as what
happened before. Scenario B is the lagging scenario relative
to scenario A, in which variables change negatively. Scenario
C is the priority scenario relative to scenario A, variables
change at a positive rate.

5.1.1. GDP. GDP is an effective indicator of national eco-
nomic growth. China’s GDP is constantly growing from
1887 billion in 1990 to 74413 billion in 2019, and its growth
rate continued to decline, and the growth rate gradually slo-
wed down after 2010. Nowadays, there are a lot of scholars
and institutions who analyze China’s economic growth.
Such as HSBC Bank thinks China’s economic growth rates
will be 5.5% during 2021-2030, 4.4% during 2031-2040,
and 4.1% during 2041-2050, respectively [30]. Similarly,
IMF latest reported that considering the impact of
COVID-19, the annual growth rate of the global economy
will be 6.0% in 2021 and 4.9% in 2022, respectively [24].
According to the “National Economic and Social Develop-
ment Report,” the economic growth rate in 2020 is 2.3%
[23]. Given the COVID-19 and vaccination rate, China’s
economic growth is expected to back to 6.3% in 2021. There-
fore, the GDP growth rate in 2020-2025 is set as 5.6% in sce-
nario A, 5.8% in scenario B, and 6% in scenario C,
respectively.

5.1.2. Total Population. Population growth is affected by
both mortality and birth rates. The mortality rate is relatively
stable. Therefore, population growth is mainly affected by
the birth rate [31]. From 2012 to 2015, the population
growth rate was steady at about 0.51% per year. After the
implementation of the two-children policy in 2015, the pop-
ulation growth rate reached 0.58 in 2016. With child cost
increasing and urban life accelerating, the birth rate
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Table 6: Error comparison of China’s energy demand prediction.

Index MSE MAPE R2

GM (1,1) 10.6261% 28.626 95.4154

MLR 3.3296% 7.748 99.6373

LSSVR 2.3188% 6.537 99.9717

PSO-LSSVR 1.3265% 5.0618 99.9907

Table 7: Factors’ average growth rate of China’s energy demand in
2020-2025 (unit: %).

Scenario A Scenario B Scenario C

GDP 5.6 5.8 6

POP 0.36 0.46 0.58

CCR -2.3 -2.5 -2.7

RCL 9.3 9.8 10.3
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decreased, and the population growth rate reduced to about
0.35 between 2018 and 2019. According to the theory of
population transformation, the natural population growth
rate decreased gradually. Integrating these trends, the popu-
lation growth rate in 2020-2025 is 0.36% in scenario A,
0.46% in scenario B, and 0.56% in scenario C, respectively.

The coal consumption ratio in primary energy. With the
transformation of the coal industry, technological progress,
and the transformation of production and lifestyle, the ratio
of coal consumption in primary energy is also declining. In
addition, the energy system is being transformed and
upgraded from a coal-based energy structure to a
renewable-energy-based energy structure. “The Guiding
Opinions on Energy Work in 2021” requires that the ratio
of coal consumption in primary energy should be reduced
to less than 56% in 2021 [32], and “China Energy Develop-
ment Report” points out that by the end of the 14th five-
year plan, the ratio of coal consumption in primary energy
is expected to drop to about 51% by 2025 [33]. Conse-
quently, the decline rate of the coal consumption ratio in
2020-2025 is -2.3% in scenario A, -2.5% in scenario B, and
-2.7% in scenario C, respectively.

5.1.3. Residential Consumption Level. At the 19th National
Congress of the Communist Party of China, it is put forward
that people’s living is better off, and the proportion of
middle-income groups increases remarkably by 2030. Since
our country adopted the reform and opening-up policy, eco-
nomic development has progressed significantly, and people
already had a comparatively well-off life. The growth of res-
idential consumption level has been relatively stable at 9.8%
over the past eight years. At the same time, China’s economy
began to change its mode from high-speed development to
medium-high speed development. The residential consump-
tion level will maintain stable growth for a long time. Given
the above, during 2020-2025, the growth rate of real RCL
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Figure 6: Trends of factors affecting energy demand in different scenarios.
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will be 9.3% in scenario A, 9.8% in scenario B, and 10.3% in
scenario C, respectively.

As described above, the central assumptions of the fac-
tors influencing energy demand in different scenarios are
listed in Table 7.

5.2. Forecasting Results. This section implements the PSO-
LSSVR model to forecast China’s energy demand in 2020-
2025 using Matlab2012a programing language.

In different scenarios, the possible trends of factors
influencing energy demand are listed in Figure 6. As of
2025, the coal consumption ratio was already less than
50%, which means that energy structure adjustment has
been completed. The residential consumption level improves
sharply, which means closer to the second centennial goal.

The estimation results of energy demand in China dur-
ing 2020-2025 are shown in Figure 7. It can be seen that
China’s energy demand will peak around 2021 in all three
scenarios, which satisfies the goal proposed in “the 13th
Five-Year Plan,” and the peak is about 4.9 billion tce. By
2025, China’s energy demand will decrease to around 4.39
billion tce, 3.99 billion tce, and 3.91 billion tce in scenarios
A, B, and C, respectively. According to the forecasting
results, energy conservation policy will achieve the desired
effects. If we continue to implement the active energy trans-
formation policy and energy conservation policy, the total
energy demand may continue to decline in a short time.

China’s economy has begun to enter a new normal. The
industrial structure has entered the stage of profound adjust-
ment. The industrialization process has entered the late
phase, and the residential consumption level has increased.
These indicate that energy demand in China will enter a sat-
urated period, and the peak of total energy consumption is
about to arrive.

6. Conclusions and Policy Recommendations

In this paper, the hybrid model, the LSSVR model optimized
by the PSO algorithm, is proposed to forecasting China’s
energy demand during 2020-2025. It outperforms other
forecasting modes significantly, especially the energy
demand forecasting models. The main conclusions of this
paper are summarized as follows:

(1) The Cointegration and Granger Causality test are
effective methods to find the connections between
influencing factors and energy demand in China. It
indicates that there is significant two-way Granger
Causality between GDP, POP, RCL, and energy
demand and one-way Granger Causality between
POP and energy demand

(2) The LSSVR model has advantages over other models
in dealing with complexity, nonlinearity, and small
samples of energy systems. At the same time, based
on the comparison results of MAPE, RMSE, and R2

, the hybrid PSO-LSSVR prediction model is demon-
strated to be more accurate than a single model

(3) According to the prediction of this study, the energy
demand of China will peak at 4.9 billion tce in 2022

This paper gives related suggestions on energy develop-
ment to achieve sustainable economic growth based on
energy demand analysis and forecasted results:

(1) Insist on saving energy and reducing consumption.
Active population policy will lead to more energy
demand, which is contrary to saving energy, reduc-
ing consumption, and sustainable development

(2) Accelerate energy structure adjustment and develop
renewable energy. Different types of energy have dif-
ferent efficiency. Developing efficient energy is an
effective way to save energy and reduce consump-
tion. Therefore, it should speed up the adjustment
of energy structure and increase the proportion of
clean energy, such as hydropower, wind power, and
nuclear power

(3) Adjust the economic structure. By adjusting the eco-
nomic structure, the demand for high-energy and
low-efficiency products is shifted to low-energy and
high-efficiency ones, increasing economic efficiency
and reducing energy demand

In this article, the PSO algorithm is used to search the
optimal parameters of the SVM model. Based on this, other
heuristic algorithms can be used for parameter optimization,
such as the sparrow search algorithm and whale optimiza-
tion algorithm.

In future studies, metering algorithms can be used to
find the main factors affecting energy consumption. Also,
the innovative hybrid prediction algorithm can be used to
forecast different energy types such as natural gas, wind
energy, and solar energy.
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Aiming at the problems of poor average fitness, low-risk prediction accuracy, high mean square error, low-risk evaluation
precision, and long average running time of traditional sports event model evaluation and prediction methods, a sports event
model evaluation and prediction method using principal component analysis (PCA) is proposed. Sports event risk monitoring
microbase is deployed by ZigBee technology, and sports event risk monitoring data is monitored and packaged at each base
station. Optical fiber and Ethernet are used to transmit the data to the monitoring and management center to complete the
risk data collection of sports events. After data standardization, the risk evaluation index system of sports events is constructed,
and the comprehensive score of each risk index of sports events is obtained by using the PCA method. The BP neural network
is improved by genetic algorithm (GA), and the comprehensive score of risk index is input into the network to obtain the
evaluation and prediction results of sports event risk. The results show that the proposed method has good average fitness, the
predicted value of sports event risk is almost equal to the actual value, the prediction mean square error is less than 0.15, the
evaluation precision is high, and the average running time is only 8 s. The cost (time complexity) is low. Overall, the method
has a good application prospect in the field of sports event evaluation and prediction.

1. Introduction

Under the background of rapid economic growth, the pro-
portion of sports events in the sports industry is also rising
[1]. The holding of sports events is a review of a city’s com-
prehensive ability, such as the degree of civilization of citi-
zens, the governance of the urban environment, the
planning level of urban construction, and will play an inesti-
mable role in promoting the development of the city in all
aspects [2]. It can not only improve the quality of the city’s
population, improve citizens’ fitness awareness, enrich
urban cultural life, promote urban construction, but also
promote the development of related industries. However,
sports events not only bring all kinds of opportunities, but
also imply huge risks. Some sudden international and
domestic political, economic, social and natural events may
seriously interfere with or even hinder the normal operation

of the event, making all the efforts of the event organizers go
east. At present, the development of China’s sports industry
is slow, the degree of marketization is low, and there are
many uncertain factors in the process of holding events [3,
4]. Therefore, it is very necessary to take risk management
measures during the operation of sports events, and risk
evaluation is a very important part of risk management.
The event organizing committee needs to carefully under-
stand the risks of sports events, assess and predict the risk
level of sports events, make emergency strategies for the
holding of sports events and control the probability of risks
in combination with the local actual situation, so that sports
events can better promote the development of local social
economy [5].

In order to realize the risk evaluation and prediction of
sports events, literature [6] determines which artificial intel-
ligence (AI) methods have been used to investigate sports
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performance and injury risk, and seek which AI technologies
are used in each sport, so as to improve the intelligence of
sports risk analysis. Literature [7] used the survey method
and catastrophe progression method to evaluate the risk of
the governance model of large stadiums, identified the risk
factors, build the index system, and explored the factors
behind the indicators, in order to provide an explanation
for decision makers to choose the governance model of large
stadiums. Literature [8, 9] took the application of BP net-
work in sports risk early warning design as the starting
point, started from the necessity of applying BP network in
sports event risk early warning, analyzed the risk early warn-
ing model and operation process, and verified the sample
data to verify the effectiveness of the model. According to
the risk management theory and the organization and oper-
ation law of sports events. Literature [10] took the 2014
Nanjing Youth Olympic Games as the research sample, used
the list arrangement method to analyze and predict the
weight, and proposed the risk response measures of Nanjing
Youth Olympic Games. Through the study of risk system of
sports events, it provided reference for risk management in
China. Literature [11] fully combined the improved risk
matrix method with Delphi method and analytic hierarchy
process, established a school sports competition risk index
system covering 27 indicators around the four main lines
of personnel risk, facility risk, organization and management
risk and environmental risk, and quantitatively analyzed the
occurrence probability, influence, risk grade, weight and
acceptability of each risk index to proposed countermea-
sures. At present, the research on the risk evaluation and
prediction of sports events has also achieved good research
results. For example. Literature [12] used the methods of
the literature, expert investigation, and analytic hierarchy
process to analyze the ecological risk types, risk sources
and risk receptors caused by urban hosting large-scale sports
events, and constructed a system consisting of 4 primary
indicators and 14 secondary indicators, the ecological risk
evaluation system composed of 40 three-level indicators is
used to predict the risk of sports events. Literature [13]
introduced the hierarchical holographic modeling HHM risk
identification analysis tool to build a holographic model
suitable for sports games risk identification, including 24
hierarchical holographic subsystems in five categories:
Sports Games ontology, organization and management, per-
sonnel quality, venue facilities and environment, and quan-
tified and rated it by using analytic hierarchy process and
Pareto analysis, it provided a reference basis for the quanti-
tative risk evaluation of sports games. Literature [14] uses
neural network as a predictive network modeling method.
With the support of MATLAB neural toolbox, a risk warn-
ing model is designed for sports events based on neural net-
work. This paper starts with the gray network in the sports
risk early warning design, starting from the necessity of
applying grey network in sports event risk early warning,
this paper analyzes the risk early warning model and opera-
tion process, and verifies the feasibility of the model with
sample data. The main contributions of this paper are as fol-
lows: (1) through PCA, several relevant factors can be trans-
formed into nonrelevant indicators, which can reduce the

dimension of the original indicators in the case of a small
amount of missing data, filter duplicate data, and obtain
comprehensive indicators related to the risk of sports events.
(2) Using ZigBee technology to deploy sports event risk
monitoring micro base stations, monitor and package sports
event risk monitoring data in each base station, and use opti-
cal fiber and Ethernet to transmit the data to the monitoring
management center to complete sports event risk data col-
lection, which can improve the accuracy and efficiency of
data collection.(3) Using ZigBee technology to collect sports
event risk data and analyze the influencing factors of sports
event risk assessment, so as to carry out sports event risk
assessment, and use the BP neural network improved by
GA to predict sports event risk, which can reduce the predic-
tion error and improve the prediction efficiency.

The organization of this paper is as follows. We intro-
duce the introduction and related works in Section 1. Then,
we describe the risk evaluation and prediction of sports
event model in Section 2. We further present the experimen-
tal results and discussions in Section 3. Finally, we conclude
the paper in Section 4.

2. Methodology

2.1. Sports Event Risk Data Collection Using ZigBee
Technology. The wireless sensor network suitable for col-
lecting sports event risk data is established by using ZigBee
technology, and then the sports event risk monitoring micro
base station is deployed based on the sports event risk mon-
itoring network to collect sports event risk data [15]. ZigBee
network has complex topology and powerful functions. It
improves the information transmission rate through multi
hop transmission, and can complete its own organization
and repair. It has good robustness and wide application
range.

A sports event risk data monitoring network is established
through ZigBee mesh network, which mainly includes two
parts: initializing network subroutine and node application
link [16]. Initialize the ZigBee network, deploy the coordinator
at the network node, take the coordinator as the network join
point, the node transmits the connection application to the
coordinator, and the coordinator judges the node access
according to the network connection status and replies to
the application. The data sending and receiving are based on
the node connection coordinator, and the node requests access
to the network mainly including the search coordinator, then
passing the application for joining the network, waiting for
processing, and application for data transmission. The design
core of ZigBee network is the protocol stack, which can obtain,
transfer, store, and process data channels and methods and
determine the logical structure of communication at the same
time. In the process of data sending and receiving, the node
sending and receiving data realizes unlimited data sending
and receiving by applying the sending and receiving function
in the protocol stack [8, 17].

The coordinator program includes networking, status
detection, network maintenance and information acquisi-
tion command sending, etc. After the coordinator starts run-
ning, initialize the internal program through the functions in
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the protocol stack, then build the ZigBee network and log in
to the GPRS network, and send the feedback data to the
monitoring center through Ethernet to complete the pro-
cessing and display the data. The task of the terminal node
is to collect the risk data of sports events and transmit the
data periodically through the coordinator, as shown in
Figure 1.

2.2. Risk Evaluation of Sports Events. Preprocess the sports
event risk data collected by the ZigBee technology, and after
the data is standardized, construct a sports event risk evalu-
ation index system, and use the PCA method to obtain the
comprehensive risk score of the sports event.

2.2.1. Establishment of Risk Evaluation Indexes for Sports
Events. Taking the event risk attribute as the starting point
to evaluate the risk of sports events, the risk has the charac-
teristics of possibility, uncontrollability and randomness
[18]. Its core index is risk probability, which indicates the
possibility of risk, the degree of loss caused by risk is risk
loss, and the risk control level is uncontrollable, which is
directly proportional to the risk level. Through expert
review, it is preliminarily determined that the evaluation
indexes are risk probability, risk loss and uncontrollability.
The risk evaluation index system of sports events is detailed
in Table 1.

According to Table 1, the target layer of sports event risk
evaluation index system is sports event risk. The criterion
layer includes risk probability, risk loss, and uncontrollabil-
ity. The primary level indexes are personnel risk, operation
risk, facility risk, economic risk, and external environment
risk. The secondary level indexes are staff risk, athlete, coach,
referee risk, onsite audience risk, event schedule risk, event
participants’ traffic risk, safety guarantee risk, site quality
and safety risk, site lawn and drainage risk, event scale risk,
pregame budget risk, sponsor risk, natural environment risk,
and food safety risk.

2.2.2. PCA. Through PCA, several relevant factors can be
transformed into nonrelevant indexes, which can reduce
the dimension of the original indexes in the case of a small
amount of data loss, filter duplicate data, and obtain com-
prehensive indexes related to the risk of sports events [19].

The PCA steps are as follows:

(1) Assuming that the study area is A, select B indexes in
this area, and set the sample matrix of this index as F
to obtain:

F = Fij

� �
A ∗ B, ð1Þ

where i = 1, 2,⋯, A, j = 1, 2,⋯B

(2) Assuming that Rb∗b represents the index correlation
coefficient matrix, and its eigenvalue meets the con-
dition range is ∧1 ≥ ∧b ≥ 0 [20], the PCA expression
formula is as follows:

Ti = Fej ð2Þ

where Ti represents the principal component, and the nor-
malized eigenvector of the correlation coefficient matrix is
ej

(3) When the variance contribution rate of the j-th prin-
cipal component is higher than 86%, only the first q
principal components are selected T1, T2,⋯, Tq.
[21] At this time, q can reflect the information of B
initial indicators, and the contribution rate a is as
follows:

a = 〠
q

i=1
aj ð3Þ

(4) The comprehensive risk score W of the sports event
studied is as follows:

W = aX1 + bX2+⋯+xXx ð4Þ

where X is the eigenvector of the eigenvalue b and x repre-
sent the normalized data of the initial index [22].

2.3. Risk Prediction of Sports Events

2.3.1. BP Neural Network. In order to realize the risk predic-
tion of sports events, the risk characteristics of sports events
extracted by PCA are input to the input layer of BP neural
network, and the prediction results are obtained by output
layer [23]. The neurons in each layer of BP neural network
are only sensitive to the input of feedforward neurons. The
output of each layer affects the output of the next layer,
and its structure is shown in Figure 2.

The number of units of BP neural network is processed
according to specific problems, and the following is obtained
through linear transformation function:

f xð Þ = x, ð5Þ

where the independent variable x represents the number of
network inputs of BP neural network.

Let L be the hidden layer nodes, I the input layer nodes,
and J the output layer nodes, then:

L = I + Jð Þ/2, ð6Þ

L = I ∗ Jð Þ1/2: ð7Þ
In the network output layer, the number of processing

units through the nonlinear conversion function, and the
hyperbolic function in the nonlinear conversion function is:

f xð Þ = 1
1 + ex

, ð8Þ
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where when x is close to positive or negative infinity, the
function value is close to the constant, and its value range
is [0,1].

The input data X = ðx1, x2,⋯, xnÞ of BP neural network
is the risk characteristics of sports events extracted by PCA.
Starting from the input layer, traverse each hidden layer
node to the output layer node, and the output data is as fol-
lows:

Y = y1, y2,⋯, ynð Þ: ð9Þ

Let Lin and Lout be the input and output of each node of
the hidden layer, respectively, and the mapping from input
to output is expressed as follows:

Lin = 〠
I

i=1
uijxi

 !
+ b, ð10Þ

Lout = net Linð Þ, ð11Þ

Begin

Hardware initialization

Protocol stack initialization

Build ZigBee network

GPRS network registration

Submit a connection
application to the monitoring

center client

Receiving feedback data
from terminal nodes

data conversion

Transmit the converted data
to the monitoring center

Is the registration
successful

Is the connection
successful

End

Yes Yes

No

No

Figure 1: Terminal node program process.

Table 1: Risk evaluation indexes system of sports events.

Target layer Criterion layer Primary index layer Secondary index layer

Sports event risk

Risk probability B1 Personnel risk C1

Staff risk

Risks of athletes, coaches, and referees

Live audience risk

Risk loss B2 Operational risk C2

Event schedule risk

Traffic risk of event participants

Security risk

Uncontrollability B3

Facility risk C3

Site quality and safety risk

Site lawn and drainage risk

Economic risks C4

Event scale risk

Precompetition budget risk

Sponsor risk

External environmental risk C5

Natural environment risk

Food safety risk
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J in = 〠
L

j=1
vjkLout

 !
+ b, ð12Þ

J = net J inð Þ, ð13Þ
where J in is the input value of each node in the output layer,
the weights between the input layer and the hidden layer and
between the hidden layer and the output layer are described
as uij and vjk, respectively, and b represents the node
threshold.

2.3.2. Improved BP Neural Network Model. In order to
improve the prediction accuracy of BP neural network, GA
is used to improve the neural network. The specific opera-
tion steps are as follows:

Step 1: Generate code and initial population. Let the
number of input layer and hidden layer nodes of GA-BP
neural network be R and S1, respectively, then the length
of chromosome is:

S = R ∗ S1 + S1 ∗ S2 + S1 + S2, ð14Þ

where S2 is the number of output layer nodes.
The initial population with M individuals and S chromo-

some length was randomly generated. The large number of
individualsM will slow down the convergence speed of the net-
work; too small will reduce the accuracy of network training.

Step 2: Determine the fitness function. Set the fitness
function of the individual as follows:

F = 1
∑n

t=1 yt − �ytj j , ð15Þ

where n is the number of training samples and yt and �yt are
the expected output value and predicted output value of the
first training sample, respectively.

Step 3: The fitness values are sorted by mathematical
sorting method, and the probability of selecting each indi-

vidual is allocated according to the sorting results of fitness
values:

Px = F/〠
x

k=1
F: ð16Þ

Step 4: Generate new species. Select, cross and mutate
the initial population whose individual fitness does not meet
the optimization criteria to produce a new population. If the
standard is met, proceed to the next step, otherwise return to
genetic operation.

Step 5: Generate the initial weight of BP network.
Step 6: Determine the risk level of sports events accord-

ing to the output results. According to the importance of
sports event risk, it is divided into three levels: high,
medium, and low risk. The criteria are shown in Table 2.

In summary, the sports event evaluation and prediction
model is shown in Figure 3.

According to Figure 3, preprocess the sports event risk
data collected by the ZigBee technology, and after stan-
dardizing the data, construct a sports event risk evaluation
index system, and obtain the comprehensive score of
sports event risk by using the PCA method. The GA is
used to improve the BP neural network model, and the
improved BP neural network model is used to predict
the risk of sports events.

3. Experimental and Results

3.1. Data Set. Experimental environment: on Intel Xeon
Gold6254@3.10GHz (X2) CPU, 768GBRAM, 2∗ Tesla
v100GPU, the operating system is Windows Server 2019,
and the programming language is MATLAB.

Data set: Sgsum (sports game summary) is a large-
scale manually cleaned Chinese sports event summary data
set. This data set comes from sina sports online. This data
set comes from the football game data from 2012 to 2020

......

......

......

......

......

......

......

......

Hidden layer

Input layer Output layer

Figure 2: Structure of the BP neural network.
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in sina sports online, including the online comment text
and corresponding news reports of 7854 football games.
Sports-1m: this data set is a sports video data set, includ-
ing 487 categories and 1.2 million sports event videos.
Taking the large-scale sports events held in a region as
the research object, this paper studies the risk evaluation
and prediction of sports events. The event was held for
one week, with three types of competition events A, B,
and C.

3.2. Comparison Methods and Evaluation Indexes. The
methods in this paper: literature [12], literature [13] and lit-
erature [14], are used as experimental methods to verify the
practical application effects of different methods by compar-
ing different evaluation indexes.

(1) Average fitness: average fitness is an important index
to verify the convergence of the algorithm. The ear-
lier the average fitness reaches the stable value, the

Table 2: Risk level classification of sports events.

Degree of importance (W) Level Risk factor

W ≥ 10% High risk (III) Event scale, event schedule, natural environment, and preevent budget

5% <W < 10% Medium risk (II) Transportation of participants

W < 5% Low risk (I)
Site environment, auxiliary personnel, disease video, investment unit,
safety measures, event judges, onsite audience, site quality, and safety

Sports event evaluation and prediction model

Risk evaluation
of sports events

Data preprocessing

Data standardization

The comprehensive score
was obtained by principal

component analysis.

Sports event
risk prediction

BP neural network is
improved by genetic

algorithm.

Using the improved BP
neural network model to
predict the risk of sports

events

Figure 3: Evaluation and prediction model of sports events.
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better the convergence performance of this method.
The average fitness is calculated as follows:

z = ∑n
i=1Fi

n
ð17Þ

(2) Prediction accuracy: in order to verify the accuracy
of sports event risk evaluation and prediction of this
method, select different numbers of sample data in
the test area, and compare the predicted value of
sports event risk with the actual value of sports event
risk. The smaller the gap between the two, the higher
the prediction accuracy:

A = a1 − a2j j, ð18Þ

where a1 is the risk prediction value of sports events, a2 is
the risk prediction value of sports events, and the smaller
the value of A, the higher the prediction accuracy

(3) Prediction mean square error: mean square error is
an important index to verify the prediction result
error of sports events. Therefore, the prediction
mean square error of different methods is compared.
The smaller the value, the lower the prediction result
error:
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Table 3: Comparison of risk evaluation results of sports events.

Competition events Event A Event B Event C

The proposed method III II III

Literature [12] method III I III

Literature [13] method II II III

Literature [14] method II I II

Actual comprehensive risk level III II III
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7Wireless Communications and Mobile Computing



M = E a1 − a2ð Þ2, ð19Þ

where E is the average of expected values

(4) Evaluation precision: The output results of different
methods are used to evaluate the sports event risk
of five competition items of the experimental object,
and the sports event risk level predicted by the four
methods is compared with the actual comprehensive
risk level of the experimental event. The closer it is to
the actual comprehensive risk level, the higher the
evaluation accuracy:

B = b1 − b2j j, ð20Þ

where b1 is the predicted risk level of sports events, b2 is the
actual comprehensive risk level, and B represents that the
evaluation results are completely consistent with the actual
results

(5) Average running time: the average running time is
the average of the time spent on the risk evaluation
result and the prediction result of a sports event.
The lower the value, the higher the execution effi-
ciency of the method:

T = t1 + t2
2 , ð21Þ

where t1 is the time-consuming for sports event risk assess-
ment and t2 is the time-consuming for sports event risk
prediction

(6) Cost of prediction method (time complexity): time
complexity is an important index to verify whether
the research method can be implemented smoothly.
The lower the index, the better the execution perfor-
mance of the method:

Time nð Þ = O f nð Þð Þ, ð22Þ

where Oð⋅Þ is complexity and f ðnÞ is the code execution time
growth change value of the prediction method.

3.3. Results and Discussion. The methods of this paper: liter-
ature [12], literature [13], and literature [14], are compared
with the average fitness value in sports event evaluation
and prediction. The results are shown in Figure 4.

According to Figure 4, with the increase of iteration
times, the average fitness value of the proposed method
tends to be stable after the iteration times meet the require-
ments of 20 training times, while the average fitness values of
literature [12], literature [13], and literature [14] do not tend
to be stable when the iteration times are 60, indicating that
the average fitness of sports event evaluation and prediction
of this method is good. Therefore, this method has good per-
formance in sports event risk prediction.

Four methods are used to predict the risk of sports
events. The predicted value of sports event risk is compared
with the actual value of sports event risk. The comparison
results of prediction accuracy are shown in Figure 5.

As shown in Figure 5, with the increase of sample data,
the error between the predicted value and the actual value
of the four methods decreases gradually. The predicted value
of sports event risk in this method is almost equal to the
actual value, while the predicted value and the actual value
of literature [12], literature [13], and literature [14] methods
differ greatly, and the maximum error values are 0.6 and 0.9,
respectively, All occurred when the number of samples was
70. The results show that the predicted value of the method
in this paper is almost the same as the actual value, and it has
high prediction accuracy.

By analyzing the data in the above experimental process,
the prediction mean square error of the four methods is
shown in Figure 6.

Comparing the prediction performance of the four
methods, it is found that the mean square error of the
method in this paper is less than 0.15, while the methods
in literature [12], literature [13], and literature [14] are
higher than the method in this paper. It shows that the pre-
diction mean square error of the methods in literature [12],
literature [13], and literature [14] is large, and the error of
sports event risk prediction is high, Therefore, it shows that
the prediction performance of this method is better and the
result is more accurate.

Taking the large-scale sports events held in a region as
the research object, this paper studies the risk evaluation
and prediction of sports events. The event was held for one
week, with three types of competition events A, B, and C.
The risk level of sports events predicted by the four methods
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is compared with the actual comprehensive risk level of the
experimental event. The results are shown in Table 3.

It can be seen from Table 3 that the risk prediction level
of the five events in this paper is consistent with the actual
comprehensive risk level, the event B risk level predicted
by the method in literature [12] is inconsistent with the
actual comprehensive risk level, and the method predicted
by literature [13] The risk level of event A is inconsistent
with the actual comprehensive risk level, and the risk levels
of event A, event B, and event C predicted by the literature
[14] method are inconsistent with the actual comprehensive
risk level. The results show that the method in this paper is
compared with the methods in literature [12], literature
[13], and literature [14]. The risk prediction results of sports
events in this paper are more accurate and have higher
application value.

The methods in this paper are tested from time. The
average running time of the four methods is shown in
Figure 7.

According to Figure 7, the average running time of the four
methods increases with the increase of sample data. Among
them, the average running time curves of literature [12], litera-
ture [13], and literature [14] show a rapid upward trend with
the increase of sample data, and the average running time is lon-
ger. The average running time curve of this paper method
shows a small increasing trend before the sample data size is
200, and the increasing range is relatively large when the sample
data size exceeds 200. When the sample data size is 400, the
average running time of this method is longer than that of liter-
ature [12], literature [13], and literature [14], in which the aver-
age running time of this method is only 8 s. The above results
show that the average running time of this method is shorter.

The time complexity of the four methods is shown in
Figure 8.

It can be seen from the analysis of Figure 8 that the time
complexity of the four methods does not change greatly with
the increase of the number of samples, but it can be seen
intuitively from Figure 8 that the overall overhead (time
complexity) of the method in literature [14] is large. When
the number of samples is about 40 and 170, the overhead
(time complexity) of the method is almost 95%, and the
complexity is high. The overhead (time complexity) of liter-
ature [13] is less than 80%. In contrast, the average overhead
(time complexity) of this method is about 40%, which is
much lower than that of the other three methods.

In order to ensure the preciseness of the comparison
results of the four methods, the statistical test of hypothesis
is used to test the four methods, so as to ensure the reliability
of the above comparison results. Wilcoxon signed rank test
is selected, and the results are shown in Table 4.

According to Table 4, the Wilcoxon signed rank test
results show that the P values of this method, literature
[12], literature [13], and literature [14] are greater than
0.05, indicating that the original hypothesis is tenable, and
there is no difference between the predicted results and the
real results.

4. Conclusions and Future Work

The holding of sports events is very important for the
development of a city or even a country. Although the
holding of sports events does bring many rare opportuni-
ties for the overall development of social economy and
society in daily social and economic life, it also implies
huge risks due to its wide range and the large number of
people involved. Some sudden international and domestic
politics and economy, uncertain factors such as social
and natural events may seriously affect or even hinder
the normal progress of sports events, so as to avoid the
impact of uncertain factors on sports events. A sports
event model evaluation and prediction method using
PCA is proposed. This study collects the risk data of
sports events through the establishment of ZigBee technol-
ogy, and realizes the risk evaluation and prediction of
sports events through PCA combined with improved BP
neural network. The results show that this method has
better average adaptability. The risk assessment accuracy
of sports events is higher, the average running time is
shorter, overhead (time complexity) is lower and the over-
all performance is better. However, further work can be
carried out from the following perspectives in the future.
For data acquisition, the method in this paper collects
more samples only within a certain area and does not
expand the acquisition area. Therefore, it has a certain
one sidedness. In the future, it can also expand the acqui-
sition area that does not build a human-computer
interface.
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Table 4: Statistical test of prediction results of different methods.

Methods Original hypothesis Test P

The proposed

There is no difference between the
predicted results and the real results

Wilcoxon signed rank test

0.921

Literature [12] 0.903

Literature [13] 0.830

Literature [14] 0.865
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Smart tourism, also known as smart tourism, actively captures tourism activities, tourists, tourism economy, tourism resources,
and other information through mobile Internet and mobile terminal Internet of things devices and emerging technologies such
as cloud computing and Internet of things. In order to release the intelligent tourism information in time, let the masses know
the information in time, and adjust the work and tourism plan in time, this paper proposes SM-PageRank algorithm and
secondary ranking based on user interest model, in order to study the accuracy of tourism information retrieval. The methods
used in this paper include the principle of three weighted information fusion algorithms, LBS technology, and the design of
intelligent tourism system. The function of information fusion algorithm is to find the global optimal solution for travel
routing. LBS technology collects real-time tourism information through some entity sensors. Through information retrieval
experiment and fusion technology solution experiment, the results show that the SM-PageRank algorithm and the secondary
sorting based on user interest model proposed in this paper improve the average accuracy by 20.1% compared with the
traditional algorithm and 2.6% compared with Google search. The Internet of things fusion algorithm gives a line planning set
with standard deviation of 0.4 for the set of travel days with standard deviation of 1.92.

1. Introduction

Tourism has become one of the leisure activities of most
people. Users usually retrieve tourism information on the
search platform when planning their trip. However, the
amount of tourism information stored on the Internet is
becoming more and more complex, and users pay more
and more attention to the relevance of tourism information
provided by the search platform. After users input search
words on the search platform, they should always match
the search words and select the most relevant and reliable
tourism information at the top of the search results. Provid-
ing users with the most relevant and reliable information
source as search results and allowing them to really enjoy
smart tourism is one of the urgent problems to be solved
by the search platform. Therefore, one of the main research
directions of search engine is search sorting algorithm. With

the increase in the number of web pages, manual classifica-
tion cannot keep up with the pace of the times, search
engines have evolved to text retrieval, and SM-PageRank
sorting algorithm came into being. This algorithm has a very
good effect on ranking web pages, so it is often used to solve
the problem of intelligent tourism systems.

1.1. Background. With the rapid development of communi-
cation technology and microelectronics, the traditional
computer-centered computing mode has gradually changed
into a human-centered general computing mode. Therefore,
the concept of the Internet of things is gradually being pro-
posed. This technology allows people to access the Internet
of things at any time and on demand through mobile
phones, handheld computers, computers, and other devices,
receive relevant information, and accept the surrounding
environment on demand. Therefore, Intelligent Tourism
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search engine will become one of the main trends in the
future. In the Intelligent Tourism retrieval platform, the
quality of retrieval algorithm will directly affect the efficiency
and accuracy of search results.

1.2. Significance. When users use the search engine to obtain
tourism information, the search engine cannot find the
important information users need and put it in the first
place, which greatly affects users’ satisfaction with the search
engine. Therefore, how to design a search ranking algorithm
suitable for search engine is particularly important. Next,
this paper studies the problem of smart tourism route plan-
ning. Based on the problem of self-driving travel route plan-
ning, a mathematical model of intelligent travel route
planning is established. The result of the optimal solution
is transformed into a regional smart tourism route plan,
and finally, a smart tourism route plan is formed. The tour-
ism route arrangement given in this paper has strong practi-
cal guiding significance and can provide a scientific basis for
the actual travel arrangement.

1.3. Innovation Points. This paper uses SM-PageRank sort-
ing algorithm and secondary sorting algorithm, summarizes
the previous research experience, and proposes to apply the
similarity between the calculated page and its linked page to
the calculation of PageRank value, so as to ensure the accu-
racy of search query. This article applies the Internet of
things technology to tourism route planning, so that the
average travel time of each scenic spot can be well controlled
and has high stability.

2. Related Work

With the rapid development of information technology and
the increasingly prominent role of tourism in the national
economy, the concept of smart tourism is becoming more
and more popular, which has been studied by many
scholars. Predecessors’ research mostly focused on profes-
sional training of tour guides, and there were few applica-
tions of the Internet of things. Chen et al. believe that it is
necessary to manage the coherent quality. Whenever the
component system used for reinforcement learning involves
randomness and continuous control behavior of reliability
and quality, they often have problems such as failure and
error. The complexity and stochastic characteristics of chal-
lenge the operation of the system. They also put forward a
dynamic quality calculation method. It focuses on the con-
struction of axiomatic framework, but their method sacri-
fices accuracy for coherence, resulting in excessive error
[1]. Fang et al. believe that data transmission is very impor-
tant for analysis and learning in the Tourism Internet of
things system, and transmitting data with limited energy is
a challenge. They studied the data transmission in the energy
collection system using capacitors to provide energy when
the energy reception rate changes with time. They proposed
that the more energy the capacitors receive, the slower the
energy reception speed. Based on this feature, they studied
how to transmit more data when the energy receiving time
is discontinuous, but their proposed method needs to invest

a lot of cost in infrastructure construction [2]. Alberti et al.
believe that the Internet of things has been actively challeng-
ing the current Internet system. The Internet has many
architectural limitations, such as security, data distribution
efficiency, source, and traceability, so the Internet of things
with good security has more development prospects. Their
research aims to produce a prototype of indoor security
monitoring system with fingerprint identification, using the
Internet network for the data transmission process on the
network database, the system constructs a complete ecosys-
tem and has reference significance for outdoor tourism,
but the timeliness of the system is not strong enough and
the information lag is obvious [3]. Safii et al. believe that as
a provider of data services, servers play a very important role
for organizations with huge data use and control systems. If
the temperature is too high and the operator does not notice
it, the hardware equipment in the server room may be dam-
aged. To solve this problem, they built a temperature moni-
toring prototype using multiple IOT temperature sensors
and web-based responsive software, so as to easily view the
temperature on various PC and smartphone displays to
ensure the safe operation of the server. However, it also
needs real-time monitoring of humidity, surrounding envi-
ronment, and other information [4]. Sang et al. explore the
national image of using smart tourism applications during
large-scale event visits through perceived value. Their
research aims to test the impact of the image of tourist areas
on the country. They collected and analyzed 122 survey
responses from foreign tourists for the 2018 Pingchang
Olympic Games, emphasizing the importance of participat-
ing in large-scale events and how tourist attractions affect
the overall national image in the eyes of tourists, but their
research does not deeply understand the importance of
managing large tourist attractions [5]. Li et al. believe that
although smart tourism has received considerable research
attention, few studies have investigated the determinants of
how tourists evaluate their service experience. They try to
explore how commercial value propositions shape the func-
tional and emotional results of travel experience and influ-
ence the evaluation of service experience. After research, it
is concluded that the novelty of tourism has a positive
impact on tourists’ consumption. Perceived enjoyment, per-
ceived enjoyment, and perceived usefulness all have a posi-
tive impact on the evaluation of service experience. But
they focus on the evaluation of smart tourism and have less
research on construction [6]. Sun first discussed the research
significance and research status of wireless sensor networks
at home and abroad, analyzed and optimized the sensor net-
work algorithm, and designed and developed a tourism
management system based on the existing wireless sensor
network hardware experimental system. However, his sys-
tem is still a travel agency model, but the travel agency busi-
ness is expanded to the network [7]. Ashari studied the
development track of Bandung tourism and proposed that
the limitation of its development is the ability of tourists to
obtain information about Bandung natural tourism. When
global tourists are confused about looking for new and pop-
ular tourist attractions, they will not think of Bandung.
Through smart tourism based on service architecture,
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emphasizing new social methods and implementing network
physical social system, it can attract a large number of tour-
ists to Bandung. However, the smart tourism model he pro-
posed depends on the operating system, requires database
storage, occupies storage space, and charges users [8].
According to the field observation and microstructure study
of the larger regional shear deformation zone and the scale
shear deformation zone of the mining area, it is found that
the shear deformation has similar characteristics at different
scales from the macro to the micro and constitutes a dis-
criminating shear deformation zone. The existing geological
basis also provides a guarantee for further understanding of
the relationship between geological mineralization and shear
zones.

3. Internet of Things Integration Technology
Applied to Smart Tourism

3.1. Principle of Three Weighted Information Fusion
Algorithms. Due to the universality of the Internet of things,
a large number of multisource and multitype data are col-
lected and stored [9]. Therefore, the massive data of the
Internet of things is not only reflected in its growing amount
of data over time but also reflected in the high-attribute
dimension characteristics of multisource and multitype
devices that perceive objective things from multiple angles.
If the Internet of things data features with high attribute
dimension cannot be effectively fused, it will bring great
computational challenges for further decision-making level
fusion [10].

(1) Weighted average fusion algorithm

The weighted average fusion algorithm usually uses the
mathematical average formula, that is, the weight of each
IOT sensor is the same, referred to as NVFA [11]. In the t
th sensor fusion system, sensors T1, T2,⋯Tt estimate the
state of the same target, and the measured values of each
sensor are x1, X2⋯ XT , which are independent of each
other. The true value to be estimated is represented by X,
and its variance is Q12,Q22 ⋯Qt2. The measured value of
the pth sensor is represented by Xp ðiÞ. Suppose the weight
of each sensor is W1,W2⋯WT , and the fusion state esti-
mation and weight meet the following conditions:

x̂ = 〠
t

i=1
wixi, 〠

t

i=1
wi = 1: ð1Þ

Assume that the equal weight value is w. As can be seen
from equation (1), the state estimation after local fusion is as
follows:

x̂ = 〠
t

i=1
wixi =

1
t
〠
t

i=1
xi: ð2Þ

The total mean square error is

Q2 = E x − x̂ð Þ2Â Ã
= E 〠

t

i=1
wi x − xið Þ

" #2

= E 〠
t

i=1
wi

2 x − xið Þ2 + 2〠
t

i=1
wi x − xið Þwt x − xtð Þ

" #
:

ð3Þ

Because Xi ðI = 1, 2,⋯TÞ is an unbiased estimate of X
and is not related to each other, the following formula is
obtained:

E x − xið Þ x − xtð Þ½ � = 0 i, t = 1, 2, ::n, i ≠ tð Þ: ð4Þ

Therefore, the total mean square error is

Q2 = E 〠
t

i=1
wi

2 x − xið Þ2
#
=〠

t

i=1
w2

i Q
2
i

!" #
: ð5Þ

From equations (1) and (5), for the weighted average
algorithm, the sum of mean square errors is

Q2 = ∑t
i=1Q

2
i

t2
: ð6Þ

(2) Optimal weighting algorithm

According to formula (5), the mean square error is a
multivariate quadratic function of the weight factor, so a
minimum value is required. The best weighting is to multi-
ply the measured value of each IOT sensor by the weighting
factor of the measured data x1, X2,⋯XT according to a spe-
cific standard to maximize the sensor measurement data and
reduce the loss of information caused by intermediaries
other than measurement, which is abbreviated as OVFA
[12]. According to the Lagrange conditional extreme value
method, the auxiliary function is constructed as follows:

f w1,w2,⋯,wt , θð Þ = 〠
t

i=1
w2

i Q
2
i − θ 〠

t

i=1
wi − 1

 !
: ð7Þ

Establish equations:

∂f
∂wi

= 2wiQ
2
i − θ = 0 i = 1, 2⋯ tð Þ,

∂f
∂θ

= 1 − 〠
t

i=1
wi = 0:

ð8Þ

Accordingly, the weighting factor with the minimum
total mean square error is obtained:

wi =
Q−2

i

∑t
i=1Q

−2
i

: ð9Þ
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The total mean square error is

Q2 = E x − x̂ð Þ2Â Ã
= E 〠

t

p=1
wp x − x̂ð Þ2

#"

+ 2〠
t

p=1
wp x − xp
À Á

wq x − xq
À Á#

:

ð10Þ

Because x1, X2,⋯XT are independent of each other and
are unbiased estimates of X, when p ≠ q, it can be obtained
E½ðx − xpÞðx − xqÞ� = 0. Therefore, Q2 can be written as fol-
lows:

Q2 = E 〠
t

p=1
wp x − xp
À Á2# =〠

t

p=1
w2

pQ
2
p

!" #
: ð11Þ

The above formula can be obtained in combination with
formula (9), and the total mean square error is as follows:

Q2 = 1
∑t

i=1Q
−2
i

: ð12Þ

(3) Adaptive weighted data fusion

The weighting factor satisfies equation (9). Here, the for-
mula for calculating the sensor variance is directly given, and
the detailed derivation process is described in the literature.
On the basis of optimized weighting, adaptive weighted data
fusion fully considers the historical data of each sensor to
obtain the data fusion value with the minimum mean square
error. The abbreviation of this algorithm is AVFA [13]. The
formula for calculating the sensor variance is

Q2
p = Epp − Eqp: ð13Þ

Of which,

Epp =
1
i
〠
t

i=1
xp ið Þ,

Eqp =
1

t − 1〠
t

q=1

i − 1
i

Eqp i − 1ð Þ
� �

+ 1
t
xp ið Þxq ið Þ:

ð14Þ

The mean value of sensor P at time I is as follows:

xp ið Þ = 1
i
〠
t

i=1
xp ið Þ, p = 1, 2⋯ nð Þ: ð15Þ

The estimated value at this time is as follows:

�x = 〠
t

p=1
wpxp ið Þ: ð16Þ

The total mean square error is as follows:

Q2 = E x − xp ið ÞÀ Á2h i
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Because x1, X2,⋯XT are independent of each other and
are unbiased estimates of X, when p ≠ q, it can be obtained
E½ðx − xpÞðx − xqÞ� = 0. Therefore, Q2 can be written as the
following [14]:

Q2 = E 〠
t

p=1
wp x − xp ið ÞÀ Á2# = 1
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pQ
2
p
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: ð18Þ

The corresponding total mean square error is as follows:

Q2 = 1
i∑t

i=1Q
−2
i

: ð19Þ

It can be seen from the above analysis that the weighted
average fusion algorithm selects the mathematical average
formula, and the weight of each IOT sensor is approximately
equal [15]. This method is difficult to overcome the random-
ness of shorthand measurement and the fluctuation of mea-
sured values caused by some sensor faults. On the basis of
weighted average, the weighted fusion algorithm fully con-
siders the influence of each sensor on the measured data
when some sensors cannot have good strain capacity [16].
However, in the calculation of weighted estimation and total
variance, only the measurement data of the current sensor
are used, and the measurement data of the historical time
of the sensor are ignored. The adaptive weighted fusion algo-
rithm fully considers the historical data of each sensor. On
the basis of optimal weighting, the data fusion value with
the minimum mean square error is taken, but the estimated
value and weighting factor of each time are not effectively
processed [17]. In view of the above shortcomings, this sec-
tion proposes an information fusion method based on the
combination of knife cutting method and adaptive weighting
method and performs Quenouille estimation on the weight-
ing coefficient and estimated value, respectively, so as to
improve the accuracy and robustness of data processing.

3.2. LBS Technology and Smart Tourism. LBS, also known as
location-based service, is a value-added service that provides
services corresponding to users. The method is to obtain the
location information of mobile terminal users through the
wireless communication network of mobile communication
operators and external positioning methods [18]. Travel
behavior has high mobility and can be well combined with
location-based services. The provision of geographic position-
ing services can only be achieved through the positioning tech-
nology of the corresponding geographic information system
platform, such as base station positioning, landmark position-
ing, wireless network positioning, RFID, and GPS positioning
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[19]. With the application of GPS modules and with the
increasing popularity of smart phones, travel applications on
mobile devices such as smart phones have become the best
carrier for LBS applications. With the rapid popularization
of smart terminals and mobile Internet applications, as well
as the popularization of electronic maps and navigation soft-
ware, the demand for creative services based on public services
such as personal location services, Internet maps, and elec-
tronic navigation has grown rapidly, and people have become
the subject of LBS. LBS integrates electronic maps, location
services, and travel services to provide location services, allow-
ing users to experience a brand new service experience
brought by smart tourism [20].

Location-based service is to obtain the location of current
user information through the cooperation of mobile terminal,
wireless network, and other terminal devices and provide per-
sonalized location information service according to the needs
of users. Positioning service requires two processes: one is
the positioning process, which not only obtains the latitude,
longitude, and altitude of the current location of the user’s
mobile phone but also not directly provides usually this infor-
mation to the user [21]. The second is location service, which
not only obtains information through location operation but
also realizes some user-oriented services [22].

3.3. Smart Tourism System Design. The system designed in
this paper is based on LBS technology, MVC mode, and

SSH open source framework technology. The system archi-
tecture design adopts a hierarchical structure, which is com-
posed of four different layers: business application layer, data
layer, service layer, and operation support layer [23]. The
system design is shown in Figure 1.

The operation support layer is the carrier of the smart
tourism service platform. It adopts advanced software and
hardware equipment to build an operating system suitable
for stable operation, including network, server, and secu-
rity equipment. As the software environment of computer
operating system and data platform software, the data
layer is the content of management related database pro-
vided to the application layer through the service layer
[24]. The data mainly includes librarian data and tourism
service data. The service layer mainly provides various
application services to the application layer through the
online travel service system, such as API interface service
of WeChat public platform, SDK of WeChat public plat-
form, data collection service, and data query service [25].
The business application layer provides various services
and business functions for the system service objects
(tourists).

The overall structure of tourism flow management
consists of three main parts: decision-making, command
and coordination control, and data analysis and processing
and data acquisition and transmission [26]. As shown in
Figure 2.
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Travel notes sharing form

……

Application server Database server
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Figure 1: Design diagram of smart tourism system.
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4. Tourism Information Algorithm Design and
Teaching Management Experiment

4.1. Construction of Experimental Platform. This experiment
will use Solr and Nutch to build an information retrieval
experiment platform, capture experimental data through
Nutch, modify Nutch’s existing scoring algorithm, and apply
the SM-P algorithm to realize the user interest module [27].
This paper uses Nutch, Solr, and other tools to build the
Intelligent Tourism search experimental platform, and its
overall structure is shown in Figure 3.

Nutch is a Lucene-based search engine system. It not
only provides all the tools required by the search engine

but also can crawl billions of web pages every month
and index these crawled web pages. However, in order to
meet the distributed requirements, Nutch has gradually
become a crawler tool, and the retrieval function has been
given to other tools. Solr is an enterprise search engine
server that can index the retrieved data sources. Solr pro-
vides a search interface for application search. Like
Lucene, Solr provides full-text search, keyword highlight-
ing, and management interfaces. Configuring the Chinese
word segmentation method is a necessary step before
indexing with Solr [28]. In this experiment, the IK ana-
lyzer word segmentation tool is used to finally configure
the word segmentation effect.
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transceiver

Scenic spot
Attraction n
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. . .
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Figure 2: Overall framework of tourist management.
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ing, travel agency, food, scenic spots, and outbound tourism)
were selected for query. When comparing the results, the
first 50 items of the result set returned by each search word
were taken as the investigation objects. The comparison of
query statistics and accuracy is shown in Table 1.

Six testers were interviewed to search the above key-
words and score the satisfaction of the search results. The
comparison of accuracy and satisfaction of the two algo-
rithms is shown in Figure 4.

According to the above figure and table, the optimized
SM-PageRank algorithm is better than the traditional
PageRank algorithm.

Then, five search words (mountain climbing, travel
agency, food, scenic spots, and outbound tourism) are also
selected for query, and the correlation between the experi-
mental search results and the query content is manually
compared through SM-PageRank algorithm and Google
search engine [29]. In the query results, the platform takes
the top 50 returned results list as the research basis, and
the top 100 Google search results are analyzed and com-
pared. The query statistics are shown in Table 2.

Because the experimental platform takes a short time to
grab web pages and the number of web pages is less than
that of Google search engine, the total number of returned
results is also less, which is not as good as Google search
engine in recall.

To establish a secondary sorting algorithm, the experi-
ment needs to establish a user interest model for users. This
experiment establishes a user’s interest model through user
registration. The contents required to be filled in by the user
during registration (such as route, diet, accommodation,
comments, etc.) are of interest to the user. After the user reg-
istration is completed, the results of secondary sorting search
are given to establish a user interest model for the user. The
results returned by secondary sorting are more in line with
user needs. Figure 5 shows the comparison of SM-
PageRank and Google search accuracy.

By comparing the above experimental results, we con-
clude that the search accuracy of SM-PageRank algorithm
is higher than that of conventional PageRank algorithm,
and the secondary ranking based on user interest model
makes the search results more appropriate. As can be seen
from the above figure, the search results of SM-PageRank
can better meet the needs of users.

After connecting the major scenic spots, this algorithm
can also count the passenger flow, including real-time pas-
senger flow statistics and attribute distribution statistics.

Figure 6 shows the relationship between passenger flow
and temperature according to system statistics.

4.2. Fusion Technology for Solving Travel Problems. Tradi-
tional tourist routes are usually one or more fixed routes
designed by travel agencies, which are suitable for fixed
routes and group tourism. Traditional tourism routes are
the crystallization of a tourism experience, which usually
takes a certain time to design [30]. Artificial intelligence
has greatly improved the rationality of personal travel
routes. The integration of Internet of things into route plan-
ning has greatly promoted the intelligence of travel route
planning. It is more scientific, persuasive, and efficient to

Table 1: Statistics of search results of traditional PageRank and SM-PageRank algorithms.

Key words
PageRank algorithm SM-PageRank algorithm

Search results Selection Related webpages Accuracy Search results Selection Related webpages Accuracy

Climb mountains 258 50 38 76% 256 50 43 86%

Travel agency 279 51 29 56.9% 257 51 50 98%

Delicacy 208 52 33 63.5% 324 52 49 94.2%

Scenic spots 206 53 31 58.5% 296 53 40 75.5%

Outbound tourism 205 54 38 70.4% 329 54 39 72.2%
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Figure 4: Comparison of accuracy and satisfaction of PageRank
and SM-PageRank.
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solve the problem of tourism route planning by establishing
a model and integrating the Internet of things.

Internet of things fusion is one of the effective algorithms
to solve the problem of travel route planning. In order to
apply Internet of things fusion to solve the problem of tour-
ism route planning, it is necessary to improve the Internet of
things fusion, so that the improved Internet of things fusion
can obtain the optimal solution with higher probability in
the shortest time. Internet of things integration to solve the
traveling salesman problem mainly depends on the path
selection strategy, pheromone update rules, and the setting
of relevant parameters, and the improvement of Internet of
things integration mainly focuses on these three aspects.

The improvement of path selection strategy mainly aims at
the defect that Internet of things fusion is easy to fall into
local optimal solution. By improving the path selection
probability, local search and other strategies, it is possible
to help the Internet of things fusion jump out of the local
optimal solution, so as to improve the quality of the solution.
Pheromone accumulation and feedback are also the
improvement focus of pheromone update rules, which is a
better method to guide pheromones to the best path and
avoid the influence of pheromones on sensors on poor paths.
For the setting of relevant parameters, different traveling
salesman problems can be solved more effectively. At pres-
ent, there is no very good mathematical proof to help judge
the quality of parameters. Generally speaking, the range of
parameters is determined by experience, and then, the size
of parameters is dynamically adjusted.

The optimal solution path map and local optimal solu-
tion path map of Internet of things fusion technology are
shown in Figure 7.

The optimal path is QWE and the local optimal path is
QWE. It can also be seen from the figure that the length of
QW is less than that of we, so the fusion algorithm is applied
at the initial stage to form a local optimal solution. The spe-
cific routing of the algorithm is shown in Figure 8.

Based on the above analysis, this paper considers the
local search method to improve the quality of the solution
of the fusion algorithm. The fusion algorithm is used to opti-
mize the optimal path of each cycle and exchange the adja-
cent points of the optimal solution of the current cycle to
obtain a new solution. If the new solution is better than
the optimal solution of the current period, it will replace
the optimal solution of the current period. By comparing
the total length of the path before and after the exchange,
it is found that the result after the exchange is better than
the current solution, so the path after the exchange is
regarded as the optimal path of the current cycle.

Based on some mathematical models, this experiment
makes reasonable simulation, assuming that the number of
days of each travel shall not exceed 15 days, so the experi-
ment divides the scenic spots in the scheme with travel days
D exceeding 15 days in each region. At the same time, con-
sidering the small number of travel days D in individual
regions, it is considered to merge the smaller regions. After
completing the above processing, regenerate the shortest dis-
tance and shortest time matrix of each region and then solve
each region to obtain the tour order of each tourist attraction
of each region after merging. Through the Internet of things
fusion algorithm, the tour order and travel days of each

Table 2: Sorting comparison of query results.

Key words
SM-PageRank algorithm Google search

Search results Selection Related webpages Accuracy Search results Selection Related webpages Accuracy

Climb mountains 258 50 38 76% 12306 100 43 43%

Travel agency 279 51 29 56.9% 11855 100 56 56%

Delicacy 208 52 33 63.5% 15552 100 76 76%

Scenic spots 206 53 31 58.5% 12994 100 70 70%

Outbound tourism 205 54 38 70.4% 13589 100 67 67%
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Figure 5: Comparison of SM-PageRank and secondary sorting
accuracy and satisfaction.
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region have been calculated, and the regions are labeled and
marked on the map, as shown in Figure 9. The results of the
number of days required for travel in each region are shown
in Table 3.

As can be seen from the above table, the tour time in
most areas is close to 15 days, which reduces the number
of trips and trips and effectively shortens the round-trip
time.

According to the rationalization assumption, the num-
ber of days of each trip is no more than 15 days, the total
number of single trips is no more than 30 days, and the
number of scenic spots is no more than 4. The experiment
says that these areas should be organized so that you can
visit all areas in a shorter time. We sort out the specific itin-
erary of self-driving travel according to the regional brows-
ing plan. After completion, the annual regional tour plan is
shown in Table 4.

In order to make tourism planning more scientific,
experiments need to consider other modes of transportation,
such as aircraft and high-speed trains. At the same time,
when considering the route planning of road travel, the
problem of travel cost is not considered, but travel cost is
indeed a factor that must be considered when making travel
plans. The subsequent improvement of the model is aims at
increasing the travel cost. The mathematical model of road
travel route planning is suitable for route planning in
densely populated areas or within scenic spots.

Path planning refers to the optimal path planning of
navigation software or robots. The SM-PageRank algorithm
is based on the idea of recursion. The shortest path that does
not reach the vertex must be obtained from the shortest path
that has reached the vertex, by clarifying the starting posi-
tion and ending point, avoiding obstacles, and optimizing
the path as much as possible, in order to achieve the lowest
cost and the highest efficiency.

4.3. Build a Tourism Management Teaching Platform. In
order to meet the teaching and training needs of tourism
management, we improve the teaching level of teachers.
The quality of teaching and the improvement of students’
learning quality and students’ learning ability and practical
ability were improved. This experiment combines database
technology, network technology, 3D display technology,
and VR technology to construct an all-round, advanced,
and visual virtual reality system to adapt to the in-depth
development of the school.

Smart tourism is a smart system formed by the computer
as the brain and relying on the Internet of things. It integrates
tourism into the interconnected system of all things and forms
a smart data network based on cloud thinking. In terms of
real-time data, the scenic area has been intelligently con-
structed to realize data visualization and effectively analyze
the data and pass the data and analysis results to the scenic
area management, which is conducive to improving the data

450

17.6

16
16.5
17
17.5
18
18.5
19
19.5
20
20.5
21

0

100

200

300

400

500

5/4/2021 5/5/2021 5/6/2021 5/7/2021 5/8/2021 5/9/2021 5/10/2021

°C

N
um

be
r o

f p
eo

pl
e

Visitor flow
Temperature

Figure 6: Passenger flow statistics interface.

100

100

0

(a) Optimal solution path graph

100

100

0

(b) Local optimal solution path graph

Figure 7: Optimal solution path graph and local optimal solution path graph of fusion algorithm.

9Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

ecological environment of the scenic area. The application of
technologies such as the Internet of Things and cloud comput-
ing to the construction of scenic spots has brought new oppor-
tunities for the creation of smart tourism.

Tourism is a strategic pillar industry of the national
economy, with great potential for consumer demand. It is
an important means to expand domestic demand and pro-
mote stable growth. At present, the urgent problems to be
solved in tourism management are as follows: the tourism
industry is facing the problem of structural adjustment, the
market demand for new professionals continues to grow,
and there is a shortage of relevant posts such as exhibition
tour guides, senior tour guides and tourism image design.
At present, the main contradiction is the contradiction
between employment demand and low quality of workers.
School employment is very heavy, while the market has great
demand for full employment and labor force, but the quality
of labor force is relatively low. From the perspective of teach-
ing methods, teachers generally use videos, teaching slides,

writing lessons, blackboard writing, etc. For indoctrination
teaching, students can not operate the experiment by per-
sonally observing the experimental process. As a result, stu-
dents only have theoretical knowledge, lack practical ability,
and fail to truly integrate theory with practice. Teaching or
student learning can achieve the desired teaching effect.

According to the above situation, the system proposed in
this paper needs a classroom dedicated to teaching, a large
screen display, a highly configured computer host, a VR hel-
met, two locators, two interactive handles, and enough student
seat space. The layout design of virtual reality classroom is
shown in Figure 10.

According to the preliminary demand analysis, three
main functional modules of tourism digital training system
are planned and constructed, including preclass preparation
system, real-time education system, and student training.
The main content of this module is to build an integrated
scene, model, configuration, HR management, and collabo-
ration module with abstract 3D scene representation as the
core and collaborative visual manipulation architecture.
The main function of the module is to provide the prepro-
cessing function of electronic resources recommended by
VR learning environment; integrate 3D models, materials,
textures, and shaders,; support relevant data of program-
ming and bone animation; and summarize and convert non-
relational data into relational data, such as video, audio, and
documents. Especially in the case of audio and video, it is
necessary to extract important information to form a con-
nection, classify subjects and courses according to the classi-
fication tree, and build a VR education content ecosystem
according to unified planning.

Because the modeling of building facilities in the real
scenic spot is too complex, various models and layouts in
the simulation system are basically modeled with reference
to the sand table model of the base. On the basis of meeting
certain display effects, we simplify the model grid as much as
possible to achieve a certain balance between the operation
effect and efficiency of the system. After the model is built,
the author needs to add materials and draw the appearance
of the model. Because the process is too complex, this article
will not introduce it in detail.
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Through the experimental construction of the simulated
tour guide teaching system of tourism management spe-
cialty, there are still many deficiencies in the system R & D
and research. It is also necessary to increase the virtual sce-
nic spot library of the tourism digital training system and
optimize the scene rendering. In addition, it is also necessary
to apply the construction ideas and schemes of the system to
other majors, build a collection of professional teaching and
training applications of virtual reality and vocational educa-
tion, create a perfect virtual reality intelligent education plat-
form, and promote the development of intelligent vocational
education to a higher and faster track.

5. Discussion

The tourism teaching system designed in this article is
exactly the key task faced by the education industry and
the tourism industry. The system has been applied to tour-

ism talent training colleges to allow graduates to meet the
actual needs of the tourism industry and conform to the
development direction of the tourism industry. Although
this paper proposes a secondary sorting algorithm based
on user interest model and establishes and studies the user
model, there are still many imperfections. Experiments
should get users’ interest from more channels and then
deeply dig into users’ points of interest and establish a more
reasonable model of interest. In model updating, how to
make model updating more effective and how to establish
long-term and short-term models for users are the next
research direction. In the actual planning of intelligent travel
route, this paper adopts real data and reasonable hypotheti-
cal data. Therefore, we can further consider how to design an
algorithm that can automatically search and obtain relevant
data through the network and other aspects, which reflects
the intelligent side. In addition, this paper introduces the
application process of virtual reality technology in the virtual
reality teaching platform of tourism management specialty,
but there is no detailed explanation of the technical imple-
mentation, including three-dimensional modeling technol-
ogy, scene loading and setting, database connection,
interactive design, simulation effect, and project release.

6. Conclusions

In the current tourism education industry, the understand-
ing of informatization in relevant tourism professional edu-
cation only stays at the primary level of the internal
management information system. The experimental conclu-
sions are as follows. Through experimental calculations, it is
found that this paper proposes the SM-PageRank algorithm
based on Nutch and Solr and the secondary ranking based
on the user interest model, which makes the information
query more reliable and accurate. The advantages of the
algorithm are mainly manifested in the calculation speed
and accuracy. Compared with the traditional algorithm,
the average accuracy rate is increased by 20.1%. Compared
with the Google search, the average accuracy rate is
increased by 2.6%, which can meet the search needs of users.
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Table 3: Travel days required for each region.

Area number
Number of days

required
Area number

Number of days
required

1 16 6 10

2 14 7 12

3 11 8 15

4 15 9 13

5 12 10 11

Standard deviation 1.92

Table 4: Regional tour planning for self-driving tour route
planning.

Frequency Area number Travel days

1 1,6 26

2 4,10 26

3 3,8 26

4 2,7 26

5 5,9 25

Standard deviation 0.4
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Human multipose motion behavior is similar; there are many actions. However, it is difficult to recognize abnormal behavior. The
existing human motion behavior anomaly recognition methods have the problems of low accuracy and being time-consuming.
Therefore, an anomaly recognition method of human multipose motion behavior using Generative Adversarial Network
(GAN) is proposed. The Gauss model is used to segment the human multipose motion behavior image, and the image
foreground of the segmentation result is the human motion target detection result. The Shi-Tomasi algorithm is selected to
extract contour feature points from human motion object detection results. The extracted contour features are set as hidden
space random variables and input into the GAN. The GAN uses the generator and discriminator to recognize the multipose
human motion behavior and determine whether the multipose human motion behavior is abnormal. The results show that the
proposed algorithm can accurately recognize abnormal human multipose motion behavior, the recognition accuracy is higher
than 99%, and the average recognition time is less than 200ms. The shadow removal effect of the foreground image obtained
by the proposed algorithm can realize the accurate recognition of human multipose motion behavior abnormalities and
provide a reliable basis for research in related fields.

1. Introduction

Human posture behavior recognition is a research in the
field of video analysis. The goal of human posture behavior
recognition is to classify the specific actions of humans [1].
Human abnormal behavior detection is a branch of human
behavior recognition, that is, to recognize specific behaviors
in different scenes, such as fighting in banks and other liter-
ature behaviors. Human posture behavior technology has
been widely used in auxiliary medical treatment, video sur-
veillance, and so on. The recognition of multipose motion
behavior abnormalities needs to determine whether there
are abnormalities by analyzing human posture [2].

The specific position and specific behavior of the motion
target in a fixed time are analyzed through the abnormal rec-
ognition of multipose motion behavior [3, 4], so as to realize
the automatic recognition and positioning of human pos-
ture. The abnormal recognition of human multipose motion
behavior can be applied to many fields such as medical treat-

ment and security. Human motion posture has the features
of high nonlinearity and degree of freedom [5, 6] and has
high diversity and complexity. It is challenging to accurately
recognize human multipose motion behavior abnormalities.
The feature extraction of human motion posture is very
important [7]. The accuracy of feature extraction determines
the accuracy of multipose motion behavior. Feature extrac-
tion is realized by extracting texture features, color features,
contour features, and other features of human motion pos-
ture [8, 9]. Human motion is formed by posture sequence,
so it is more practical to extract human contour features
from images.

The main contributions of this paper are as follows. (1)
A new human multipose motion behavior anomaly recogni-
tion algorithm based on GAN is proposed to detect human
motion targets in human multipose motion images. (2)
Aiming at the problem of many similar actions of human
multipose motion behavior, the human motion region and
background region in the image are segmented, and the
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human motion posture features are extracted from the
human motion target region to reduce the difficulty of
behavior anomaly recognition. (3) The GAN is used to
obtain the abnormal recognition results of human multipose
motion behavior. The network has the features of flexible
application and strong learning ability. It is applied to the
abnormal recognition of human multipose motion behavior
to optimize the recognition performance.

2. Related Works

At present, there are many researches on motion recogni-
tion. Literature [10] applies convolutional neural network
(CNN) to human motion recognition and proposes three
different CNN structures. Firstly, four different information
channels are generated from each frame in the horizontal
and vertical directions through optical flow and gradient to
be applied to three-dimensional (3D) CNN. Then, three
architectures are proposed, namely, single stream, dual
stream, and four stream 3D CNN. In the single stream
model, four information channels per frame are applied to
the single stream. In the dual flow structure, optical flow-x
and optical flow-y are applied to one flow, and gradient-x
and gradient-y are applied to another flow. In the four
stream architecture, each information channel is applied to
four independent streams, by evaluating the architecture of
the action recognition system.

Literature [11] applied shape time dynamics to human
motion recognition and proposed a human motion recogni-
tion framework with constant depth perspective, which is a
new integration of two important motion clues: motion
and shape time dynamics (STD). The motion flow encapsu-
lates the motion content of the action into RGB dynamic
image, which is generated by approximate rank pool (ARP)
and processed by fine-tuning reception V3 model. The
STD stream uses a series of long short-term memory
(LSTM) and Bi LSTM learning models to learn the long-
term view invariant shape dynamics of actions. Human pose
model (HPM) generates view invariant features of human
pose frames with key depth based on structural similarity
index matrix (SSIM). According to three types of postfusion
techniques, namely, maximum average and multiplication,
the final prediction of single stream fraction is made. Litera-
ture [12] proposed an effective method for human motion
recognition (HAR) from silhouette image sequences in
video. The effectiveness of this method lies in feature extrac-
tion and action classification. The method includes scale
translation normalization and distortion contour removal,
which are used to extract the newly introduced spatiotempo-
ral features, namely, active region energy feature (AREF),
and trajectory analysis. In addition, the method uses low-
dimensional eigenvectors, which makes the cost of the whole
process effective in terms of time requirements. The results
on the published Weizmann and Muhavi data sets clearly
verify the efficiency of the proposed technology in the
related work on the accuracy of human behavior detection.
Literature [13] proposed a human behavior anomaly detec-
tion method based on the combination of deep learning
and artificial features. Firstly, the key points of human 3D

skeleton in time series are extracted by Yolo V4, and the
mean shift target tracking algorithm is applied. Then, the
key points are transformed into spatial RGB and put into
multilayer convolutional neural network for recognition,
abnormal behaviors such as hitting, throwing, climbing,
and approaching. Literature [14] uses deep learning technol-
ogy, including CNN and LSTM network, to build a deep net-
work in a multiperspective framework to learn the long-term
correlation of human behavior recognition from video. Two
cameras are used as sensors to effectively overcome the
problems of occlusion and fuzzy contour and improve the
accuracy and performance of multiview frame. After a series
of image preprocessing on the original data, the human con-
tour image is obtained as the input of the training model.
Literature [15] combines spatiotemporal CNN with hand-
made feature sets for anomaly detection in continuous video
frames. Handmade features learn sparse features extracted
from moving human image units, including moving pixels
to reduce computing costs. The CNN model architecture is
used to extract spatiotemporal features and complete the
recognition of human abnormal behavior. However, human
multipose motion behavior is similar, and there are many
actions. This leads to the question of low accuracy and being
time-consuming in the application of the above existing
methods.

3. Methodology

3.1. Detecting Human Moving Targets. The multipose
motion image of human contains background factors such
as shadow and illumination. Therefore, it is difficult to
obtain human target from the image. The human motion
target detection process for segmenting human motion tar-
get and image background is as follows.

3.1.1. Establish Gaussian Model. Let Xi be the pixel color of
the random point in the human multipose motion image,
and the probability density function expression of the pixel
color is established as follows:

f Xi = xð Þ = 〠
k

i=1
φi:t ⋅ α x, βi:t , Σi:tð Þ, ð1Þ

where βi:t and φi:t are the mean and weight of Gaussian dis-
tribution when the time is t, respectively. Σi:t and αð⋅Þ are
covariance matrix and Gaussian distribution, respectively.
According to equation (1), the utilization number of pixel
color Xi probability density function is k. When the time is
t, the expression of the ith Gaussian distribution αð⋅Þ is as
follows:

α x, βi:t , Σi:tð Þ = e− 1/2ð Þ xt−βi:tð ÞTΣ−1
i,t xt − βi:tð Þ

2πð Þn/2 Σi:tj j1/2
, ð2Þ

where n represents the dimension of pixel color Xi, i = 1, 2
,⋯, k.
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3.1.2. Update Model. Let the random pixel value in the image
be It . The expression that the Gaussian function matches the
pixel value is as follows:

It − βi:t−1j j ≤D ⋅ λi:t−1: ð3Þ

The expression of each parameter update is as follows:

λ2i,t = 1 − ρð Þλ2i,t−1 + ρ It − βi:t−1ð Þ2,
βi:t = 1 − ρð Þβi:t−1 + ρIt ,
φi:t = 1 − að Þφi:t−1 + a,

ð4Þ

where a and ρ represent adjustable learning rate and param-
eter learning rate, respectively.

3.1.3. Segmented Image. Normalize all the weights obtained,
and sort all Gaussian distributions φi:t/λi:t according to the
order from large to small. The first M distributions to be
sorted must meet the following conditions:

〠
iM

k=i1
φi:t ≥ ς: ð5Þ

The firstM distributions are the background distribution
of human multipose motion image, ς is the weight threshold.

Randomly select pixels, which are foreground pixels
when they can meet the established Gaussian mixture model
[16]. When the pixel cannot meet the established Gaussian
mixture model, this pixel is the background pixel [17].
Through the above process, the foreground and background
of human multipose motion image are segmented, and the
motion targets in human multipose motion image are
detected.

3.2. Extracting Contour Feature Points. After segmenting the
foreground and background of human multipose motion
image, it is necessary to extract the contour feature points
in the foreground of human motion image, so as to provide
the basis for human multipose motion behavior anomaly
recognition based on GAN. Harris corner detection is the
most widely used image contour feature extraction method.
A corner is the intersection of two edges. However, Harris
corner detection needs to calculate the empirical constant k
, and the operation process has high complexity. Therefore,
the Shi-Tomasi algorithm is proposed. Since the stability of
the Harris corner detection algorithm is related to the value
of the empirical constant k and the empirical constant k is an
empirical value, it is difficult to set the optimal value. Shi-
Tomasi found that the stability of corner points is actually
related to the smaller eigenvalue of the matrix, so the smaller
eigenvalue is directly used as the score, so there is no need to
adjust the k value. Therefore, the application of Shi-Tomasi
is simpler, and the image contour feature points obtained
by Shi-Tomasi are also very accurate.

The Shi-Tomasi algorithm is selected to extract contour
feature points in human motion image. ðx, yÞ and Iðx, yÞ
are the random point coordinates of the multipose motion

grayscale image of the human and the gray value of the
point, respectively. The point ðx, yÞ as the center point is
using window S is established. The window size is n × n,
window ½x, y� is translated, and the gray value changes as fol-
lows after translation:

L Δx, Δyð Þ = 〠
x,yð Þ∈S

ϕ x, yð Þ I x + Δx, y + Δyð Þ − I x, yð Þ½ �2: ð6Þ

Taylor expansion process Iðx + Δx, y + ΔyÞ, delete the
terms higher than the second order, and the expression is
as follows:

L Δx, Δyð Þ = Δx2 〠
x,y∈Sð Þ

ϕ x, yð ÞI2x + 2ΔxΔy 〠
x,y∈Sð Þ

IxIy + Δy2 〠
x,y∈Sð Þ

ϕ x, yð ÞI2y ,

ð7Þ

where Ix and Iy are the partial derivatives of human multi-
pose motion images and ϕðx, yÞ is the Gaussian filter.

Equation (7) can be transformed into the following
matrix:

L Δx, Δyð Þ = Δx, Δy½ �M
Δx

Δy

" #
: ð8Þ

The expression in equation (8) is as follows:

M = 〠
x,yð Þ∈S

ϕ x, yð Þ
I2x IxIy

IxIy I2y

2
4

3
5: ð9Þ

The Shi-Tomasi algorithm extracts contour feature
points from human multipose motion images. The extrac-
tion rules are as follows:

(1) Randomly select the pixel point, let the pixel point be
the midpoint, establish a window with size n × n, and
move the window in different directions [18]

(2) Compare the changes of gray value in human multi-
pose motion images. When the window is moved in
different directions, when the gray value in the image
is fixed, it means that the area is flat [19], and there is
no feature point; when moving along a fixed direc-
tion and there is only a small change in the gray
value, it means that the area is a straight line area

(3) When the established window moves in a random
direction [20], when the gray level in the multipose
motion image of the human changes greatly, the cen-
ter point of the established window is the feature
point of the human motion image, and this feature
point can be used to realize the anomaly recognition
of human multipose motion behavior

3.3. Anomaly Recognition of GAN. The discriminator in the
GAN is used for the final recognition of human multipose
motion behavior. The discriminator has the function of clas-
sification [21] and can judge whether the input sample data
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belongs to the generated sample data or real data. GAN is an
important GAN algorithm with high linear correlation per-
formance. When the GAN recognizes the multipose move-
ment behavior of human, it can quickly obtain the
recognition results [22]. There is no need to interfere with
the learning process of the GAN, and accurate recognition
results can be obtained only by evaluating the model effect
after learning. The structure of GAN is shown in Figure 1.

x and z represent the sample data and random noise of
the input GAN, respectively, and A and B represent the gen-
erator and discriminator of the GAN, respectively. The
expression of the GAN is as follows:

min
A

max
B

V B, Að Þ = Ex∼P xð Þ B xð Þ½ � + Ez∼P zð Þ lg 1 − B A zð Þð Þð Þ½ �,
ð10Þ

where lg ð1 − BðAðzÞÞÞ and lg BðxÞ are generated data and
discriminator judgment, respectively, and V and E represent
objective function and discriminator function, respectively.

The discriminator and the generated data play games
with each other by using the maximum and minimum
values, and the optimization of parameter B and parameter
A is completed through multiple iterations until the discrim-
inator and the generated data are in Nash equilibrium.

The GAN is prone to gradient dispersion in the estab-
lished minimization objective function. Therefore, the objec-
tive function cannot update the generator in the GAN [23],
which will reduce the stability of the GAN. LSGAN method
is selected to solve the training instability of GAN. LSGANs
ensure the classification accuracy of GAN through cross-
entropy. The objective function expression of GAN discrim-
inator optimized by LSGANs is as follows:

min
B

Ex∼Pdata xð Þ B xð Þ − bð Þ2� �
+ Ez∼Pz zð Þ B A zð Þð Þ − að Þ2� �

:

ð11Þ

The objective function expression of GAN generator is
as follows:

Ez∼Pz zð Þ B A zð Þð Þ − cð Þ2� �
: ð12Þ

After completing the antagonistic generation network
training, the adjusting parameters a, b, and c need to meet
the following conditions:

b − c = 1,
b − a = 2:

(
ð13Þ

Through the above process, the uncertainty caused by
the training process of GAN can be improved [24], the
diversity of GAN is effectively improved, and the recognition
accuracy of human multipose motion behavior abnormali-
ties is improved.

The GAN is applied to the abnormal recognition of
human multipose motion behavior. The process of abnor-
mal recognition is shown in Figure 2.

According to Figure 2, firstly, the multipose human
image with abnormal behavior to be recognized is seg-
mented. After the image segmentation is completed, the
detection results of human motion targets are obtained, the
contour features of human motion behavior are extracted
from the extracted human motion targets, and the extracted
features are set as hidden space random variables and input
into the GAN. The GAN outputs the abnormal behavior rec-
ognition results of multipose human motion behavior to
determine whether the multipose human motion behavior
is abnormal.

3.4. Data Sets and Evaluating Index. In order to verify the
effectiveness of the proposed algorithm in recognizing
abnormal human multipose motion behavior by GAN, the
Occlusion_person 3D data set and CMU panoptic data set
are selected as the test data set. Occlusion_person 3D data

Human motion
image sample 

Output results

Discriminator

Is behavior
abnormal 

SET B(A(z))ˆ0 by x

SET B(A(z))ˆ1 by z

Judge

Yes

No

Image contour
feature Generator

?

Figure 1: Structure of abnormal recognition behavior of GAN.

Begin

Collect multi pose human images of 
abnormal behavior to be recognized

Segmentation of image foreground
and background 

Detecting human motion targets

Extracting abnormal behavior features 
of multipose human 

The extracted features are set as
hidden space random variables 

Input GAN 

Output recognition results

End

Figure 2: Abnormal recognition process of human multipose
motion behavior.
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set has 4.8 million 3D human postures and corresponding
images, a total of 200 experimenters, and a total of 23 action
scenes. CMU panoptic data set is produced by CMU Univer-
sity and collected by 480 VGA cameras, 30+ HD cameras,
and 10 kinect sensors. The above two data sets are typical
human posture data sets. The two data sets include walking,
running, kicking, jumping, standing, squatting, hands up,
reverse, head down, head up, and other postures, which are
extremely typical. Forty thousand images were randomly
selected from the two data sets. In this experiment, twenty
thousand images are selected for data training, and the
remaining half are used for experimental test and analysis.
The number of images of each behavior posture is shown
in Table 1. In the simulation platform, the abnormal behav-
ior of the image is recognized.

The accuracy, precision, and recall are selected as the
evaluation indexes to evaluate recognition performance of
the proposed algorithm. The calculation expressions of three
indexes are as follows:

accuracy =
rp + rn

rp + rn + hp + hn
,

precision =
rp

rp + hp
,

recall =
rp

rp + hn
,

ð14Þ

where rp and rn represent the number of abnormal behaviors
recognized by the algorithm as abnormal behaviors and
nonabnormal behaviors, respectively. hp and hn are the
numbers of abnormal motion behaviors and nonabnormal
behaviors, respectively. The accuracy and precision are used
to measure the recognition level of the algorithm and the
level that can avoid misrecognition, and the recall rate
reflects the level at which the algorithm can correctly classify
whether the behavior is abnormal sports behavior.

4. Results and Discussion

The proposed algorithm is used to recognize multipose
human motion behavior, and the abnormal behavior recog-
nition results of the proposed algorithm are compared with
actual abnormal behavior results, as shown in Table 2.

According to Table 2, for the 10 motion behaviors, the
total number of images is between 168 and 667, and the
number of abnormal images is between 19 and 63. The pro-
posed method is used to recognize these images, and the
results are close to the actual number of abnormal images.
The recognition rate of walking, jumping, standing, squat-
ting, and hands up can be 100%. The data shows that the
proposed algorithm used to recognize abnormal human
multipose motion behavior and the actual abnormal human
multipose motion behavior is very small; it shows that the
proposed algorithm has high effectiveness in recognizing
abnormal human multipose motion behavior.

The proposed algorithm randomly divides one of the
images and detects the result of human motion targets, as
shown in Figure 3.

According to Figure 3, the proposed algorithm can
achieve accurate detection of human motion targets in mul-
tipose human motion images. The proposed algorithm has a
high level of image segmentation. It can accurately extract
human motion targets through effective image segmentation
ability, which provides the basis for accurate recognition of
abnormal motion behavior.

The proposed algorithm is compared with the algorithm
in literature [10–14]. The comparison results of the accuracy
and recall of the six algorithms for the abnormal recognition
of multipose motion behavior in the experimental data set
are shown in Figures 4 and 5. The squatting posture is
selected for the same posture test.

According to Figures 4 and 5, under different postures,
the accuracy of the proposed algorithm is always higher than
99%. For the abnormal behavior recognition of the same
posture, the accuracy always fluctuates between 99% and
100%. In contrast, in the process of different posture recog-
nition, the recognition accuracy of literature [10] algorithm,
literature [11] algorithm, literature [12] algorithm, literature

Table 1: Image sample set attributes.

Type Resolution (dpi) Space size (kb)

Walking 120 11779

Running 140 7354

Kicking 80 20374

Jumping 70 5216

Standing 100 12538

Squatting 68 4297

Hands up 100 7541

Reverse 50 1569

Head down 80 20685

Head up 67 6328

Table 2: Abnormal recognition results.

Motion
behavior

Total number
of images
(piece)

Actual
abnormal

quantity (piece)

Abnormal
recognition

quantity (piece)

Walking 351 38 38

Running 254 48 47

Kicking 184 52 51

Jumping 645 34 34

Standing 284 19 19

Squatting 168 27 27

Hands
up

294 34 34

Reverse 587 29 28

Head
down

667 47 46

Head up 566 63 62
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[13] algorithm, and literature [14] algorithm fluctuates
between 90% and 98.5%, and the recognition accuracy of
the same posture is always lower than 96%. The recognition
accuracy of the proposed algorithm is significantly higher
than that of the other five algorithms. In addition, the recall
rate of the proposed algorithm for recognizing multipose
and the same posture human motion behavior abnormality

is higher than 99%, and the recall rate of literature algorithm
for recognizing multipose human motion behavior abnor-
mality is lower than the proposed algorithm. The compari-
son results verify that the proposed algorithm has high
performance of human motion behavior anomaly recogni-
tion. The proposed algorithm effectively segments the multi-
pose human motion behavior image, selects the GAN, and

(a) Original image (b) After segmentation

Figure 3: Human motion target extraction results.
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Figure 4: Comparison results of recognition accuracy.
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uses the segmented image to realize the accurate recognition
of multipose human motion behavior anomaly.

In order to further measure the recognition perfor-
mance of this algorithm, F1 value is selected as the test
index to measure the recognition of abnormal human
multipose motion behavior. Six algorithms are used to rec-

ognize the F1 value of abnormal human multipose motion
behavior in two data sets. The F1 value is affected by the
accuracy rate and recall rate. The higher the accuracy rate
is, the higher the recall rate is, and the better the F1 index
is. The statistical results of F1 value indexes are shown in
Figure 6.
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Figure 5: Comparison results of recognition recall rate.

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

Jumping

Squating

The
proposed
algorithm 

Literature
[10]

F1
 v

al
ue

1

0.5 Literature
[11]

Literature
[12]

Literature
[13]

Literature
[14]

Figure 6: Comparison results of F1 value.

7Wireless Communications and Mobile Computing



As can be seen in Figure 6, the F1 value of the proposed
algorithm to recognize the abnormal multipose motion
behavior of humans is higher than that of the other five algo-
rithms. It is verified again that the proposed algorithm has
high recognition performance. This is because this algorithm
uses Gaussian model to segment human multipose motion
behavior image, and the image foreground of the segmenta-
tion result effectively reduces the difficulty of image segmen-
tation, improves the recognition accuracy of human posture
behavior, and makes F1 value higher.

The real-time performance of the recognition algorithm
is very important. Six algorithms are used to recognize the
recognition time of abnormal human multipose motion
behavior. The statistical results are shown in Figure 7.

As can be seen in Figure 7, the average recognition time
of using the proposed algorithm to recognize human multi-
pose motion behavior abnormalities is less than 200ms,
which verifies that the proposed algorithm has high recogni-
tion real-time performance. This is because the proposed
algorithm selects the Shi-Tomasi algorithm to extract the
contour feature points in the human motion image from
the human motion target detection results. Based on this,
the extracted contour features are set as hidden space ran-
dom variables and input into the GAN to determine whether
the multipose human motion behavior is abnormal. GAN is
a very mature technology for enhancing image quality and
has application advantages. The proposed algorithm has a
wide range of applications, and the real-time performance
of the algorithm is very important. The proposed algorithm

has high real-time recognition performance, which can
improve the application performance of the algorithm.

5. Conclusions

GAN is applied to human multipose motion behavior anom-
aly recognition. Firstly, the multipose human motion image
is segmented to obtain the human motion target area in the
image, and the human motion contour features are extracted
from the human motion target area. Based on the GAN, the
extracted features are used to realize the abnormal recogni-
tion of human multipose motion behavior. Experiments
show that the recognition results of human multipose
motion behavior abnormalities have high accuracy, and the
proposed algorithm has high feasibility. The proposed algo-
rithm can not only realize the abnormal recognition of
human multipose motion behavior and ensure the recogni-
tion accuracy but also has the advantage of high real-time
recognition. The proposed algorithm solves the defect of
low recognition performance caused by too few sample data
in the past.

However, for specific occasions, the multipose behavior
of humans is greatly affected by light, resulting in great dif-
ficulty in image acquisition, and the collected image is prone
to distortion. In the practical application of human behavior
recognition method, the combination of light compensation
technology and motion target detection algorithm to
enhance the effectiveness of data set still needs further
research.
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Today, with increasing information technology such as the Internet of Things (IoT) in human life, interconnection and routing
protocols need to find optimal solution for safe data transformation with various smart devices. Therefore, it is necessary to
provide an enhanced solution to address routing issues with respect to new interconnection methodologies such as the
6LoWPAN protocol. The artificial neural network (ANN) is based on the structure of intelligent systems as a branch of
machine interference, has shown magnificent results in previous studies to optimize security-aware routing protocols. In
addition, IoT devices generate large amounts of data with variety and accuracy. Therefore, higher performance and better data
handling can be achieved when this technology incorporates data for sending and receiving nodes in the environment.
Therefore, this study presents a security-aware routing mechanism for IoT technologies. In addition, a comparative analysis of
the relationship between previous approaches discusses with quality of service (QoS) factors such as throughput and accuracy
for improving routing mechanism. Experimental results show that the use of time-division multiple access (TDMA) method to
schedule the sending and receiving of data and the use of the 6LoWPAN protocol when routing the sending and receiving of
data can carry out attacks with high accuracy.

1. Introduction

The world of information technology and computers is
expanding daily. This development has led to the creation
of new systems with a specific type of communication [1,
2]. One of these connections is machine to machine. This
type of communication is a solution to move, from single-
purpose devices that data in the form of commands obtained
from an application in the network to the Internet of Things
(IoT) that allows the device to be multipurpose and applica-
tions to collaborate. Machine-to-machine communication
with network structures can benefit from global standardiza-
tion efforts [3–5]. Admittedly, the network-to-machine
communication facilitation network has changed dramati-
cally and its capabilities have greatly expanded, but
machine-to-machine architectural solutions have remained
relatively stable [6].

One of the most important parts of the Internet is band-
width, which needs to be used to access objects connected to
the Internet easily and quickly [7, 8]. When a packet is sent

by a sender, some quality of service (QoS) factors such as
response time, throughput, security, energy consumption,
latency, and accuracy will be evaluated to show efficiency
of the optimized routing protocol. Of course, considering
the position and distance of objects is also very important.
Today, by increasing intelligent attacks and anomaly behav-
iors, routing protocols should be aware on security and pri-
vacy conditions by using intrusion detection mechanisms.
To improve security and throughput, it is necessary to have
precise timing in the routing to avoid congestion. For this
purpose, in the proposed method of this research, the
TDMA protocol is used [9, 10], which can schedule. In this
protocol, in the decision management section, the route
operations are performed well and with high speed. After
that, the bandwidth must be improved to ensure the security
of the IoT environment. For this purpose, a protocol called
6LoWPAN will be used, which can improve bandwidth
along with ensuring security [11]. But because its execution
speed is slow and can affect security and even bandwidth
access, it creates an optimization domain that is considered
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a search environment [12]. Therefore, the artificial neural
network (ANN) algorithm will be used chaotically to opti-
mize bandwidth and increase security in intrusion detection
method and solve connection problems between objects in
the IoT environment, which will be promoted as a new idea
in this research. One of the attacks that can be imagined in
this research, and its main purpose is to identify it, is a flood
attack on the IoT [13].

The main contribution of this study is organized as
follows:

(i) Proposing a scheduling protocol TDMA in the rout-
ing process with the lowest energy consumption

(ii) Using the 6LoWPAN protocol and optimizing it to
increase bandwidth and improve packet lost ratio in
the IoT environment

(iii) Applying ANN-based machine learning method to
enhance the data transmission routing

(iv) Evaluating performance of the proposed method
and it is compared with recent developed methods

The rest of this paper is organized as follows: Section 2
present a literature review on recent routing mechanisms
in IoT environments. Section 3 proposed a security-aware
routing protocol with respect to an enhanced ANN method.
Section 4 shows experimental results based on simulation
results. Finally, Section 5 shows conclusion and future work.

2. Related Works

This section illustrates a brief literature review on recent rout-
ing mechanisms using metahueristic algorithms. For example,
authors in [14] offered a blockchain-SDN-based assigned
design for intelligent cities with network function virtualiza-
tion. Furthermore, the authors introduced an energy-
optimized group leader determination algorithm that intro-
duces to choose a group leader in an effective method. Besides,
the SDN controller controls and supervises the actions of the
IoT devices. In this paper, blockchain is applied to identify
and overcome the cyberattacks in the IoT systems. The test
outcome revealed that the proposed design works better rather
than the current structure in terms of throughput, time, gas
consumption, and communication overhead.

Authors in [15] reviewed energy control progresses in
IoT based on an SLR style. 30 research studies were deter-
mined as the principal field of technical study. For analyzing
existing issues on the energy control resolutions in IoT, a
taxonomy was introduced to explain the technical features
of each section of energy control. It is mentioned that a class
of published research articles with 7 studies in the intelligent
home have the largest percentage. Furthermore, energy
control on intelligent collection, intelligent cities, and the
intelligent building has been studied with 15 papers individ-
ually. Finally, smart grid and industry circumstances have 8
research studies in IoT networks.

Authors in [16] suggested a unique method for RPL
protocol trying to develop the IoT network lifetime. The

suggested method combined the consumed and recharged
energy to choose the most suitable route to send data infor-
mation. Simulation results showed that the proposed
method efficiently reduced the energy loss and the network
lifetime by choosing the best routes via the sink.

Authors in [17] introduced an innovative routing proto-
col that is suitable for mobile ad hoc networks, in particular,
to be aware of node movement and link resistance. To this
goal, a different movement discovery design was offered to
provide any node to set a new metric based on the renewed
movement factor. Therefore, each node in the networks can
change its routing function based on the network require-
ments around it; consequently, the applied routing protocol
can improve the packet delivery ratio compared to existing
routing methods.

Authors in [18] proposed a framework based on
machine learning techniques and artificial neural networks
for identifying the RPL attacks in some case studies. The effi-
ciency of the proposed framework is improved to the highest
potential amount. The implementation outcomes revealed
that the malicious node for the attack provides the highest
amount of packets between all the nodes in the network.
Consequently, it increases the energy usage of neighbors.

Authors in [19] suggested a method for determining
congestion problems in IoT networks by offering the use of
fuzzy logic. The difficulty of parent choice is formed and
then solved applying the fuzzy weighted sum procedure.
The suggested algorithm is dynamic and recognized the con-
gestion and then chose the noncongested path by choosing
the most suitable path in the network topology. The
achieved outcomes from the Cooja simulator proved that
the proposed algorithm has decreased delay and improved
performance and more efficient use of network resources.

Authors in [20] presented a new method based on prior-
ity and energy usage to manage routing procedures within
contents for low-power and lossy networks. All network
slots apply timing models when transferring data to the tar-
get while analyzing network transfer, audio, and image
information. This technique improved the robustness of
the routing protocol and was eventually avoided from occur-
ring congestion, too. Test results confirmed that the pro-
posed method decreased overhead on the mesh, delay, and
energy waste.

Authors in other recent works [21, 22] have applied heu-
ristic algorithms to solve routing problem in IoT environ-
ments. Some of them check packet duration time and
energy efficiency as well.

3. Proposed Security-Aware Routing Method

This section illustrates a new security-aware routing mecha-
nism based on ANN prediction approach in IoT. One of the
most important problems in establishing the IoT [23] with
an energy-aware recognition approach is that nodes have
no information about each other’s performance [24]. The
only information they receive from a primary source is
authentic packets that are all broadcasted by the device or
object itself and are not trusted under internal attacks. For
this purpose, the packet find index (PFI) is expressed as [25]
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PFII J =
1
Pij
f

: ð1Þ

The value Pij
f is obtained from [26]

Pij
f =

Nij
s

Nij
t

: ð2Þ

The PFI factor is calculated in the TDMA method with
respect to applying the QoS factors. According to Equation
(2), Nij

s is the number of packets properly routed by node

next step j in the IoT environment and Nij
t is the total num-

ber of packets routed from node i to the next step j in the
IoT environment. Using this relation, each node can obtain
the packet find index for its next step nodes and calculates
the packet find index of the path according to [27]

PFIpath = 10 × PFIi,j+1
� �

+ log 10 × PFIi+1,i+2ð Þ
+ log 10 × PFIi+2,i+3ð Þ:

ð3Þ

After calculating the packet find index, each node calcu-
lates the path find index and then selects the path that has
the best index to guide the data packets from the paths pro-
vided by the next step nodes. In this way, it removes mali-
cious nodes from the closed path [28].

Figure 1 illustrates a brief procedure of the ANN strategy
for a routing protocol using TDMA with respect to support-
ing QoS factors. In first step, each nominated IoT node
should be checked as a cluster node. If the respected IoT
node is cluster node, then the ANN method is applied to
train and test procedure. The ANN method sets initial
parameters for training layers and divides the dataset into
two, train and test datasets. For each classification proce-
dure, the TDMA factors are applied to check with classifica-
tion method. Finally, the existing TDMA schedule is applied
to the train test case [29]. On the other hand, if the IoT node
is not a cluster node, system updates cluster list and the
ANN method is applied to continue train procedure. For
finalizing the proposed algorithm, each train set should
archived convergence factor. If the algorithm has a conver-
gence value, then the classification procedure will be
finished. Otherwise, the system sends a message to check
cluster node selection.

To calculate the PFI [30], after calculating the PFI of
each parent [31], each node adds it to the value received
from the parent and distributes it to all other nodes to deter-
mine the closed conduction index of each path. Node S then
selects the path with the least possible value from the pro-
vided paths, and in this way, the malicious node G, which
is a gray holes node that bypasses 50% of the packets, caus-
ing routing loss and loss. Energy will be removed from the
data transmission path. It is important to note that these
values are moved by the control packets, and all nodes are
aware of them [32]. The goal of the PFI is to obtain routes
with higher delivery rates so that malicious nodes can be
removed from the packet routing path to provide the correct

routing in the IoT environment. PFI is expressed as the
number of transfers required to reach a destination pack.
This index can be used as a metric (unit of measurement)
in the initial deployment of the Internet of Things and to
identify paths that have malicious black holes or gray holes
nodes [33]. But this metric also has its limitations and prob-
lems. This index is introduced on the path, and the nodes
should calculate the value of the path packet guidance index
after calculating their parent packet guidance index and
inform these nodes about these values, which is done with
the help of control packets. For this purpose, to compare
the metric of the closed conduction index with the expected
number of transfers, with the help of simulation in
MATLAB environment, these two metrics have been imple-
mented on the processing environment. Because the IoT
does not have proper routing and delivery operations and
its problems were mentioned in previous sections, especially
in the issue of security in intrusion detection method, this
secure establishment of the IoT due to the presence of
appendages such as black holes and gray holes and in gen-
eral security issues remain almost unresolved. Bandwidth
and security are also important during deployment in the
intrusion detection method [34].

It is assumed that the target monitoring area in the
IoT called A is a two-dimensional environment, and n
moving nodes are randomly placed in the environment
as S = ðS1, S2⋯ Þ. The ith position of the node is deter-
mined as a set si = ðxi xi, yiÞ ði = 1, 2⋯ nÞ, and the Euclid-
ean distance between the ith node and the point p = ðx, yÞ
is determined according to [35]

dip =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xið Þ2 + y − y2ð Þ2

q
: ð4Þ

The node detection model is divided into two methods
of binary-based detection and probabilistic detection. This
research is based on the binary mode, which is simpler to
use and less computationally complex. The reason for
using binary node detection, in addition to simplicity in
application and less computational complexity, is the sim-
plicity of its modeling, and also each time execution will
not be a possible answer and the answer is guaranteed.
Node detection is used probabilistically in other networks
such as automotive wireless networks and underwater
wireless sensor networks. The node detection model is cal-
culated binary-based as [36]

p = if dip ≤ r0 ⋅ k = 1 else k = 0
� �

: ð5Þ

In this research, several evaluation methods have been
used which include throughput and the accuracy criteria.
At the beginning, each study is completed, and finally,
the results obtained from the research performed by each
evaluation method are mentioned.

The secure deployment of the IoT was completely mod-
eled on security issues in this section with a security-aware
routing mechanism. Based on this mechanism, data
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transmission through the network, data confidentiality,
accuracy, information integrity, accessibility, and attack
detection were considered and a new and optimal model
with knowledge of security issues was considered. In the
next section, a simulation of the proposed approach will be
performed and the results will be discussed [37].

4. Experimental Results and Discussion

In the previous section, new modeling was done to provide a
way to ensure security of the intrusion detection method the
IoT. Of course, any idea will need a simulation. In this
section, the experimental results are performed in the
MATLAB environment and fully mentioned and analyzed
the results based on the intrusion detection method. A test
case comparison is made between the available methods to
ensure that the proposed approach is effective.

In this study, which is based on attacks that are supposed
to improve the level of security to be able to measure the

QoS, attacks on deprivation of services have been used.
Hence, the DoS2017 dataset is used https://www.unb.ca/
cic/datasets/dos-dataset.html, and the TDMA protocol
should first be considered during routing after nodes are
placed in the environment to schedule and reduce energy
with the 6LoWPAN protocol [38]. In the following, the
proposed approach detects attacks of deprivation of ser-
vices in the context of the Internet of Things, and finally,
the criteria of service quality and energy consumption are
examined. Based on the analysis of the proposed approach
in sending and receiving data and the proposed mecha-
nism, it is important to examine the degree of accuracy
criteria that detect attacks for security. The number of rep-
etitions of the program is 5000, 10000, and 15000 rounds.
Also, the number of features in each round is 30, 50, and
80 repetition and the number of IoT devices are including
20, 50, and 100. The storage of sent and received data in
the IoT environment is placed in an intelligent and
impenetrable database called a transmission rate. The ini-
tial parameters of each test case of security analysis results
are presented in Table 1.

After examining all case studies with respect to detecting
attacks, QoS factors are reviewed. Figures 2–4 show the
throughput after applying the proposed mechanism for case
study 1, 2, and 3 to the IoT environment.

The throughput is achieved according to the transmitted
packets. The throughput obtained by proposed method is
compared with existing algorithms, and the comparison

Start

Converge ?

End

YesNo

Node is
Cluster head ? Apply ANN

method
Update

cluster list

Set
parameters

Apply
TDMA
factors

Apply ANN
method

Apply
TDMA

Schedule

Figure 1: Procedure of the TDMA method using the ANN algorithm.

Table 1: Initial parameters of each tests case to detect attacks.

Test
case

Number of IoT
nodes

Number of
features

Number of
repetitions

Case 1 5, 10, 20 30 5000

Case 2 20, 30, 50 50 10000

Case 3 50, 80, 100 80 15000
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Figure 2: Throughput evaluation for existing algorithms in case study 1.
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Figure 3: Throughput evaluation for existing algorithms in case study 2.
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Figure 4: Throughput evaluation for existing algorithms in case study 3.
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results regression and KNN algorithms [39, 40]. The
throughput of proposed method is found better than the
other existing algorithms. Recently developed regression also
obtained almost similar performance; however, it fails to
attain an effective result on accuracy due to this and the
throughput also gets reduced. It is observable that the
ANN method with respect to the TDMA factors has
optimized throughput value than other regression and the
KNN algorithms in test cases 1, 2, and 3.

In the following, we examine the data accuracy in each
case study. If the environment is secure, the data is
encrypted in the transmitter and data can predicted with
the proposed ANN approach with high accuracy.
Figures 5–7 show the accuracy diagram of the proposed
method in blue line with number of IoT devices in which
it has higher accuracy than the previous two methods in case
study 1, 2, and 3, respectively. Totally, we conclude that the
proposed method has maximum accuracy factor for each

test cases 1, 2, and 3 to compare other regression and
KNN algorithms.

The proposed method has achieved better accuracy
which is found higher than the other existing algorithms with
respect to number of IoT nodes and number of features.

5. Conclusion

In order to solve the problem of security-aware routing pro-
tocol in IoT environments, the ANN algorithm and TDMA
protocol are given by studying the connectivity of network
topologies. The method proposes an efficient routing proto-
col based on the 6LoWPAN strategy. First, we analyze the
relationship between nodes and explain the scheduling
packets and through modularization. Experimental results
showed that the proposed method is compared with regres-
sion and KNN algorithms for simulation environments. The
results show that the proposed method can effectively
improve the accuracy ratio and enhance throughput factor.
The research on the relevant theories and technologies of
IoT has important value for the routing algorithms in the
future 5G era as future work. Also, some evaluation metrics
such as mean square error (MSE), time complexity, and
packet loss with large amount of IoT nodes can be evaluated
and analyzed in future research directions.

Data Availability

The CIC DoS dataset (2017) used to support the findings of
this study are included at the following web page: https://
www.unb.ca/cic/datasets/dos-dataset.html.
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Aerobic exercise is a very popular form of exercise. It combines various forms of sports and music. Aerobic exercise improves
muscle tone and relaxes the mind and body while burning calories. It is designed to individualize instruction for different
audiences. It is an important factor in the applicability of the operation. The purpose of this paper is to build different human
models based on sensor network numbers to quantify different movements through the Internet of Things (IoT) to design
personalized curriculum design and practice to improve the popularity of creative aerobics curriculum. In this paper, we first
give an overview of the algorithm and data fusion algorithm and then simulate the aerobics creative curriculum design. First,
the variance is used as the error measure to establish the data fusion algorithm and aerobics new concept innovation
curriculum design and practice. The established model is compared with the aerobics curriculum design under the traditional
model to highlight the advantages of the curriculum design under the data fusion algorithm. A comparison is also made with
examples. The experimental results show that the data of the audience’s movement changes during different creative processes
solve the aerobics creative editing problem. Compared with the traditional curriculum design, the efficiency of the curriculum
design and practice is improved by 20.23%.

1. Introduction

With the interactive development of education and the Internet,
various universities and the Ministry of Education have made
significant progress in the pilot work of modernity education
reform. In 1999, the Ministry of Education launched various
educational resource construction projects at all levels and built
a large number of excellent online courses and educational soft-
ware. At the same time, major universities developed a large
number of projects based on their own educational characteris-
tics and various resource construction projects. Excellent online
course education teaching and education software, for different
subject characteristics and teaching methods, developed a
teaching resource library based on data algorithms, online
teaching courseware, and material collection. With the rapid
development of computer technology, wireless communication

technology, sensor technology, and embedded system technol-
ogy, some miniature sensors with low production costs and
low power consumption have emerged. It is the favorite of all
walks of life. Data fusion algorithm technology is a data process-
ing technology that automatically sorts, analyzes, and synthe-
sizes the collected information under certain rules based on
the node network of big data and then completes the required
evaluation and decision-making. Aerobics is a kind of exercise
that not only exercises the body but also cultivates the sense
of art. It combines music, sports, and dance as a whole project,
full of modern atmosphere, and is favored by the majority of
groups.

For a long time, the teaching structure is a stable struc-
ture model of teaching activities under the guidance of cer-
tain educational thoughts, teaching theories, and learning
theories, and it is impossible to carry out personalized
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courses for different students. Incorporating the technical
means of data fusion algorithm into the design and practice
of aerobics creative curriculum is an important means of
physical education reform. It can enrich the content and
means of teaching reform and promote the all-round devel-
opment of people and cultivate the sense of innovation.

The rise of algorithm technology has brought more accu-
rate and convenient functions to the development of mankind.
Among them, Liao et al. reported on the results of the 2014
Data Fusion Competition organized by the IEEE GRSS Image
Analysis and Data Fusion Technical Committee (IADFTC).
As in previous years, the Data Fusion Technology Committee
organized a data fusion competition to cultivate new ideas and
solutions for multisource remote sensing research [1]. How-
ever, Yokoya et al. reviewed the concepts, principles, and tools
that unify current causal analysis methods and deal with the
new challenges posed by big data. In particular, Yokoya et al.
solve the problem of data fusion-piece together multiple data
sets collected under heterogeneous conditions (that is, differ-
ent populations, systems, and sampling methods) to obtain
effective answers to queries of interest [2]. To this end,
Ambuhl and Menedez define a fusion algorithm that divides
the city network into two subnetworks, one with a loop detec-
tor and one without. The simulation of the abstract grid net-
work and the Zurich city network shows that the fusion
algorithm can always significantly reduce the estimation error
[3]. The purpose of this study is to determine the feasibility of
using aerobic exercise courses to produce potential skeletal
protection vertical effects and to determine whether the effects
can be predicted by body function. Hannam et al. recruited
participants from the senior exercise program to complete
the SF-12 questionnaire, short-term physical training, and
aerobic exercise program with seven different components,
conducted at low intensity and high intensity. The maximum
beating value is determined for each activity [4]. Melam et al.’s
research shows that lack of physical exercise and uncontrolled
diet can lead to excessive weight gain, which can lead to obe-
sity and other metabolic disorders. Melam et al.’s research
shows that brisk walking and aerobic exercise are the best ways
to control and reduce body weight and weight components
[5]. This requires aerobics staff not only to have professional
aerobics methods and skills, but also to have the basic skills
of aerobics in order to compose perfect aerobics in the new
situation. Ma based on the performance of aerobics, the expe-
rience of the competition, and the arrangement of the aero-
bics, let the audience have a bright feeling in the vision. At
the same time, when Ma organizes aerobics, each movement
must be carefully designed to make the choreographed move-
ments have a comfortable and pleasant feeling. The movement
does not look too rigid, giving the overall beauty and aerobic
exercise. The characteristics are reflected in the design of the
action to achieve better results [6]. The purpose of this
research by Catalina is to conduct multiple sets of experiments
to observe the creation of aerobics courses based on data
fusion algorithms. Based on the results of the all-round record
of the courses, it emphasizes the independent and organized
way of performing aerobics [7]. There are some shortcomings
in their research. The curriculum creation based on big data
relies on a huge database and a powerful technical environ-

ment. The scope of the data in this article is limited, and it is
still necessary to expand the experimental objects to make
the research more typical.

The innovation of this article (1) lies in the use of data
fusion and algorithms combined with aerobics to create a
curriculum that has the basic characteristics of network
communication such as digitization and interactivity in a net-
work technology environment and at the same time reflects
the characteristics of education and (2) teaching goals. The
teaching of diversified and multilevel online courses is no lon-
ger just for the purpose of presenting the teaching content. In
the face of different personalized audiences, such as different
basic learning levels and inconsistent physical indicators, a
multilevel teaching curriculum design should be designed, to
promote the development of everyone.

2. Design of Innovative Aerobics Curriculum
Based on Sensor Network and
Communication Algorithm

2.1. Data Fusion Algorithm.Data fusion is the process of com-
bining, correlating, and combining data and information from
multiple sensor sources to obtain more accurate location and
identity estimates for a real-time, complete evaluation of
battlefield posture and threats and their importance.

2.1.1. Basic Theory of Algorithm. In order to study the sensor
data fusion algorithm, firstly, the algorithm operation is
briefly introduced. Assuming that M distributed sensors
are deployed in the wireless sensor network system, the i
-th sensor corresponds to the Mi-th convergent sensor.
The definitions of the dynamic model and the measurement
model of the discrete-time target in the data fusion tracking
system correspond to two sets of equations, respectively:

A m + 1ð Þ = P mð ÞA mð Þ + F mð ÞH mð Þ,
Bi mð Þ = Ci mð ÞA mð Þ + Li mð Þ, i = 1,⋯M:

ð1Þ

The other two sets of equations are as follows:

Ai m + 1ð Þ = Pi mð ÞAi mð Þ + Fi mð ÞHi mð Þ, i = 1,⋯,M: ð2Þ

Then,

Bi mð Þ =Gi mð ÞA mð Þ + Li mð Þ, i = 1,⋯,M, ð3Þ

expressed as the latter model, where PiðmÞ represents the
conversion matrix, FiðmÞ is the input gain matrix, HiðmÞ
represents the feedback of the i-th sensor, and LiðmÞ repre-
sents the measurement error of the sensor.

2.1.2. Data Fusion. In the current military field, the direct driv-
ing force for the development of information fusion technology
is the development of information-based weaponry and the
new battlefield perception needs arising from the emergence
of information-based combat styles (e.g., network-centric war-
fare). At present, with the expansion of combat space to space
and Cyber space, the fusion processing of remote sensing telem-
etry and battlefield surveillance images has become an urgent
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need for full-field battlefield perception, especially the fusion of
heterogeneousmedia images has become an urgent problem for
combat identification and a hot spot for current research. The
technologies involved include spatial alignment of heterodyne
images, feature extraction and unified representation of hetero-
dyne images, quality assessment of fused images, and applica-
tion implementation.

Data fusion algorithms are a specific research direction for
data processing using multiple sensors. A simple definition
can be summarized as the process of information processing
using computer technology to automatically analyze the infor-
mation acquired by sensors according to certain sequential
rules using a computer language to fully accomplish the
required estimation and decision-making tasks [8]. According
to the above definition, the acquisition of information from
multiple sources is the basis of data fusion technology process-
ing, integrated processing, and coordinated optimization is the
core of the data fusion algorithm, and the sensor system is the
hardware basis of the whole data fusion algorithm. The devel-
opment of artificial intelligence and data node neural net-
works, pattern recognition, image and image generation,
signal clustering processing, and other related technologies
provides rich theoretical and technical means for data fusion
algorithm technicians. Combining the findings of these disci-
plines can maximize our efficiency and help us make the right
estimates and decisions.

The ultimate goal of data fusion is achieved by four dif-
ferent levels of processing layers, as shown in Figure 1.

In Figure 1, the first level of processing is object assess-
ment. The main tasks in this level of processing include
the following: data registration, data association, and iden-
tity estimation. The results of this level of processing will
provide relevant information for decision-making assistance
for more advanced processing processes [9].

Data registration is essentially to align information with
different characteristics in time and space so that multisource
data can be processed in a unified framework and pave the
way for the subsequent work of fusion. The main work of
the so-called data association is to combine and classify multi-
source data [10]. The role of identity estimation is to solve the
problem of characteristics and expressions related to entity
attributes. Target evaluation deals with numerical calculations,
and identity estimation is usually based on pattern recognition
techniques or parameter matching techniques, including the
following: majority voting, Bayes method, and D-S evidence
theory, as shown in Figure 2.

The second level of processing is situation assessment.
The main task at this level is to abstract and assess the over-
all situation. The input information for situation assessment
includes the following: event monitoring information, state
estimation information, and relevant assumptions necessary
for situation assessment, while the output refers to the prob-
ability corresponding to the necessary relevant assumptions
[11, 12]. The result is shown in Figure 3.

The third level of processing is impact assessment. The
impact assessment establishes a mapping from the current
situation to the future, an assessment of the possible impact
of the participant’s assumptions and predictions. Different
data input/output will have different effects. Data in and

out (DAI-DAO): This type is the most basic data fusion
method. The input and output are all raw data, and the out-
put data is usually more reliable, higher, or more accurate
[13]. This level of data fusion is carried out as soon as the
data is output from the sensor, and the fusion method is
based on signal and image processing algorithms, as shown
in Figure 4.

(1) Data In and Feature Out (DAI-FEO). This level of
data fusion performs feature extraction on the origi-
nal data.

(2) Feature In and Feature Out (FEI-FEO). This level of
input and output processing is all features, so it is
essentially a set of features to improve or obtain
new features. This process is also called feature
fusion, information fusion.

(3) Feature In and Decision Out (FEI-DEO). The input at
this level is a set of features, and the output is a set of
decisions. Most classification systems that make deci-
sions based on sensor input belong to this level.

(4) Decision-In-Decision-Out (DEI-DEO). This classifi-
cation is also called decision fusion, which combines
input decisions to obtain better decisions.

The fourth level of processing is process assessment.
The monitoring and evaluation of this process requires the

establishment of relevant optimization indicators [14, 15]. In
addition, it is necessary to achieve timely acquisition and effec-
tive processing of multiple sensor information, as well as to
achieve the best allocation of resources so as to be able to
support specific tasks, so as to achieve the purpose of improv-
ing the real-time performance of the system. As shown in
Figure 5, it shows the processing relationship between different
data.

Since data fusion is a process of gradually processing mul-
tisource information, when there is a step-like and multilevel
multisource information fusion, we have to put forward
requirements for data fusion, that is, in each fusion process,
every link, the amount of useful information carried by the
sensors should be used to the maximum. Therefore, the data
fusion system maximizes the amount of useful information
in each node during each fusion process, and the fusion result
should be required to be beneficial to the system users. More-
over, the amount of useful information of each data should
organically inherit the role of other parts. When some pro-
cesses are close to the experience, the effect of the resulting
effective amount of data will not be weakened in other pro-
cesses entering the system, that is, various parts of the system,
to achieve harmony and unity [16].

2.1.3. Bayesian Estimation Method to Calculate Data Fusion.
The Bayesian estimation method is a commonly used
method in static data fusion.

Assuming a state space, the Bayesian estimator provides
a method to calculate the posterior (conditional) probability
distribution. Assuming that the state quantity at time i is Xj,
it is known that the measurement Mi = fM1,⋯,Mig and
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the prior distribution of group i are as follows:

P Xj M
j��� �
=
P Mj Xj

��� �
P Xj M

j−1��� �
P Mj Mj−1��� � , ð4Þ

wherein

(i) PðMjjXjÞ represents the likelihood function, a mea-
surement model based on a given sensor

(ii) PðXjjMj−1Þ represents the prior distribution func-
tion, a model of a given conversion system

(iii) Denominator PðMjjMj−1Þ is a standardized term
that can guarantee the normalization of the proba-
bility density function

When the observation coordinates of the sensor group
are consistent, the direct method can be used to fuse the sen-
sor measurement data. In most cases, the sensor describes
the same environmental object from different coordinate
systems. At this time, the sensor measurement data should
be fused by Bayesian estimation in an indirect way.

When the Bayesian method is used for multisensor data
fusion, the possible decisions of the system are required to be
independent of each other, in this way to treat these deci-
sions as a division of the sample space [17]. Suppose the pos-
sible decisions of the system M1,M2,⋯,Mn, when a sensor
observes the system, the observation result Q is obtained,
and if the prior knowledge of the system and the character-
istics of the sensor can be used to obtain the prior probabil-
ities PðMiÞ and conditional probability PðQ/MiÞ, use the
Bayesian conditional probability formula

P
Mi

Q

� �
=
P MiQð Þ
P Qð Þ =

P Q/Mið ÞP Mið Þ
∑n

I=1P Q/Mið ÞP Mið Þ , i = 1, 2⋯ , n:

ð5Þ

According to the prior probability PðMiÞ of the sensor, it
is updated to the posterior probability PðMi/QÞ.

This result is generalized to the case of multiple sensors.
When there are A sensors, the observation results are A1, A2,
respectively…, Ao; assuming that they are independent of
each other and independent of the conditions of the
observed object, then the total posterior probability of each
decision in the system with O sensors can be obtained
as-
PðMi/A1 ∧ A2 ⋯ AoÞ =

Qo
j=1PðQj/MiÞPðMiÞ/∑n

k=1
Qo

j=1PðQj/
MiÞPðMkÞ, i = 1, 2,⋯, n:

Finally, the decision of the system can be given by certain
rules. For example, the decision with the largest posterior
probability is taken as the final decision of the system as
shown in Figure 6.

2.1.4. The Data Fusion Algorithm Establishes a Human Body
Motion Model, as Shown in Figure 7. Detection provides
approximate information about the position of the human
in the image, which can satisfy the needs of some applica-

tions; however, some applications, such as human-
computer interaction, require finer information about the
position of nodal points. The goal of monocular 3D human
pose estimation is to recover the 3D coordinates of human
nodes from a single image. The loss of depth information
during imaging leads to a strong ambiguity in this task,
and more preliminary work tends to reduce the ambiguity
by introducing a priori information, such as anthropometric
constraints, low-dimensional popular representations, or
temporal smoothing constraints.

The coordinate system shown in Figure 7 above has
three mutually perpendicular vectors. The vector change
through any point in space will have a spatial sum vector.
It is very appropriate to replace the acceleration in the three
directions with a vector with both magnitude and direction.
The calculation formula of the space vector is as follows:

a
ρ
= x i

ρ

+ y j
ρ

+ z k
ρ

: ð6Þ

The change of the acceleration parameter after the
human body’s motion returns. It is assumed that the acceler-
ation in the three different directions is ax, ay, and az ,
because the assignment change of the acceleration vector
can reflect the violent fluctuations of the human body’s
motion. It can be expressed by the following formula:

a′ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x + a2y + a2z

q
: ð7Þ

As mentioned above, when we know the acceleration in
three directions, we can get the change of human body pos-
ture according to the above formula. According to the
human body coordinate system established in Figure 6, dif-
ferent angles of human body movement can be calculated,
for example, when the human body is perpendicular to the
angle α1 of the ground:

α1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x + a2y

q
aj j : ð8Þ

In the same way, the angle values in the other two direc-
tions can be obtained. According to the above formula, the
angle values between different postures can be calculated,
and the motion state of the human body can be judged
whether it is violent [18, 19].

According to the formula, calculate the x-axis accelera-
tion during movement.

Data analysis is shown in Figure 8.
In summary, the data fusion algorithm introduces the cor-

relation technique of aerobic exercise in data fusion mainly
with a multiobjective tracking application. The data sources
and exercise record slices are described to construct a multi-
modal and self-supervised learning-based aerobic capacity
model that can help in picture analysis, as well as self-
monitoring of movements. The model consists of a human
generalized aerobic capacity model, a personalized long-term
aerobic capacity model, and a personalized short-term aerobic
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capacity model, and the components of the aerobic capacity
model are trained one by one in a training manner, and both
the personalized long-term aerobic capacity model and the
personalized short-term aerobic capacity model are fixed with
the model parameters being used as the components for
subsequent model training after the training is completed.

2.2. Aerobics

(1) The display of aerobics action hands is shown in
Figure 9

Aerobics movements are mainly composed of foot
movements and hand movements.

There are five types of foot movements. Rhythmic
pacing operations are mainly based on the free combination
of foot movements in fitness gymnastics. Generally, one or

two steps are selected for each unit to ensure the mobility
and diversity of the operating unit. Each unit must combine
at least three steps. There are alternate types such as walking
and running; stepping types have side-to-side stepping and
stepping and sucking legs; the fourth lifting type is like the
form of suction-leg jumping and bending-leg jumping, and
the last type is opening-closing jumping and split-leg jump-
ing [20]. The step action of the exercise is mainly based on
the free collocation and combination of the foot movements
of aerobics. Generally, one or two steps should be selected
for each exercise unit. In order to ensure the mobility and
diversity of the exercise unit, at least three steps should be
selected for combination.

When doing upper limb movements, the posture of the
hand is variable, and the emotions of the body can be
expressed in detail through the changes of different hand
shapes. With the sagittal and longitudinal axes of the body

–20 0 20 40 60 80 100 120 140 160 180

0

50

100

150

200

a
c

a

U
–20 0 20 40 60 80 100 120 140 160 180

0

50

100

150

200

250

300

b
d

b

U

Figure 6: Decision with maximum posterior probability.

Z

YX

Figure 7: Three-dimensional coordinate system of human body space.

7Wireless Communications and Mobile Computing



2 4 6 8 10 12 14 16 18 20 22 24 25
0.0

0.2

0.4

0.6

0.8

1.0
M

ea
su

re

X-axis acceleration

Measure
Smooth

Kalmal
Stand uP

a
b
c

1 6 12 18 26 35 42 66 89 101 111 125 150
0

5

10

15

20

25

30

35

40

a

U

Figure 8: Acceleration.

Figure 9: Different types of aerobics movements.

Figure 10: Movements in physical flexibility.

8 Wireless Communications and Mobile Computing



as the baseline and the horizontal plane of the shoulder as
the midline, the movement of the arm can be divided into
eight directions. The movements in each direction are

straight, round, bent, forward, backward, up, and down.
The creation of arm movements can be performed in various
ways [21, 22]. The performance of the formation and route

Figure 11: Movements to develop agility.

The three value areas of
aerobics (Assessment field

and approach)

Natural value (true)
(Biology methods focusing

on anatomy and physiology)

Social value (good)
(Politics, Economics,

Social Management, etc.)

Humanistic value (beauty)
(Aesthetics, anthropology,

etc. based on literature,
history and philosophy)

Reflects the scientific
spirit, the main task is to
seek truth and promote

material civilization

It embodies the moral
spirit, and the main task is to
seek goodness and promote

political civilization.

Embodying the humanistic
spirit, the main task is to
seek beauty and promote

spiritual civilization. 

Figure 12: The value of creating aerobics courses.

Table 1: Comparison of different forms of aerobics.

Traditional aerobics teaching Design of aerobics course under data fusion

Content
The fixed routine is the teaching content,
ignoring the individualized teaching of

students

Stimulate interest in curriculum practice and cultivate
a sense of innovation

Function For the development of the body All-round development

Organizational form
Emphasis on organizational unity, teachers

instill knowledge in one direction
Flexible and diverse, combined with teaching

Evaluation method
Emphasizes absolute unity and focus on the
evaluation of intermediary performance

Individualized and humanized evaluation based on different
individual differences, focusing on the combination of evaluation

process and results

Purpose Learn to exercise, enhance physical fitness
Pay attention to cultivating practical innovation ability, establish
correct weight reduction values, and form the consciousness and

habits of lifelong sportsmanship
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varies depending on the rotation surface. When the operat-
ing unit requires additional rotation, the creation of steps
and arm movements needs to be coordinated without any
setbacks or stagnation. Arm movements are combined with
steps to achieve smooth coordination.

As mentioned above, the movements of aerobics are not
only reflected in the hand movements, but also in the changes
on the body. As shown in Figure 10, it mainly reflects the exer-
cise of the legs with movements such as big kicks and suction
jumps.

Figure 11 shows not only actions that reflect the quality
of coordination, but also actions that develop agility and
coordination.

This is the overall motion snapshot and slowmotion alter-
nately or four alternate motion combinations. For example, it
connects two movements and four-shot movements: bend left
and right legs, jump, wrap hands, and switch fingers [23].

(2) Why do we need to design aerobics creative courses?
The reason is that aerobics is not only about strength-
ening the body. At the same time, aerobics has three
value areas, namely, natural value, social value, and
humanistic value. It shows the scientific spirit, moral
spirit, and humanistic spirit from different discipline
dimensions, which is aesthetically independent. Effec-
tive combination and reflection on a platform for eval-
uating value on the basis of sex are shown in Figure 12.

2.3. Create Aerobics Course Based on Sensor Network and
Communication Data Fusion Algorithm

2.3.1. The Comparison of Aerobics between Tradition and
Algorithm. The comparison of aerobics between traditional
algorithms can be obtained through data search. The results
are shown in Table 1.

3. Experimental Design and Result Analysis

3.1. Creative Curriculum Design

(1) In the process of creating aerobics, we must first per-
form sports training, because this is our most basic
skills. When we practice the basic skills, master its
effects on our fitness and the artistic influence of aes-
thetic appreciation, so in the fitness in the training of
exercises, we must pay attention to the training of
step fluency [24, 25]. In order to improve the fitness
effect and fitness effect, design creative courses, real-
ize the importance of fitness training, and actively
improve aerobic exercise capacity, it is necessary to
carry out smooth training methods. Table 2 shows
the body coefficients of different postures.

(2) The use of algorithms for data analysis can derive the
characteristics of the design of the aerobics creative
curriculum. However, when measuring data, it is
inevitable that the physiological signal will change
due to factors such as power frequency interference

and arterial waves in the real world. In addition,
the area network signal is collected in an open scene,
so it will inevitably be affected. These random noises
will affect the collected physiological signal data and
cause distortion and reduce the accuracy of the data
[26, 27]. In order to ensure the accuracy and conve-
nience of data fusion work, signal denoising should
be done well, so it is very necessary to remove noise
from the original signal

Denoising quantitative description: assuming that the sig-
nal length is S, the signal contaminated by noise (that is, the
observed signal) is f f ðiÞ: i = 1, 2,⋯, Sg, the original signal
(to be restored signal) is fgðiÞ: i = 1, 2,⋯, Sg, and the noise
is fβðiÞ: i = 1, 2,⋯, Sg. The following signal decomposition
modes can be used for analysis:

f ið Þ = g ið Þ + β ið Þ, i = 1, 2,⋯, Sð Þ: ð9Þ

Second, the most common signal decomposition mode is
multiplicative decomposition:

f ið Þ = g ið Þ ∗ β ið Þ i = 1, 2,⋯Sð Þ: ð10Þ

When we use the above methods for denoising, it is usu-
ally simulated as a multiplicative structure. The noise com-
ponent βðiÞ is independently and identically distributed in
Sð0, θ2nÞ, and the purpose of denoising independently with
gðiÞ is to obtain an estimate ĝðiÞ of gðiÞ so that its mean
square error (MSE) is the smallest, where

MSE =
1
S2

〠
S

i=1
g∧ ið Þ − g ið Þð Þ2: ð11Þ

In the region of small fluctuations, when using the
orthogonal wavelet transform of the above 11 formulas, we
can get the following:

X ið Þ = Y ið Þ +V ið Þ, i = 1, 2,⋯, S: ð12Þ

Among them, XðiÞ is the noisy wavelet coefficient, YðiÞ
is the no-noise wavelet coefficient, and VðiÞ is the fluctuation
area. After we use the data after the above algorithm fusion
to design and analyze the aerobics creation course, we can
use the following methods to quantify, and when the data
X has mixed attributes, the difference between different
bodybuilding actions D can be expressed by the following
formula:

D Xið Þ = ∑m
n=1y

n
i d

n
i

∑m
n=1y

n
i

, ð13Þ

where yni represents the weight of n actions and dni rep-
resents the data of the i-th sample in the data set X, and
then, we can use the above formula to calculate the quantifi-
cation of different types of actions [28].
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(3) Data fusion calculation has many evaluation criteria.
When we use algorithms to quantify aerobics actions,
indicators other than accuracy are convenient for us to
verify

3.2. Evaluation Criteria for Data Fusion Algorithms. They
are the average absolute error, the root mean square error,
the average absolute percentage error, and the root mean
square percentage error. The modified function is to evaluate
the performance of the algorithm [29]. Suppose n is the
number of individuals in the data collected this time, where
yt represents the data fusion value and y − represents differ-
ent individual data.

(1) Mean Absolute Error (MAE). Use the following
formula for calculation:

MEA = 1
n
〠
n

i=1
yti − y−i
�� ��, n = 1, 2,:⋯N ð14Þ

MEA uses absolute error, which can just eliminate the
gap between data and can better reflect the true situation
of data fusion algorithm error. The smaller the value of
MEA, the closer the fusion value is to the true value.

(2) Root Mean Square Error (RMAE). Use the following
formula for calculation:

REAM =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1

yti − y−i
y−i

� �3
s

∗ 1000 ð15Þ

Table 2: Body factor.

Name Wi
Hierarchical total ranking weight

W
Rank

Basic theoretical level 0.326 0.092 8

Creation theory 0.721 0.123 2

Aerobics technical skill level 0.09 0.022 3

Competitive aerobics technical skill level 0.333 0.163 5

Creative practice level 0.18 0.032 7

Knowledge level of related subjects 0.821 0.033 1

Music perception level 0.128 0.011 3

Music production and processing 0.128 0.854 8

Aesthetic sensibility 0.966 0.655 12

Aesthetic expression and creativity 0.833 0.721 7
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The smaller the value of REAM, the closer the actual
value of the aerobics teaching design course obtained.

(3) Mean absolute percentage error (MAPE)

MAPE = 〠
n

i=1

yti − y−i
y−i

����
���� ∗ 1000

n
, n = 1, 2,⋯N ð16Þ

The smaller the value of MAPE, the better the similarity
between the true value and the fusion result.

(4) Root mean square percentage error (RMSPE)

RMSPE =
ffiffiffi
1
n

r
〠
n

i=1
y−i − yti
� �

, n = 1, 2,⋯,N ð17Þ

When the value we obtain is small, it indicates that the
design of our integrated design scheme is more reasonable.

(5) Criterion function (CF)

CF = C1 ∗
P
c
+ C2 ∗

RSS
c

+ C3 ∗
T
c

ð18Þ

In the above formula, P refers to the time required for
the data fusion operation, RSS refers to the sum of the final
true value obtained and the residual sum of squares after the
fusion data, T refers to the variance of the target fusion
value, and C1, C2, and C3, respectively, refer to the weights
of P, RSS, and T , which can be adjusted according to the
expected values of different standard actions obtained. It
represents the maximum value of the weight. Among them,

the smaller CF value means that the algorithm produces
accurate results with the smallest variance in the shortest
time [30], as shown in Figure 13.

3.3. Teaching Design and Practice of Aerobics Based on Data
Fusion Algorithm. Through the quantitative analysis of the
teaching design of the aerobics creation course through the
data fusion algorithm, the results can be obtained as shown
in Table 3.

According to Table 3, it can be seen that there is a certain
correlation between the algorithm-based technology and the
aerobics curriculum creation and design. When the multiple
data is stable and the variance is smaller, the physical indica-
tors of the human body when actually performing aerobics
are obtained. It is more accurate and provides different aer-
obics courses for different individuals, which is not only con-
ducive to the creation of courses, but it can also innovate the
courses to meet different sports objects. It can be said that
the data fusion algorithm proposed in this paper, which uses
variance as a measurement index and changes with the
movement of the audience of different creative courses, has
improved the efficiency of 20.23% compared with traditional
course design in solving the problems of aerobics creative
course design and practice.

4. Discussion

This article is dedicated to the research and design of aero-
bics creative curriculum design and practice model based
on data fusion algorithm and applies it to the analysis and
practice of personalized curriculum creation. Not only does
the application range of data fusion algorithms extend to
curriculum creation, but it is also the quantitative design of
the actions of different personalized audience groups, and
the application design concept of sensors is used to try

Table 3: Comparison of the test results of students’ physical fitness standards before and after the experimental group.

Height
Before the experiment 80 160.79 5.21

After the experiment 80 160.03 4.88 0.07 P > 0:05

Weight
Before the experiment 80 55.86 6.97

After the experiment 80 55.3 7.22 0.09 P > 0:05

Standing long jump
Before the experiment 80 168.33 15.69

After the experiment 80 172.31 11.33 2.23 P < 0:05

Vital capacity
Before the experiment 80 2647.5 526.27

After the experiment 80 1847.73 565.36 0.87 P < 0:05

Jump rope
Before the experiment 80 123 6.54

After the experiment 80 130 7.98 0.04 P > 0:05

Step test
Before the experiment 80 44.26 4.18

After the experiment 80 46.82 6.33 0.92 P < 0:05

Flexibility ratio
Before the experiment 80 5 23.22

After the experiment 80 5 32.11 2 P > 0:05

Exercise frequency
Before the experiment 80 3 2.33

After the experiment 80 7 3.21 6.32 P > 0:05
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new methods. Through the establishment of human body
model, quantitative analysis, behavior simulation, mining
data fusion algorithm as an important tool for the study of
individualization and difference, has a certain potential in
the complexity of curriculum design. In addition, there are
already research foundations of creative curriculum design
at home and abroad. In this paper, the research of creative
curriculum is introduced into aerobics, the model is
improved, and the data fusion algorithm makes the model
suitable for the design and application of aerobics creative
curriculum. For the research of data fusion algorithm, this
article starts with the most basic algorithm, analyzes the
error between the data calculated by the algorithm and the
crowd that is different from reality, finds the model that is
most suitable for the crowd, and controls the variance to
ensure that the quantitative data is more accurate. Make
the research results in line with the actual situation. And in
the comparison of recall and accuracy observation, it is
found that the increase in recall makes the detection condi-
tion loose, which affects the accuracy and thus makes the
accuracy decrease. The good thing is that the higher recall
of the algorithmic method can ensure that a better accuracy
is obtained.

Through the analysis of this article, it shows the use of
algorithms to build human body models of various data
indicators of human movement, and the creation of curricu-
lum design schemes for different groups of people is more
innovative than traditional courses. Curriculum designers
can face different audiences. For targeted teaching, various
sports data can also be recorded and adjusted in time. In this
way, the experience of different audiences can be improved,
and the creative ability of course designers can also be
improved.

5. Conclusions

Through case analysis, we draw important conclusions: in
general, the smaller the variance, that is to say, the smaller
the gap between the model establishment of the data and the
actual movements, and the creation of aerobics courses is
more suitable for the masses, compared to traditional courses.
Editing is more universal, but this is not absolute. When the
variance becomes smaller and smaller, there will be a smaller
gap, and the data will be more quasi-group, but when it
exceeds a certain limit value, it may also change the actual
gap. Big possibility, not that the smaller the data, the better.
This requires the designers of different creative courses to
make timely adjustments based on the responses of the practi-
tioners and use data fusion algorithms to improve efficiency,
cultivate innovation awareness, and promote the all-round
development of people.
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The theory of “urban historical landscape” is gradually emerging in cultural heritage protection and urban planning in recent
years. It was first proposed and promoted by UNESCO. In this study, the identification and evaluation are taken as the
prerequisite for the protection and management of historical landscape. This paper uses CiteSpace to analyze the map of
knowledge data to collect and sort out the global research status of urban historical landscape. In addition, the clustering
function of knowledge graph software VOSviewer is used to analyze the knowledge clustering in the research field of urban
historical landscape, and the research process and interdisciplinary development of urban historical landscape are obtained, to
make some guiding suggestions for the future study of urban historical landscape. The results show that the study of urban
historical landscape has experienced three stages. The early stage is the introduction and tracing stage, the middle stage is the
diversification and enrichment stage, and the recent stage is the practice and construction stage. At present, it has become a
multidisciplinary and multiperspective international research. The in-depth study of urban historical landscape undoubtedly
opens a door for the traditional thought of urban heritage protection. At the same time, it gradually turned to more active
management of urban historical landscape and also promoted the intersection of city, architecture, landscape architecture,
anthropology, sociology, economics, and other disciplines from the side, with far-reaching influence. Reviewing and looking
forward to studying urban historical landscape is more conducive to sustainable construction of the future. CiteSpace, as an
excellent bibliometrics software, can help researchers sort out and display past research tracks in a novel visual way, to conduct
future research better.

1. Introduction

International theoretical research on urban historical land-
scape is fairly mature, and the government has formulated
relatively complete protection laws and regulations. For
example, the English Historical Landscape Characteristics
Assessment System and Ballarat 2.0 City Historical land-
scape Digital Heritage Information Service System have
made experimental and demonstrative innovations in using
digital information technology to serve urban historical
landscape protection. It provides experience for exploring
the preservation of urban historical landscape. With the in-
depth understanding of the urban historical landscape, the
cognition of heritage also extends to the social dimension

of the city, especially the dynamic process of its historical
layering [1–3]. The concept of urban heritage has also been
transformed from commemorative dimension to regional
dimension and then to social dimension [4, 5].

2. Data Graph Analysis

CiteSpace is a visualization tool for scientific mapping knowl-
edge. It was developed by Professor Chen Chaomei’s team in
2004. Based on the cocitation theory and pathfinder network
algorithm, this software conducts multivariate, time-sharing,
and dynamic citation analysis on bibliographies of specific
fields, to explore the critical path and knowledge inflection
point of the evolution of the subject field. Finally, the mapping
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knowledge domains reflecting the evolution process and
development frontier of knowledge of this discipline was
drawn by visualization technology [6]. CiteSpace is a Java
application. Its primary function is to effectively identify the
new research trends and dynamics reflected in the research lit-
erature, and at the same time, to visualize and data the
research trends. In this study, the method of mapping knowl-
edge domains was adopted and the visualization software
CiteSpace was used for the visualization analysis of historical
landscape. In practical methods, Author, Institution, Key-
word, Cited Reference, and other options are selected in the
software. Node strength, threshold, and parameters of net-
work clipping functional area are set according to the different
characteristics of the literature in Web of Science (WoS) and
CNKI databases. After running the software, the statistical
data and cooccurrence map of historical landscape research
can be obtained, and then, the research status, hot spots, and
frontiers can be analyzed.

Mapping knowledge domains are maps used to show the
relationship between the development process and structure
of scientific knowledge. It is not only a visualized knowledge
graph but also a serialized knowledge pedigree with dual
properties of graph and spectrum. The mapping knowledge
domains can express and describe the network structure,
interaction, crossover, derivation, and other complex rela-
tionships between the research field and related research
fields. The mapping knowledge domain is an image that
shows the relationship between the development process
and structure of scientific knowledge by taking knowledge
domain as the object [7]. According to the instructions in
CiteSpace Chinese operation manual, the author uses the
following steps to analyze the literature data. The system
framework is as shown in Figure 1.

In this study, CiteSpace was used to draw all the scien-
tific knowledge maps of urban historical landscape at home
and abroad during 1988-2019. The emphasis is to deeply
excavate and study the countries of urban historical land-
scape, find the keywords related to the urban historical land-
scape, and record and summarize the relevant literature that
can be cited. To ensure a comprehensive analysis of the his-
torical context of the historical landscape, the China
National Knowledge Network (CNKI) database is used for
relevant literature in China. CNKI has the broadest cover-
age, the most significant number, and the richest resource
types. The global relevant literature data were selected from
the core collection database of Web of Science, with the
theme of “Urban Historical Landscape.” The article type
was set as unlimited, and the retrieval period was 1900-
2019. Eight hundred ninety-four retrieval results were
obtained (retrieval time on September 15, 2019). The
retrieval results were screened one by one, irrelevant articles
and nonacademic articles such as book reviews were
removed, and duplicate literature were deleted. Finally, 772
valid literatures were obtained. In this paper, the selected lit-
eratures are downloaded and saved as plain text files in the
format of “abstract and full record (including cited refer-
ences)” as data samples for foreign literature analysis. By
selecting journals, master’s and doctor’s databases in CNKI,
and using advanced search, 367 results were obtained based

on “Urban Historical Landscape” (search date: September
15, 2019). The retrieval results were screened and irrelevant
articles were eliminated, and 293 useful articles were
obtained. The selected literatures were saved in RefWorks
format as data samples for Chinese literature analysis.

Finally, we can accurately grasp the appropriate situation
of urban historical landscape research and the relevant
research direction that experts and scholars have been keen
on in recent years. In addition, the clustering function of
knowledge graph software VOSviewer is used to analyze
knowledge clustering in the field of urban historical land-
scape research [8].

3. Overview of Urban Historical
Landscape Research

3.1. Research Status of Urban Historical Landscape. We can
get the spatiotemporal distribution characteristics of urban
historical landscape research at home and abroad by com-
bining the relevant literature of urban historical landscape.
From the perspective of time distribution, the literature on
the study of historical urban landscapes, first published in
1988. Since 2005, the research on urban historical landscape
has shown an increasing trend year by year, but it has
declined in 2019. 2005 is an important time node for study-
ing the urban historical landscape, which is attributed to the
fact that in 2005, the World Heritage Center and other pro-
fessional institutions jointly held a conference on “World
Cultural Heritage and Contemporary Architecture [9].” At
the international conference on historic town landscape,
the concept of urban historical landscape was formally put
forward in Vienna Memorandum for the first time. Subse-
quently, the research on urban historical landscape began
to spread rapidly, as shown in Figure 2.

From the perspective of spatial distribution, we find
that the cities where the current institutions studying
urban historical landscape are mainly located in Europe,
America, and East Asia, such as the United States, Italy,
Spain, and China. As shown in Figure 3, from 1988 to
2018, two years were taken as a time slice. The study took
each country as a node, and then drew the national time
slice map of urban historical landscape. The documents
issued by various countries are as follows: The United
States has the most significant amount of records in the
urban historical landscape, followed by Italy and Spain.
In addition, the research on urban historical landscape in
Britain and Turkey is also wealthy. For the study of urban
historical landscape, Europe has always been in the fore-
front of the world, paying special attention to the idea of
integrated conservation. As early as the “European Year
of architectural heritage” in 1975, EU countries jointly
negotiated and issued the European Charter of architec-
tural heritage. One of them clearly states: for European
architectural heritage, the protection of those very impor-
tant and commemorative buildings must bear the brunt.
However, some neglected architectural groups with histor-
ical value in old towns, as well as typical villages surround-
ing them, also need to be taken as objects of protection.
Britain has always been at the forefront of the world in
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the protection of the urban historical landscape. It made a
thorough study of the contradiction between urban histor-
ical landscape protection and development, which provides
a theoretical and practical basis for other countries’
research in this area.

In CiteSpace, if the centrality of a node is relatively high, it
means that the node plays a significant role in the field of this
discipline, and it plays a crucial role in connecting other nodes.
As for the research field of urban historical landscape, the cen-
tral intermediary data of various countries are as follows: (1)
the Netherlands, Britain, Belgium, France, and Australia are
0.27, 0.20, 0.21, 0.16, and 0.11, respectively, which are in the
first-class position among countries. Although these countries
have relatively few documents in urban historical landscape,
they have a great influence. (2) The United States, Italy, Spain,
and China are 0.06, 0.06, 0.03, and 0.03, respectively. Although
the number of documents issued in the field of urban histori-
cal landscape in the four countries is much higher than that in
other countries, the output quality of these documents is
uneven, and their breadth and depth are insufficient compared
with the first category of countries.

3.2. Overview of Important Literature in the Field of Urban
Historical Landscape Research. As for the study of urban his-
torical landscape, the documents of UNESCO and BAN-
DARIN F are presented in the citation network diagram as
the documents with the highest citation rate. According to
Figure 4, five classical literatures with the most critical value
in the field of urban historical landscape research are listed
in the order of frequency and number of citations:

(1) The 36th Session of the General Conference of
UNESCO (2011) adopted the Recommendation on
the Protection of Historic Urban Landscape in Paris,
formally proposing the definition of urban historical
landscape, as well as related concepts and guiding
methods [10, 11]

(2) F. Bandarin wrote “The Historic Urban Landscape:
Managing Heritage in an Urban Century,” which sug-
gests that the urban historical landscape is a new
method of urban heritage management advocated by

UNESCO. He draws and analyzes examples from
global urban heritage sites from Timbuktu to Liver-
pool and then proposes key issues and measures to
address the conservation of urban historical land-
scapes. His research reflects the latest progress in
HUL theory, practice, and related interdisciplinary
research [12]

(3) Veldpaus wrote “UrbanHeritage: Putting the Past into
the Future,” which argues that the management of
urban historical landscapes is undergoing a process
of change in both theory and practice, from focusing
on isolated architectural heritage assets to a
landscape-based approach that incorporates elements
such as environment and context, as well as concepts
such as urban sustainability. It also discusses the
landscape-based approach to urban heritage manage-
ment, its challenges and possible contributions, and
proposes to promote sustainable development and
the protection of urban heritage. In addition, there is
a need not only to talk about development but also
to assess the adequacy of the tools and methods used
to support the implementation of an integrated
approach to urban development [13]

(4) Through “Historic Urban Landscape: Fashion, Para-
digms and Omissions,” J.L. Lalana found that after
six years of expert meetings and debate since the
Vienna Memorandum, the UNESCO General Con-
ference plans to adopt a recommendation at its
36th session in autumn 2011. This paper presents a
new approach to the protection of historic buildings
in cities. Historical urban landscape refers to the
adjustment of urban heritage protection according
to the requirements of sustainable development and
the direction of comprehensive consideration of dif-
ferent heritage types, but at the same time, it also
produces serious application problems, such as the
use of the word landscape, so that the term becomes
imprecise, difficult to apply, and prone to distortion.
And, the urban historical landscape is considered to
be the solution to the overall protection of the city; at
the same time, there is a lack of critical reflection on
the revitalization of the historic urban system [14]

(5) L.F. Girard wrote “Toward a Smart Sustainable Devel-
opment of Port Cities/Areas: The Role of The “Historic
Urban Landscape” Approach,” he proposed that after
the 2008 financial crisis, the smart and sustainable
development of port cities should carry out the princi-
ples of synergy(between different actor systems, espe-
cially sociocultural and economic systems),
innovation, and cycle on the original basis. The urban
historical landscape approach, based on specific local
cultural resources rather than merely technological
innovation, has become the guarantee for the transition
to a smart city development model. In other words, the
ecocity strategy becomes culturally dominant, which
stimulates the place as a spatial trajectory, achieving
synergistic and circular processes. The absence of new
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historical landscape over the years.
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assessment tools and an extensive assessment culture
makes the risk of HUL very high [15]

4. The Research Dynamics and Knowledge
Graph Analysis of the Urban
Historical Landscape

For CiteSpace, references as raw materials are the basis for
analyzing the research frontier of a subject. Because of
this, it is necessary to sort out the knowledge base of the
urban historical landscape before analyzing the hot spots
and research frontiers of urban historical landscape. The

purpose of sorting out is to identify the primary research
documents that directly promote the urban historical land-
scape discipline. The essence of the cocitation analysis is
that 772 literatures are taken as objects. High citation fre-
quency means that the literature has relatively high aca-
demic value and is highly influential in urban historical
landscape.

4.1. Knowledge Graph Analysis of Research Hotspots. In this
paper, the urban historical landscape in literature is taken
as the keyword, and pathfinding is taken as the pruning
method to highlight the main structural features. After the
keywords irrelevant or irrelevant to the urban historical
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Figure 3: National time slice graph of urban historical landscape research.

Figure 4: Network diagram of literature cocitation of urban historical landscape.
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landscape are eliminated, the cooccurrence relation diagram
and its time slice map of keywords in the urban historical
landscape are drawn, as shown in Figures 5 and 6.

As shown in Figure 4, in addition to landscape and
urban historical landscape, the core keywords of foreign
urban historical landscape also include forest, historical pro-

tection, restoration, community, heritage, and cultural land-
scape. In order of the number of occurrences of keywords,
we found that the top 10 keywords were landscape, urban
historical landscape, conservation, heritage, cultural land-
scape, cities, cultural heritage, urban landscape, manage-
ment, and climate change.

Figure 5: Cooccurrence relationship diagram of keywords in the urban historical landscape.

1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Figure 6: Urban historical landscape keywords cooccurrence time slice diagram.
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Figure 5 shows the evolution law of hot spots in the field
of urban historical landscape research from the time dimen-
sion. It discusses the evolution of urban historical landscape
in different years by identifying hot areas in different years.
In the 30 years we intercept, hot keywords have appeared
since 1996, and the keyword “Landscape” has been through-
out the study of urban historical Landscape. Keywords such
as “Cultural Landscape”, “Cultural Heritage”, and “Manage-
ment” all occupy an essential position in the analysis of
urban historical Landscape.

As far as the evolution path of urban historical landscape
research hotspots is concerned, it can be divided into three
stages:

The first stage is the embryonic stage—before 1994. At
this stage, scholars mainly study the peripheral parts of
urban historical landscape (such as land use), but they have
not touched the core field of this discipline. The interpreta-
tion of landscape is also limited to the description of words.
For example, William Wordsworth (1770-1850), an English
poet, described the beautiful landscape through poetry, mak-
ing people imagine the beautiful landscape, which belongs to
the initial understanding of human landscape.

The second stage is the development stage from 1994 to
2013. At this stage, scholars have conducted a lot of research
on urban landscape, cultural landscape, and historical land-
scape based on “landscape,” which laid a foundation for the
concept of urban historical landscape. According to The
European Landscape Convention, the shaping of landscape
is the result of the interaction and influence between human
beings and the material elements of the surrounding natural
environment. [16].

It can be seen that the concept of landscape is not simply
formed naturally but has the intervention effect of external
influence. Gradually, the idea of cultural landscape is high-
lighted. As Roberts and Sykes pointed out, urban develop-
ment is not just a simple place to carry buildings and
people’s survival, but a cradle of multiple and complex inte-
grations, which contains various forms of activities such as
economic activities, social activities, military activities, and
political activities [17]. Diversity stimulates the creativity
and new context of the city. The city must be rebuilt and
constantly updated to make it more attractive [18].

The third stage has been the climax stage since 2013.
Since UNESCO officially defined the urban historical land-
scape, the research on this subject has been booming, and
a scientific and complete knowledge and application system
has been formed. And the analysis on subdivided fields is
also very in-depth. There are more and more articles about
historical and cultural blocks, architectural heritage protec-
tion, and cultural landscape research, and the quality of arti-
cles is getting higher and higher. For the study of layering,
such as Brent C’s book Architecture and Context: the Coop-
eration between New and Old Buildings. He advocated study-
ing architectural style from the context of the city. For the
study of urban historical landscape, many commonly used
terms, such as historical urban landscape, urban heritage,
and setting, are international terms put forward by the
United Nations in recent years. Scholars and experts have
also given specific explanations on the definitions of the

above proper nouns. There is a contradiction between the
protection and development of historic cities. Many scholars
around the world have put forward such problems in
research.

4.2. Knowledge Graph Analysis of Domain Dynamics. Using
knowledge map analysis, this paper is aimed at aggregating
similar or related keywords into a block through the cluster-
ing function of VOSviewer and then use the color difference
to make a visual expression [19].

Figure 7 reveals three research fields of urban historical
landscape discipline: red is the field of management and
application, blue is the field of planning and protection,
and green in the field of urban historical landscape analysis
and research.

The first is the management application field. The high-
frequency keywords in this field are management, urbaniza-
tion, land use, etc. The research in this field mainly discusses
the application and management of urban historical land-
scape, including the use of urban land and the situation of
the urban historical landscape under urbanization. Its pur-
pose is to adopt management methods or measures, so that
the urban historical landscape can play a better role in urban
development. The second is the field of planning and protec-
tion. The high-frequency keywords in this field are planning,
security., etc. It is research mainly discusses the contents of
urban planning, landscape planning, urban historical plan-
ning, and protection. The purpose is to better continue the
urban historical landscape through planning and protection.

The last is the analysis and research field. The high-
frequency keywords in this field are urban historical land-
scape, the urban landscape, and cultural landscape, etc.
The research mainly discusses the concept and value of
urban historical landscape, urban landscape, and cultural
landscape from the theoretical level. It extends to other
fields, such as history and culture. Its purpose is to reveal
the origin and value of urban historical landscape and then
reflect the characteristics of a city.

5. Application of Urban Historical Landscape
Theory in Heritage Protection

5.1. Value Attribute of Historical Layering in the Urban
Historical Landscape. Urban historical landscape is the prod-
uct of the interaction between objective material ring and
human subjective will, which has the attribute of combining
internal cause of value and explicit features. It has the attri-
bute of the integration of internal and external characteris-
tics of value [20]. The appearance feature is the external
expression of the internal cause of value. The internal cause
of value is the internal driving force to promote the presen-
tation of object image features in space. Taking urban histor-
ical landscape as an example, this paper puts forward a
historical stratification model based on the layering spatial
schematics of many scholars and researchers [21]
(Figure 8). Its internal causes are embodied in cultural
aspects, such as religious culture and folk customs. These
internal factors have played an essential role in city historical
landscape layering and are also the form of dark parts in the
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picture. In the urban space under the time slice represented
by x-axis and y-axis, layering promotes the change of the
internal cause of value; however, its essence is still preserved
in each time slice, which is also an important cultural con-
text for its shape.

5.2. External Characteristics and Value Relevance. The for-
mation of urban historical landscape is formed by the inter-
action and accumulation of human, social, economic,
natural, and regional factors. It is the visual image of the
city’s cultural landscape heritage in the city’s historical land-
scape. This presentation can be understood as an expansion
or another presentation. The urban historical landscape con-
tains rich contents, such as urban geographical environment,
urban development background, and urban cultural context.
It is not only a subtle and inevitable connection contained in
“representation and connotation” but also an inevitable con-

nection between “time and space” in the process of historical
layering. Therefore, “representation and connotation” and
“time and space” are two important attributes of historical
layering.

First of all, with the passage of time, the historical land-
scape of the city embraces various cultures and architectural
styles of different times, accumulating different layers from
the traces of time and space. This is the historical accumula-
tion driven by value correlation, and the internal cause of
value will add new value correlation with time, space, cul-
ture, and other factors. On the other hand, driven by eco-
nomic, social, cultural, political, and other external factors,
the historical landscape of the city presents corresponding
different layers in space, function, and vision, which is
regarded as the historical layering driven by external repre-
sentation. As shown in Figure 9, the different elements of
the urban historical landscape are interrelated. Among the

Figure 7: Keywords of urban historical landscape research (VOSviewer).
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Figure 8: Layering analysis diagram of Urban Historical Landscape. Figure source: drawn by Shuaiyang.
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elements, object to object, interior to exterior, and time to
space all influence each other in the development process.
The layer upon layer of superposition is clearly combed
out through the analysis of superposition and layering. Thus,
it can be seen that the value of the study on the stratification
of urban historical landscape is that it can accurately sort out
the external representation of the city and the value correla-
tion that is constantly updated. Through combining, it
makes the research thinking broader, the sorting of the
urban context more apparent, and the protection of the
urban historical landscape more targeted.

5.3. History and Heritage Value. The urban character can be
simply understood as the personality of a city, but it is also
highly complex. It is embodied in the landscape of the city
materially and in the spirit of civic spirit. It is formed
through the intervention of human and social factors in
the process of city history. An expert in historical studies
mentioned that it is impossible for us to thoroughly under-
stand the growth process of trees every moment of every
day. However, over time, we can observe the tree’s growth,
and the process of its growth from small to large and flour-
ishing can be seen over time. The development of a city is
just like a big tree. Although we cannot perceive its develop-
ment process every moment, we can grasp its overall trend
and the most central content over time. The details of his-
tory are just like the branches and leaves of a tree, so the
urban characteristics are shown by branches, leaves, flowers,
and other aspects. Urban character is like the difference

between a tree and other trees, we call it character, and the
layering is like the rings of a tree, recording the growth of
the tree (Figure 10). Branches, leaves, flowers, and fruits
grow under each tree ring, just like the development charac-
teristics of various aspects of the city under each layer, such
as culture, society, and economy. Through the gradual accu-
mulation of multiple layers, the characteristics of the city are
finally formed. We can no more find two identical trees than
we can find two twin cities. What makes a tree special
depends on its variety, age, and growth, while what makes
a city special depends on its country, history, and environ-
ment. Only by drawing inspiration from the past develop-
ment trajectory of a city can we find the characteristics of
its future development. Therefore, the analysis and correla-
tion of layering is the excavation and tandem of various fac-
tors in the city’s history of the, and its historical value is
obvious.

Historical layering studies the events that happened in
history and the veins of people, things, and cities. Taking
historical culture as the mainline, it is an overview of the
accumulation of layers of urban historical landscape. Histor-
ical culture is a unique city temperament formed in the evo-
lution of urban historical landscape. Usually, it is related to
the historical characters, events, and all factors that consti-
tute history and culture experienced in the development of
a city. It directly affects the development process. In the pro-
cess of historical layering, it is concluded that the connota-
tion of each layer is composed of the people, things, and
things associated with it, and these factors give the city its

Value of internal
cause

Layering 1

Layering 2

Layering 3

Layering 4

Internal cause of original value
Internal cause of new value A
Internal cause of new value B
Internal cause of recession value

Exterior
characterzation

Figure 9: Analysis of urban historical landscape layering.
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unique context. These factors have given the city its unique
context, which has become a unique historical landscape of
the city. The study of cities, based on the method of histor-
ical layering, is helpful to excavate the unique layering value
hidden in the historical context of cities. It includes the his-
torical layering value hidden behind the historical and cul-
tural blocks and other relatively ordinary urban spaces and
shows the characteristics of historical cities in a more com-
prehensive and in-depth way, so as to improve the urban
phenomenon of “thousands of cities are the same.” The his-
torical and cultural resources with layering value are sorted
into a characteristic spatial network, which is helpful to con-
nect the historical and cultural resources at all levels. The
aim is to show the memory of the city, enrich the conserva-
tion hierarchy of the historical urban planning, and thus
make the conservation system more stable [22]. And, with
the continuous development of the city, the database estab-
lished based on the spatial network with historical layering
characteristics will accumulate more historical information
of the city, while protecting the existing characteristics of
the city, it can also provide the direction for future urban
development. The study of historical layering plays an essen-
tial role in connecting the past and the future in a city. The
urban historical landscape presented by historical layering
has obvious historical and cultural characteristics.

6. Conclusion

Based on two knowledge graph analysis software, CiteSpace,
and VOSviewer, this study analyzes the relevant data of
urban historical landscape research, especially the domestic
and foreign literature on urban historical landscape, and

makes a detailed visual analysis and interpretation. Through
the comprehensive analysis of urban historical landscape lit-
erature data by CiteSpace, it is found that the knowledge
map of urban historical landscape research has a certain
breadth and depth. The results show that, in terms of publi-
cation time, the number of papers on urban historical land-
scape has been increasing year by year and has experienced a
slow growth stage to a rapid growth stage in recent years.
According to the cooccurrence map between countries, the
Netherlands, the United Kingdom, Belgium, France, Austra-
lia, and other countries published fewer documents, but the
breadth and depth of literature are better. Although the
number of papers published by the United States, Italy,
Spain, China, and other countries is higher than that of other
countries, the output quality of literature is uneven, and its
breadth and depth are insufficient compared with those of
the first category. According to the network relationship
map of cited literature, the literature with the top 5 cited vol-
umes are classics of great significance. They have a far-
reaching influence on the study of urban historical land-
scape. Among them, Bandarin F’s research in Reconnecting
Cities: Urban Historical Landscape Approach and the Future
of Urban Heritage reflects the latest progress in the interrela-
tion between HUL theory, practice, and related cross-
disciplines and points out the direction for the research of
this subject. In addition to landscape and urban historical
landscape, keywords such as forest, historic preservation,
restoration, community, heritage, and cultural landscape
are also found in the cooccurrence diagram and its time slice
diagram. The research perspective tends to be diversified
and presents a trend of interdisciplinary. The atlas reveals
three significant areas of urban historical landscape research,
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Civic spirit

Cultural customs

City spirit
Street scale

Historical layering

City image

Road network
structure
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Basic conditions

Geographical environment Historical environment Social environment

Annual ring--Layering growth process

Figure 10: The tree-like interpretation of historical layering. Figure source: drawn by Shuaiyang.
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which are management and application, planning and pro-
tection, and analysis and research of urban historical land-
scape. This paper discusses the concept and value of urban
historical landscape, urban landscape, and cultural land-
scape from the theoretical level and continues to extend to
other fields. The three constitute the development of the
study of urban historical landscape.

The concept of “urban historical landscape” has been
discussed frequently for more than ten years since it was
put forward, and the concept itself continues to go through
the process of deepening and expanding. It not only has con-
siderable theoretical continuity but also has excellent poten-
tial and openness to continue to be constructed. The concept
of value is constantly deepened in the literature. Under the
premise of protecting value, how to reasonably guide the
modernization needs of historical cities has become a critical
problem. This requires an urban planning and management
policy with conservation as its central starting point. How-
ever, in the whole process, the authenticity and integrity of
historical cities determined by various factors must not be
jeopardized, which has become the leading research topic
of scholars from all over the world.
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Considering the problems of poor effect, long reconstruction time, large mean square error (MSE), low signal-to-noise ratio
(SNR), and structural similarity index (SSIM) of traditional methods in three-dimensional (3D) image virtual reconstruction,
the effect of 3D image virtual reconstruction based on visual communication is proposed. Using the distribution set of 3D
image visual communication feature points, the feature point components of 3D image virtual reconstruction are obtained. By
iterating the 3D image visual communication information, the features of 3D image virtual reconstruction in visual
communication are decomposed, and the 3D image visual communication model is constructed. Based on the calculation of
the difference of 3D image texture feature points, the spatial position relationship of 3D image feature points after virtual
reconstruction is calculated to complete the texture mapping of 3D image. The deep texture feature points of 3D image are
extracted. According to the description coefficient of 3D image virtual reconstruction in visual communication, the virtual
reconstruction results of 3D image are constrained. The virtual reconstruction algorithm of 3D image is designed to realize the
virtual reconstruction of 3D image. The results show that when the number of samples is 200, the virtual reconstruction time
of this paper method is 2.1 s, and the system running time is 5 s; the SNR of the virtual reconstruction is 35.5 db. The MSE of
3D image virtual reconstruction is 3%, and the SSIM of virtual reconstruction is 1.38%, which shows that this paper method
can effectively improve the ability of 3D image virtual reconstruction.

1. Introduction

3D image virtual reconstruction technology has developed a
set of stereo imaging system and has been gradually applied
in various fields [1]. In recent years, with the continuous
improvement of computer equipment and performance,
virtual imaging technology has been well developed. In the
traditional sense, 3D image virtual reconstruction technol-
ogy uses computer technology to simulate the virtual
environment and makes people feel the virtual environment
or world through visual communication technology [2]. 3D
image virtual reconstruction technology includes many
disciplines and is a comprehensive composite virtual imag-
ing technology, including computer modeling technology,
virtual image processing technology, scene simulation tech-
nology, and human-computer interaction technology [3].

The effect of 3D image virtual reconstruction directly affects
the overall visual and auditory experience of users. In the era
of intelligence, 3D image virtual reconstruction technology
is gradually widely used in military, education, medicine,
and other fields. Using image processing technology and
computer graphics technology to overlay texture image on
the surface of a 3D scene geometric model, that is, texture
mapping is an effective way to display the real world. Tex-
ture mapping technology integrates the best features of each
method [4]. Texture mapping can greatly improve the visual
richness of raster-scanned images with only a small amount
of calculation. Texture mapping is one of the most successful
new techniques in high-quality image synthesis [5]. Com-
pared with traditional 2D images, 3D images have more
visual impact, clear layers, and more bright colors. In the
process of product development, it can better display the
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development process and, at the same time, can support
remote browsing, which saves users time and improves effi-
ciency [6]. Visual communication technology can better
convey information to users through visual media, instead
of traditional 2D expressions. The new visual communica-
tion mode is adopted to infiltrate the information to be
expressed into all aspects. The visual communication tech-
nology is applied to the virtual reconstruction of 3D image,
the image processing is completed by computer, and the
information to be expressed by the image is transmitted by
visual symbols and expressed and transmitted to users
through visual media [7].

Tereshchenko and Lysenko [8] put forward a medium
analytical reconstruction method using proportional scatter-
ing, which can analytically reconstruct the medium under
different parameters and analyze the scale coefficient and
size of the object, which has better accuracy than the tradi-
tional analytical reconstruction method. Lee et al. [9]
proposed a virtual database data recognition method based
on a support vector machine. Through the collection and
analysis of recognition scores of the periocular region, the
training and evaluation of noisy iris are realized. The verifi-
cation results of experiments show that this method has
better robustness than the traditional method. Deabes and
Bouazza [10] proposed a quantitative analysis and recon-
struction method based on a locally integrated transform
Kalman filter in order to realize the reconstruction of ECT
system image. Through the error analysis of the collected
image, a nonlinear system evaluation tool was constructed,
and the authenticity and effectiveness of the method were
verified through quantitative analysis. Wang et al. [11] put
forward a 3D image reconstruction method using wireless
domain truncation to solve the problems such as unsatisfac-
tory reconstruction effect of small closed areas. Conformal
transform is used for image reconstruction to optimize the
image reconstruction information truncated in wireless
domain. The results show that this method has higher accu-
racy for the reconstruction effect of small closed areas. In
order to reconstruct the image information more accurately,
Jiang et al. [12] used the infrared image reconstruction tech-
nology to measure the image information and construct the
infrared image matrix equation. By solving the matrix equa-
tion, it is proved that this method has better reconstruction.

Based on the above research, this paper designs a 3D
image virtual reconstruction method based on visual com-
munication, so as to improve the effect of 3D image virtual
reconstruction in visual communication. The main contri-
butions of this paper are as follows: (1) Using the distribu-
tion set of 3D image visual communication feature points,
the feature point components of 3D image virtual recon-
struction are obtained. By iterating the 3D image visual com-
munication information, the features of 3D image virtual
reconstruction in visual communication are decomposed,
and the 3D image visual communication model is con-
structed. (2) On the basis of calculating the difference of
3D image texture feature points, the spatial position rela-
tionship of 3D image feature points after virtual reconstruc-
tion is calculated, and the texture mapping of 3D image is
completed. (3) According to the description coefficient of

3D image virtual reconstruction in visual communication,
the results of 3D image virtual reconstruction are
constrained by visual communication technology.

2. Design of 3D Image Virtual
Reconstruction Method

2.1. 3D Image Visual Communication Model. In order to
construct the visual communication model, the 3D image
is reconstructed adaptively [13]. Assuming that the recon-
structed image visually conveyed by the 3D image is S, the
edge feature points of the original 3D image are extracted
and expressed by ði, jÞ. The texture gradient decomposition
is performed on the extracted feature points; the distribution
set of the feature points of the visual transmission of the 3D
image is calculated, as shown in formula (1) [14].

w i, jð Þ = 1
Z ið Þ exp −

d i, jð Þ
h2

� �
, ð1Þ

where ZðiÞ is the first-order and gradient decomposition
operator, and the calculation formula is as follows:

Z ið Þ = 〠
j∈Ω

exp −
d i, jð Þ
h2

� �
: ð2Þ

According to formula (2), 3D image is reconstructed at
superresolution, and the distribution function of feature
points is constructed [15]. With the help of visual communi-
cation, the virtual reconstruction of feature points is carried
out for 3D image. Through the fusion of feature points, the
decomposition of feature points of 3D image is realized,
and the feature point component of 3D image virtual recon-
struction is obtained as follows [16].

minc miny∈Ω xð Þ
Ic yð Þ
Ac

� �� �
=~t xð Þ minc miny∈Ω xð Þ

Jc yð Þ
Ac

� �� �
+ 1 −~t xð Þ� �

,

ð3Þ

where the fitting parameter of 3D image visual communi-
cation information is ~tðxÞ, and the feature vector of 3D
image visual communication information is Ac. Assuming
that JðxÞtðxÞ is the visual transmission coefficient, the iter-
ative formula for visually conveying information in 3D
images is [17]

bnrβ Xð Þ = RβX − RβX1: ð4Þ

Assuming that the number of feature points of 3D
image visual communication is M ⋅N , the 3D image is
virtually reconstructed, and the feature decomposition
formula of 3D image virtual reconstruction in visual com-
munication is obtained as follows [18]:

βi = exp −
xi − xj
�� ��2

2σ2

 !
1

dist xi, xj
� � : ð5Þ
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Combined with the decomposition of feature vector in
formula (5), the detection of feature points of 3D image is
realized, and the construction of the 3D image visual
communication model is completed.

2.2. Texture Mapping of 3D Image. Suppose xq is the
eigenvalue of 3D image feature points, and yq is the corre-
sponding feature point in the corresponding virtual recon-
structed image. In different spaces, the difference between
3D image texture feature points and virtual image texture
feature points is zq. Therefore, the difference calculation
formula of 3D image texture feature points is obtained.

δ =Hδ0 −
m
m

� �
C sin mð Þ, ð6Þ

where δ is the texture feature point difference, δ0 is the ini-
tial 3D image, C is the number of texture feature points
reconstructed from the 3D image, and m is the difference
between the number of texture feature points of the 3D
image in real and virtual space. Assuming that the number
of texture feature points of the 3D image is m, then y2q = i
m2

q j. Substitute y2q = im2
q j into formula (6) to obtain the

following formula:

u δ, a, βð Þ = 〠
∞

q=1
xq cos yq −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2q
δ

δ cos pq
� �s

+ zq

2
4

3
5, ð7Þ

where uðδ, a, βÞ is the position function of virtual recon-
struction feature points and q and pq are the difference
between feature points and area of virtual reconstruction,
respectively. The wavelet function [19] is used to calculate
the spatial position relationship of 3D image feature points
after virtual reconstruction.

K =w δ, βð Þ + ϕ ⋅ r δ, βð Þ + u δ, α, βð Þ, ð8Þ

where the pixel change rate and texture feature point trans-
formation function of 3D image virtual reconstruction are
wðδ, βÞ and rðδ, βÞ, respectively, and ϕ is the texture feature
point coordinates after reconstruction [20].

According to formula (8), the result of 3D image texture
mapping can be obtained, that is,

S = K cos δ0 − aβð Þ, ð9Þ

where a is the position information of texture feature points
after virtual reconstruction of 3D image and β is the
mapping plane.

According to the above process, the texture mapping of
3D image is completed.

2.3. Reconstruction Algorithm of 3D Image Virtual Using
Visual Communication. The training sample formula for
obtaining 3D images and virtual reconstruction images xhi
by visual communication [21] is as follows:

Xhi = xhi,1, xhi,2,⋯,xhi,mn½ �: ð10Þ

Assuming that it is the image result of virtual recon-
struction of 3D image, quantitative analysis is performed,
the auxiliary design of virtual image is completed, and
the deep-seated texture feature points of 3D image are
extracted, namely,

Fhi = Bhist T1
hi

� �
,⋯,Bhist TL1

hi

� �h iT
∈ R 2L1ð ÞL1B: ð11Þ

Through the visual communication technology, the
extraction results of deep texture feature points of 3D
image are obtained [22], namely,

Fli = Bhist T1
hi

� �
,⋯,Bhist TL1

hi

� �h iT
∈ R 2L1ð ÞL1B, ð12Þ

where the feature extraction results of 3D image feature
points and virtual reconstructed feature points are Fhi
and Fli, respectively. Bhist represents the design process
of 3D image virtual reconstruction, and B represents the
number of samples after texture decomposition.

Combined with the design method of visual communica-
tion technology, the training dictionary is constructed in Sc
SR, and the complex feature dictionary samples Dh and D1
of 3D image virtual reconstruction can be obtained. The fea-
ture points Fhi and Fli after reconstruction are extracted by
K . The visual communication technology is used to compile
it into the training dictionary [23], and the description coef-
ficient of 3D image virtual reconstruction in visual commu-
nication is obtained as follows:

Dh, af g = argmin Fhi −DhXhiaj j22 + 〠
K

i=1
λi αij j1, ð13Þ

D1, af g = argmin
D1,a

Fli −D1Xhiaj j22 + 〠
K

i=1
λi αij j1, ð14Þ

where a = faigki=1 is the deep learning auxiliary matrix, and
λi represents the reconstructed virtual coefficient. If the orig-
inal 3D image feature points and the reconstructed virtual
image feature points are described in the same coding
method, they are intensively trained through formula (15),
and the calculation formula is

Dh,D1, af g = argmin
Dh ,D1,α

1
N

Fhi −DhXhiaj j22 +
1
M

Fli −D1Xhiaj j22

+ 1
N

+ 1
M

� �
〠
K

i=1
λi αij j1,

ð15Þ

where N and M represent the feature point arrangement
matrix and vector information in visual communication of
3D image virtual reconstruction, respectively. 1/N and 1/M
use formula (13) and formula (14) for normalization pro-
cessing; combined with visual communication technology,
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the coding coefficient ai of each 3D image feature point FC
and DC is calculated and the coding matrix a is obtained.
The dictionary is updated by a.

The constraint expression of 3D image virtual recon-
struction result is

X∗ = argminX SHX −DCYj j22 + c X − X0j j22 + γ I −Wð ÞXj j22,
ð16Þ

where S represents the sample information of the 3D image,
H represents the virtual reconstruction image, jX − X0j22
represents the constraint information, and ðI −WÞXj22
represents the virtual reconstruction constraint matrix of
the 3D image. c and γ represent the feature point parame-
ters after virtual reconstruction of the 3D image, respec-
tively. W represents the weight matrix of the virtual
reconstruction of the unit image. Through the constraints
on the virtual reconstruction of the 3D image, the design
of the virtual reconstruction algorithm for the 3D image is
completed. The 3D image virtual reconstruction algorithm
is shown in Figure 1.

According to Figure 1, firstly, the training samples of 3D
image virtual reconstruction image are obtained, and the
deep texture feature points of 3D image are extracted. Then,
the training dictionary is constructed through visual com-
munication technology to obtain the description coefficient
of 3D image virtual reconstruction in visual communication.
Then, the feature point arrangement matrix is obtained by
centralized training, and the coding matrix is constructed
to update the training dictionary. Finally, the constraints of
image virtual reconstruction are determined to complete
3D image virtual reconstruction.

3. Experiments and Results

3.1. Data Description and Implementation Details. This
paper uses the data set ScanNet to verify the effect of the
3D image virtual reconstruction method in visual communi-
cation. The ScanNet data set is an RGB-D video data set con-
taining 2.5 million views in more than 1500 scans, annotated
using 3D camera poses, surface reconstruction, and instance-
level semantic segmentation (3D) reconstruction related. In
this paper, 5000 images are used for training; 1000 images
are used for testing. The number of pixels of 3D image is 16
∗ 16; the 3D image size is 1200mm ∗ 200mm. Image defini-
tion is 2548 frames. The number of iterations is 10 times.

The evaluation indexes of this paper are as follows:

(1) Virtual reconstruction effect. The higher the resolu-
tion of 3D image, the clearer the edge of 3D image,
indicating that the better the virtual reconstruction
effect of 3D image, on the contrary, the worse the
virtual reconstruction effect of 3D image

(2) Virtual reconstruction time. The longer the virtual
reconstruction time, the lower the virtual reconstruc-
tion efficiency. On the contrary, the shorter the
virtual reconstruction time, the higher the virtual
reconstruction efficiency

(3) PSNR of 3D image reconstruction. The calculation
formula is

PSNR = 20 ⋅ log10
MAXIffiffiffiffiffiffiffiffiffiffi
MSE

p
� �

, ð17Þ

where MAXI represents the color value of 3D image and
MSE represents the MSE of virtual reconstruction. The
higher the SNR ratio of 3D image reconstruction, the better
the image quality. On the contrary, the lower the SNR ratio
of 3D image reconstruction, the worse the image quality

(4) MSE of virtual reconstruction. The calculation
formula is

Collect image training
samples

Image deep texture feature
point extraction

Build training dictionary

Calculate 3D image
description coefficient

Concentrated training

Update training dictionary

Determine the constraints
of image reconstruction

Complete 3D image virtual
reconstruction

End

Begin

Figure 1: Algorithm process of 3D image virtual reconstruction.
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MSE = ∑r
i=1 ni − 1ð Þs2i
N − r

, ð18Þ

where N − r is the freedom and ∑r
i=1ðni − 1Þ is the sum of

squares of reconstruction error. s2i is the 3D image sample
variance. The lower the virtual reconstruction MSE, the
better the virtual reconstruction effect. On the contrary, the
higher the virtual reconstruction MSE, the worse the virtual
reconstruction effect

(5) SSIM of 3D image. The calculation formula is

SSIM x, yð Þ = 2μxμx + c1ð Þ 2σxy + c2
� �

μ2x + μ2y + c1
� �

σ2x + σ2y + c2
� � , ð19Þ

where x and y are the two 3D images. μx and μy are the aver-
age value of samples, σx and σy are the sample variance, and
σxy is the covariance. The higher the SSIM of 3D images, the
better the virtual reconstruction effect of 3D images in visual
communication, on the contrary, the worse the virtual
reconstruction effect

3.2. Results and Discussion. In order to highlight the advan-
tages of the 3D image virtual reconstruction method in
reconstruction, the reconstruction method based on propor-
tional scattering medium [8], reconstruction method based
on support vector machine [9], reconstruction method based
on Kalman filter [10], reconstruction method based on
conformal transformation [11], and reconstruction method

based on measurement matrix [12] are introduced com-
pared with the method in this paper. The following test
results are obtained.

The virtual reconstruction effect of 3D image in visual
communication is shown in Figure 2.

According to Figure 2, this paper method compared with
the other five methods, the edge of the reconstructed 3D
image of this paper method is clearer, the 3D effect is more
obvious, and the resolution is relatively high, which has a
better virtual reconstruction effect.

The test results of virtual reconstruction time of 3D
image in visual communication are shown in Figure 3.

The results in Figure 3 show that when the number of
samples is 200, the virtual reconstruction time of the propor-
tional scattering medium method is 27 s, the virtual recon-
struction time of the support vector machine method is
20 s, the virtual reconstruction time of the Kalman filter
method is 14 s, the virtual reconstruction time of the confor-
mal transformation method is 10 s, the virtual reconstruction
time of measurement matrix method is 5.1 s, and the virtual
reconstruction time of this paper method is 2.1 s. With the
increase of the number of samples, the virtual reconstruction
time of 3D images in visual communication is relatively close
by using the measurement matrix method and the method in
this paper, but the time used by this paper method is the
shortest, within 3 s; other methods have poor performance
in terms of virtual reconstruction time of 3D images.

The test result of the virtual reconstruction SNR of the
3D image in visual communication is shown in Figure 4.

The results in Figure 4 show that when the system
running time is 5 s, the virtual reconstruction SNR of the

Proportional scattering medium
method 

Support vector machine method  Kalman filter method

Conformal transformation method Measurement matrix method This paper method

Figure 2: Virtual reconstruction effect of 3D image in visual communication.
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proportional scattering medium method is 30.2 db, the
virtual reconstruction SNR of the support vector machine
method is 30.9 db, the virtual reconstruction SNR of the
Kalman filter method is 31.4 db, the virtual reconstruction
SNR of the conformal transformation method is 34 dB, and

the virtual reconstruction SNR of the measurement matrix
method is 34.2 db. The virtual reconstruction SNR of this
paper method is 35.5 db. The SNR of 3D image virtual
reconstruction obtained by the proportional scattering
medium method, measurement matrix method, and this
paper method is relatively stable, but the 3D image virtual
reconstruction method can use visual communication
technology to improve the SNR of 3D image virtual recon-
struction and has better performance.

The test results of virtual reconstruction MSE of 3D
image in visual communication are shown in Figure 5.

According to Figure 5, in terms of the MSE of virtual
reconstruction of 3D image in visual communication, the
results obtained by the proportional scattering medium
method and support vector machine method exceed 15%,
while the results obtained by the Kalman filter method
and conformal transformation method are between 5%
and 15%, which is difficult to realize the virtual recon-
struction of 3D image. The results obtained by the mea-
surement matrix method and this paper method are less
than 5%, which can meet the requirements of 3D image
virtual reconstruction, but the MSE obtained by this paper
method is lower.

The SSIM of the virtual reconstruction results of 3D
images in visual communication are shown in Figure 6.

It can be seen from Figure 6 that the change trend of
3D image virtual reconstruction SSIM of all methods is
relatively close, but the method in this paper shows better
performance in 3D image virtual reconstruction SSIM,
which is more than 1.2%. Therefore, it is explained that
this paper method can effectively improve the ability of
3D image virtual reconstruction.
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4. Conclusions

This paper proposes the effect of 3D image virtual recon-
struction in visual communication. By iterating the 3D
image visual communication information, the features of
3D image virtual reconstruction in visual communication
are decomposed, the 3D image visual communication model
is constructed, and the spatial position relationship of 3D
image feature points after virtual reconstruction is calcu-
lated. Through the visual communication of 3D image, the
deep texture feature points of 3D image are extracted.
According to the description coefficient of 3D image virtual
reconstruction in visual communication, the virtual recon-
struction results of 3D image are constrained by visual
communication technology, and the virtual reconstruction
algorithm of 3D image is designed to realize the virtual
reconstruction of 3D image. The following conclusions are
drawn through experiments: (1) When the number of
samples is 200, the virtual reconstruction time of this paper
method is 2.1 s, which shows that this paper method can
effectively improve the virtual reconstruction efficiency. (2)
When the system running time is 5 s, the virtual reconstruc-
tion SNR of this method is 35.5 db. The SNR of virtual recon-
struction is high. (3) The MSE of 3D image virtual
reconstruction obtained by this paper method is less than
5%, which can meet the requirements of 3D image virtual
reconstruction. However, there are still many deficiencies in
this paper. In the future work, we hope to analyze and screen
the factors affecting 3D image virtual reconstruction and
improve the efficiency of 3D image virtual reconstruction.
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Blockchain technology has always been plagued by performance problems. Given this problem, many scaling schemes have been
put forward. A layer 2 network is a technology that solves the performance problem of blockchain. Connected parties in this
network can set up channels to send digital currency to each other. Since the interaction with the blockchain is only required
when the channel is established and closed, a large number of transactions do not need to be recorded on the blockchain, thus
reducing the blockchain capacity. Due to the special structure of the payment channel, the distribution of funds in the channel
is often unbalanced, which limits the route payment to a certain extent. This paper improves the original payment method in
the second layer network by introducing new scripts. The new payment scheme supports proof of payment which is integral to
the nature of the lightning network and divides the payment into several subpayments, so the large payment can be divided
into relatively small payments. Due to the capacity limitation of the payment channel, theoretically, the success rate of the
micropayment route is higher. This paper tests the new payment scheme on the simulated network and validates the nature of
this solution to have a high routing success rate while supporting proof of payment.

1. Introduction

Blockchain is a new type of distributed system. Due to its
characteristics of immutability and decentralization, it has
a wide range of applications in the fields of digital currency,
certificate storage, and anticounterfeiting. The concept of
blockchain originated in a 2008 paper titled “A P2P Network
Electronic Currency System” written by Satoshi Nakamoto
[1]. The blockchain is a decentralized payment system that
does not rely on a central authority and allows users to make
payments by sending digital currencies. However, due to the
distributed nature of blockchain, its performance is far less
than that of traditional centralized systems, and as the num-
ber of users of the first blockchain increases, its performance
issues become prominent.

Layer 2 payment network technology is a solution to the
performance problem of blockchain. Different from the layer
1 scheme, the second layer payment network which focuses
on the construction of the off-chain payment network does
not need to change the main chain protocol or only needs
to change a few protocols. Due to the limitations of block

structure, network delay, and other factors [2], the on-
chain scheme is difficult to truly solve the performance prob-
lem of blockchain, while the off-chain scheme provides a
possible way.

The lightning network [3] which uses asymmetric revo-
cable commitments and hash time lock contracts (HTLC)
to build an off-chain payment network is a layer 2 network
payment scheme; a large number of transactions can be
done in the second payment network, with the main chain
only responsible for the records to create channels and close
the deal; as a result, the entire blockchain system perfor-
mance is improved greatly.

However, the channels in the lightning network have
problems such as capacity limitations and uneven distribu-
tion of funds, which make it difficult to route large
payments. An atomic multipath payment scheme [4]
improves the success rate of large-amount payment routing
by dividing large-amount payments into several small-
amount payments. In this paper, we propose a new atomic
multipath payment scheme, which ensures the atomicity of
payment and supports proof of payment. In this paper, by
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introducing new scripts, we propose a new atomic multipath
payment scheme that ensures atomicity of payments and
supports proof of payment. Proof of payment is an impor-
tant nature of the lightning network, and without it, the
lightning network will not operate smoothly. Therefore, this
paper implements a simulation network with the same
topology structure as the lightning network. By simulating
payment on the simulation network, the new scheme can
be verified to have a higher routing success rate.

In the next sections, we present background knowledge
related to this paper, including blockchain, lightning net-
work, and atomic multipath payments. In Section 3, we
describe in detail how the new scheme is constructed and
the new features it has. In Section 4, we design a simulation
network to test and verify the success rate of the new scheme
for routing payments by running the new scheme on the
simulation network.

2. Backgrounds

2.1. Blockchain. Blockchain technology is derived from the
underlying technology of the digital currency. Nakamoto
combined several previous inventions, such as B-Money
and Hashcash, to create a completely decentralized online
payment system that does not rely on central authorities.
Its key innovation was the creation of a proof of work
algorithm that conducted an election every 10 minutes on
average, enabling a distributed network to reach a consensus
on the status of transactions.

In recent years, blockchain technology has developed
rapidly. After the first blockchain, Ethereum with smart con-
tracts [5] and Hyperledger with an access mechanism have
been proposed one after another [6]. At the same time, the
corresponding intrusion detection technologies [7] and cryp-
tocurrency regulations are rapidly improving [8]. Due to the
continuous progress of blockchain-related technology, more
and more blockchain-related applications are appearing in
our daily life.

With the increase in the application of blockchain, a large
number of users join the blockchain, and the performance
problems of the blockchain gradually appear. Various solu-
tions have been proposed to improve the performance of
blockchain. Blockchain performance solutions can be divided
into two categories: one is a capacity expansion on the first
layer chain, which is the improvement of the original block-
chain, and the second is the improvement of off-chain tech-
nology, which is the use of the second layer network to
reduce the burden on the main chain. Theoretically, a large
number of transactions travel through the second network,
with the main chain only responsible for registering the results
of the transactions. In this way, the performance of the block-
chain could be greatly improved.

The first layer solution includes blockchain cash with
increased block size [9] and segregated witness which
compressed block size [10] and sharding technology [11].
Elastico [12] is the first sharding protocol for the
permission-less blockchain. OmniLedger [13], a more recent
distributed ledger based on the sharding technique, builds
closely on Elastico and tries to solve the problems of Elastico.

It uses a bias-resistant public randomness protocol for shard
assignment. Various new consensus algorithms are used to
accelerate blockchain transaction processing efficiency
[14–16], which increase transaction throughput and reduce
latency, respectively. As for the off-chain solutions, the
second-layer solutions such as the first blockchain’s lightning
network, Ethereum’s Raiden network [17], and Plasma [18]
are in full swing. Along with the development of scaling tech-
nology, some security issues are also drawing attention and
many related studies [19–22] have started to be proposed. As
the technology tends to mature, applications of blockchain
[23, 24] in various scenarios continue to emerge.

2.2. Lightning Network. The lightning network is a layer 2
network protocol based on the blockchain and has been
proposed as a solution to the first blockchain’s scalability
performance problem. It is a peer-to-peer system that
requires no escrow and allows users to make payments using
the lightning network, a network of bidirectional payment
channels. To date, tens of thousands of simultaneous micro-
payments can be accommodated in the lightning network, in
contrast to the main chain, which can only process a few
transactions per second.

The lightning network opens the payment channel by
submitting a specific format of the transaction to the main
chain, the layer 1 network, and then makes any number of
lightning network transactions, updating the tentative allo-
cation of funds from that channel without broadcasting
those funds to the blockchain. Finally, the payment channel
is closed, and funds for the channel are allocated by broad-
casting the final version of the settlement transaction. By
using asymmetric revocable commitment and hashing time
lock contract (HTLC), the lightning network can punish
cheaters and route transactions.

The lightning network uses contracts that can revoke
previously promised transactions. When both parties sign
a new commitment transaction, the revoking key needs
to be exchanged. This is designed so that when one party
tries to cheat, the revoking key can be used as a punish-
ment. Specifically, the party trying to cheat will broadcast
the old promised transaction to the main network in his
favor. However, due to the existence of the time lock, he
has to wait for some time before he can get the funds.
The other party who has the revoking key can show the
revoking key during this period and immediately get the
corresponding funds. By such a design, the old contract
is rendered invalid, and fraud cannot be carried out, as
shown in Figure 1.

To create a HTLC, the payee will first create a secret R.
They then calculate the hash H of this R: H =HashðRÞ.
The resulting hash is contained in the lock script for the
contract output. Anyone who knows the secret can use it
to exchange for output. The secret R is also known as the
preimage of the hash function, which is the data used as
input to the hash function.

The second part of the HTLC is the time lock component.
If the secret is not revealed, the HTLC payer can get a refund
after a while. This is done by using an absolute time lock.
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Anyone who knows the corresponding secret R that can
make a hash equal to H can redeem the output by exercising
the first clause of the IF statement. If the secret is not
revealed, the HTLC states that after a certain number of
blocks, the payee can claim a refund using the second clause
of the IF statement. HTLC can take different forms by fine-
tuning the script. For example, add a CHECKSIG operator
and a public key to the first clause to restrict the conversion
of the hash value to a specified recipient, who must know the
secret R, as shown in Figure 2.

Lightning networks can allow any participant to route
payments from one channel to another without trusting
any intermediary. Suppose there are a payment channel
between Alice and Bob and a payment channel between
Bob and Carol but no payment channel between Alice
and Carol. The lightning network allows Alice’s funds to
be routed to Carol. The specific operation is as follows:
Claire generates a secret, does a hash operation on the
secret, and then sends the result of the hash operation to
Alice. Alice can use the result of this hash operation to
create the HTLC contract and send it to Bob. As long as
Bob shows the secret within a certain period, he can get
the funds agreed in the contract. For now, Bob cannot

reveal the secret, because only Carol knows the secret.
Therefore, Bob needs to create a contract with Carol,
which contains the same result of the hash operation. As
long as Carol shows the secret within a certain time, he
can get the money agreed in the contract. Carol is the
secret generator and knows the secret. Carol shows the
secret to Bob and gets the money in his contract with
Bob. Bob gets the secret and uses it to get the money he
agreed to in his contract with Alice. In this way, the trans-
fer of funds between different channels can be realized;
that is, funds can be routed in the lightning network.

2.3. Atomic Multipath Payments. Suppose a node has to pay
another node 8000 Satoshis for something, and that node
has only three channels with a 3000-Satoshi limit. Under tra-
ditional payment methods, a transaction cannot be completed
with a single payment, while if multiple payments are used, the
atomicity of the transaction cannot be guaranteed, and if one
payment fails, the payment sender may need to request the
recipient to return the other payment that has been completed.
Another problem is that there is currently a ceiling on the
number of channels that can be paid. If the payment exceeds
this limit, it must be split into multiple payments, which also
leads to the problem of payment failure.

Conner Fromknecht and Olaoluwa Osantokun pro-
posed the atomic multipath payments (AMP) to solve
the above two problems. The AMP scheme splits a large
payment into several smaller payments, each of which
can be routed to the recipient via a different path. Because
the lightning network’s channels can only pass up to an
amount equal to their own capacity and there are a large
number of small capacity channels in the lightning net-
work to date, micropayments have a much higher routing
success rate. By splitting the parent secret into multiple
child secrets, the child payments carry the child secrets
and send them to the receiver. Only when all the child
secrets are collected can the recipient know the parent
secret, thus obtaining the funds in all the payments, which
ensures the atomicity of the payments. However, the
scheme requires the sender to know the parent secret in
advance, which is incompatible with proof of payment in
the lightning network. Proof of payment means that the
sender can show the parent secret to prove that the recip-
ient has received the payment.

Basic atomic multipath payments (BAMP) are another
multipath payment scheme. BAMP uses the same payment
condition (payment hash) in all paths, and the recipient will
release the parent secret preimage only after receiving all
child payments. This is guaranteed by a financial incentive,
since the recipient, by releasing the paternal secret, indicates
that he has received all the funds paid.

In addition, Lin et al. proposed a multipath payment
mechanism, called Rapido [25], which implements a multi-
path payment protocol by designing a D-HTLC smart
contract. A study [26] similar to that of multipath payment
uses new routing methods between the channels of the light-
ning network by designing more complex routing protocols
to speed up the flow of funds between channels.

Figure 1: An example of asymmetric revocable commitment. The
difference from the regular script is the addition of a revocation
key and a time lock of 1000 blocks long in output 1.
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3. Payment Scheme

In this paper, a new atomic multipath payment scheme is
designed. Compared with other schemes, the new scheme
supports proof of payment and conforms to the definition
of atomicity of payment. The new scheme includes the
sender scheme and the receiver scheme. The sending case
consists of four parts: parameter determination, secret deter-
mination, payment condition construction, and secret send-
ing. The receiver scheme includes the generation of public
and private key pairs, secret splicing, the creation of subse-
cret keys, and payment acceptance. The flow chart of the
whole scheme is shown in Figure 3.

3.1. The Sender

(1) Parameter determination: determine the amount of
payment fund which is F, and the number of fund
shares is N ; i.e., the funds are divided into f1, f2,⋯
f n by the sender and F = f1 + f1 ⋯ +f1

(2) Secret determination: the sender randomly generates
a parent secret (ps) and then generates n child
secrets for secret sampling. The sampling scheme
adopted in this paper is as follows: generate n − 1
random numbers x1, x2,⋯xn−1. The value of the first
subsecret s1 is x1, the value of the second subsecret s2
is x2, and so on; the value of the n − 1st subsecret is
xn−1, and the value of the last subsecret is ps ⊕ x1 ⊕
x2 ⋯⊕ xn−1. In this sampling method, the parent
secret can be restored by combining all the child
secrets with XOR operation

(3) Construction of payment terms: the sender uses
serial number ID which tags every child pay and
the serial number from 1 to N , parent secret ps,
and receiver’s public key Kpar structure subpay-
ment terms Ki =Hði∥ps∥KparÞ ∗G + Kpar. The
receiver needs to know the serial number I, the
parent secret ps, and the receiver’s private key
kpar to redeem the payment

(4) Secret sending: the payer sends the triple (ID, Vi,
and Si) and the contract containing the payment
terms in the previous step

3.2. The Receiver

(1) Public and private key pair generation: the receiver
generates the public and private key pair and sends
the public key to the sender

(2) Contract verification: the receiver waits for the
arrival of subpayment, obtains parameter ID of each
subpayment, fund amount f i, and the corresponding
subsecret si, and then verifies the format and content
of the contract at the same time

Figure 2: An example of HTLC. Only those who know the secret R can redeem the output. If no one redeems the output within a certain
period of time, the amount in the contract will be returned the way it was.

Sender

Parameter
determination

Key pair
generation

Contract
verification

Secret
determination

Construction of
payment terms Secret splicing

Secret sending Payment
accepted

Receiver

Figure 3: The flow chart of the new scheme. The sender scheme
includes parameter determination, secret determination, payment
condition construction, and secret sending. The receiver scheme
includes the generation of public and private key pairs, secret
splicing, the creation of subsecret keys, and payment accepted.
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(3) Secret splicing: after the arrival of all subpayments,
the receiver will perform XOR operation on each si
obtained, and the parent secret ps is obtained by
splicing

(4) Payment accepted: the receiver using the parent secret
ps and the serial number ID, as well as the receiver pri-
vate key kpar and public keyKpar, calculates all terms of
unlocking payment.We use ki to denote the unlocking
condition and ki =HðikpskkparÞ + kpar; using ki can
obtain each child pay of the payer for the money.
When the payment is accepted, the recipient needs
to show the private key in the script. Once the private
key is shown, it indicates the acceptance of funds,
which can be used as proof of payment

In this scheme, the receiver must wait for all transactions
to arrive before the parent secret can be concatenated, which
ensures the atomicity of the payment. In other words, the
recipient cannot say that only part of the payment has been
received, because only after receiving all of the child pay-
ments can the recipient get the parent secret, and without
the parent secret, the recipient cannot get any of the child
payments. In addition, after the payment is successful, the
sender can present the invoice with KPAR to prove that the
sender has received all the payments, that is, the payment
proof supported by the scheme, as shown in Table 1. The
new payment protocol mainly acts on the layer 2 network,
and the interaction with the main chain does not change;
therefore, the protocol changes in this scheme do not affect
the performance of the main chain in other ways.

4. Simulation

Since it is difficult to observe the channel fund distribution,
routing, and other information in the real lightning network,
we implement a simulation network to simulate the transac-
tions in the lightning network. To more accurately restore
the characteristics of the real network, the simulated network
adopts the same channel topology, channel capacity, and rout-
ing algorithm as the original network. The initial channel is
evenly distributed, with half of the money at each end.

The whole simulated network has a total of 4968 nodes
and 59,335 channels. Figure 4 shows the topology structure
of some nodes in the simulated network (sorting the number
of node channels from high to low, taking the first 100 nodes).

The simulated transactions are divided into 4 groups,
each group carries out 9 rounds of transactions, and 100
pairs of 200 nodes are randomly selected for each round.
One pair of nodes includes the payer node and the receiver
node. Each payer node sends a transaction to the corre-
sponding receiver node using the nonsplit transaction
scheme and this scheme, respectively. In theory, a successful
routing path can be found as long as the number of split
copies is sufficient. In this simulation, we set the maximum
number of splits to 10.

In the first group, the amount of money sent for each
payment in the first round is 1000 Satoshis. The amount of
money sent for each subsequent round of payment is

increased by 1000 Satoshis. The amount of money sent for
each payment in the second round is 2000 Satoshis, and
the amount of money sent for each payment in the last
round is 9000 Satoshis. The second group sends 10,000
Satoshis for each payment in the first round, followed by
an increase of 10,000 Satoshis for each subsequent round.
The third group sent 100,000 Satoshis for each payment in
the first round and increased the amount by 100,000
Satoshis for each subsequent round. The fourth group sends
1,000,000 Satoshis for each payment in the first round and
then increases the amount sent by 1,000,000 Satoshis for
each subsequent round. Considering the wide range of real
amounts in the lightning network, we conducted group
experiments. In this section, by grouping the payment
amounts, the payment amounts differ by a factor of 10
between groups, while the payment amounts within groups
are increasing in equal increments. The experimental results
show that such a choice can more clearly demonstrate the
difference in the routing success rate of the two payment
schemes at different amounts.

The success rate of routing in the network decreases as
the amount of payment gets larger because whether a pay-
ment can go through a channel depends on the amount of
money the channel has in the direction of payment. The
multipath payment scheme can split a large payment into
several small payments. Since the small payments have more
channels to choose from in the network, the success rate of
routing will also increase. The nonsplit payment scheme
and this scheme are used to simulate the payment on the
simulation network, respectively, and the routing success

Table 1: Comparison of payment schemes.

Payment scheme Proof of payment
One million satoshi
routing success rate

Non-split payment Supportive 3.1%

AMP Unsupported 42.9%

Our scheme Supportive 42.6%

Figure 4: Topology structure of the main nodes in the simulated
network. The node size represents the sum of the capacity of all
channels connected to the node.
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rate of the payment is counted. It is verified that the routing
success rate of this scheme for large payments is significantly
higher than that of the nonmultipath payment scheme, as
shown in Figure 5.

5. Conclusion

The off-chain payment network is an important solution to
the blockchain scalability problem. We propose a new mul-
tipath payment scheme that supports proof of payment
while retaining the relatively small channel capacity require-
ments of the original multipath payment scheme for the
lightning network. By creating the simulated network and
making simulated payment, the advantages of the scheme
in this paper are verified in terms of the routing success rate.
In the future, we plan to design a fund partitioning algo-
rithm to improve the fund balance in the channel. We also
consider taking the routing fees into consideration in the
partitioning algorithm to further reduce the routing cost.
In addition, whether the new payment protocols will have
an impact on the master chain is subject to further study.
In addition, we intend to increase the size of the simulated
transactions, so that the simulated results are closer to the
results of the real scenario.
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Satellite communication has become an important research trend in the field of communication technology. Low-orbit satellites
have always been the focus of extensive attention by scholars due to their wide coverage, strong flexibility, and freedom from
geographical constraints. This article introduces some technologies about low-orbit satellites and introduces a routing
algorithm DDPG based on machine learning for simulation experiments. The performance of this algorithm is compared with
the performance of three commonly used low-orbit satellite routing algorithms, and a conclusion is drawn. The routing
algorithm based on machine learning has the smallest average delay, and the average value is 126ms under different weights.
Its packet loss rate is the smallest, with an average of 2.9%. Its throughput is the largest, with an average of 201.7Mbps; its
load distribution index is the smallest, with an average of 0.54. In summary, the performance of routing algorithms based on
machine learning is better than general algorithms.

1. Introduction

Satellite communications have gradually gained popularity in
the fields of radio and television and multimedia communica-
tions. On the one hand, people are beginning to require satellite
networks to meet user requirements for delay, bandwidth, and
fault tolerance. Services such as global positioning, remote com-
munication, and telemedicine provided by satellite networks
have long been closely related to people’s daily lives. And it
plays a huge role in promoting logistics and transportation,
environmental monitoring, material exploration, navigation
positioning, digital city, and other related fields. With the rapid
development of satellite communication technology, satellites
have obtained huge applications in acquiring and processing
space information and related resources. In addition, with the
development of nongeostationary orbit satellites and interstellar
links, how to reduce the load of satellite networks has become
one of the key factors that must be considered when designing
satellite network routing algorithms. The research of machine
learning in routing algorithms is still in the early stage. When
it is actually used, it will bring surprises to people.

The satellite network has a highly dynamic topology.
However, the distribution of ground users accessing its net-
work is extremely uneven, and these characteristics will
cause congestion in a local area of the satellite network.
However, the surrounding satellite resources are vacant
and wasted, causing data to be concentrated on certain paths
or lost. It will increase the delay and packet loss rate of data
packets. The high-speed movement of low-orbit satellites
makes satellite networks have the characteristics of frequent
topology changes, high possibility of link and node failure,
unbalanced load distribution on the satellite, and limited
resources on the satellite. These characteristics make the sat-
ellite network need better antimovement, antidestroy, and
adaptive routing technology than the ground network.
Therefore, it is necessary to design a routing algorithm
suitable for the LEO satellite network separately. The main
purpose of this paper is to verify that the traffic load balan-
cing routing algorithm based on machine learning is supe-
rior to the traditional routing algorithm.

The innovation of this article is as follows: (1) This
article introduces the testing methods of low-orbit satellite
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performance parameters and introduces the general low-
orbit communication satellite network traffic load balancing
routing algorithm. (2) This article introduces a load balan-
cing routing algorithm based on machine learning and
compares its performance with three common routing algo-
rithms through simulation experiments.

2. Related Work

With the continuous improvement of people’s life needs, the
requirements for communication satellites are getting higher
and higher. Many scholars try to study more advanced satel-
lite routing algorithms to improve the performance of pass-
ing satellites. Jiang proposed an energy consumption model
based on link load, and used the bit energy consumption
parameters of the network to measure the energy efficiency
of the network. He also proposed an energy-saving mini-
mum critical routing algorithm, which includes energy-
efficient routing and load balancing. In order to further
improve the energy efficiency of the network, Jiang et al.
proposed an energy-saving multiconstraint rerouting algo-
rithm to achieve maximum energy efficiency, but the algo-
rithm lacks some detailed design [1]. Hui et al. proposed
an energy-saving routing algorithm for wireless sensor net-
works based on unequal aggregation theory and connected
graph theory. The new algorithm has been optimized and
innovated in two aspects: cluster head election and cluster
routing. The simulation results show that the new algorithm
balances the energy consumption between sensor nodes and
reduces the impact of the energy whole problem. It improves
the link quality, greatly improves the reliability and effi-
ciency of data transmission, and significantly extends the life
of the network [2]. Kawecki and Schoeneich proposed a
routing algorithm based on the mobility of nodes in a
delay-tolerant network (DTN). DTN is characterized by
the temporary or permanent lack of a continuous path
between the source node and the destination node. Commu-
nication is accomplished through message transmission by
intermediate nodes based on the store-carry-forward para-
digm. This routing algorithm is based on the ability to use
node mobility and its contact information. Its shortcoming
is the lack of practical data support [3]. Erickson et al. rely
on symmetric properties to build a single-path routing algo-
rithm for DPillar. This algorithm can improve the average
path length found, the total bottleneck throughput, and
communication delay. And it emphasizes that the data cen-
ter network should accept more stringent combination
inspections, which can significantly improve its computing
efficiency and performance. However, the algorithm is diffi-
cult to operate and not practical [4]. Fang et al. proposed a
routing algorithm (GINS) based on geographic information
and node selfishness. In order to select the forwarding node,
GINS combines the forwarding willingness of the node with
its geographic information to maximize the contact destina-
tion. GINS describe the message forwarding process as a 0-1
knapsack problem with allocation restrictions to meet the
selfish needs of nodes. A large number of simulations have
been carried out, and the results show that, compared with
GRONE, GINS can achieve a higher transmission rate and

a lower number of hops. In addition, its management
expense ratio is 25% lower than GRONE [5]. Wang et al.
described the structure and function expectations of the
energy router from the perspective of the network and
improved the existing energy router design. They proposed
a design of an electronic local area network energy routing
algorithm based on graph theory. According to the charac-
teristics of power transmission, they designed a routing algo-
rithm with the lowest cost and proposed a power selection
and routing design algorithm suitable for heavy load condi-
tions. Both algorithms have been verified through case anal-
ysis, but the disadvantage is that there is no correlation
analysis between the two algorithms [6]. Kumar and Dave
proposed a beacon information-independent geographic
routing algorithm called BIIR. By intelligently using the
information collected by the vehicle in previous destination
path discovery attempts, the algorithm reduces the number
of broadcasts for forwarding data packets. Simulation results
show that the algorithm is superior to the existing beacon-
free routing protocol in terms of the average number of
broadcasts for each packet forwarding, the packet delivery
rate, and the end-to-end delay experienced by data messages.
But its disadvantage is that the algorithm consumes more
energy [7]. Mahalaxmi and Esther use the ant colony algo-
rithm based on multiagent technology to improve the Inter-
net of things routing algorithm and plan the routing
algorithm to improve the packet delivery rate of the algo-
rithm and avoid the damage of overlapping intersections
by multiagent technology. With the improvement of effi-
ciency, the delay will be reduced [8]. Kaneko and Bossard
propose a method to construct 2n disjoint paths from a set
s composed of 2n source nodes to a set D composed of 2n
destination nodes. The nodes TN, K (n ≥ 1, K ≥ 3) in the
n-dimensional k-element torus are formally described
and evaluated. Then, the algorithm is formally described
and evaluated [9].

3. Low-Orbit Satellite Network Load Balancing
Routing Algorithm

This paper is aimed at proving that the traffic load balancing
routing algorithm of the LEO communication satellite net-
work based on machine learning has better performance
than the traditional algorithm. Therefore, in this part, we
first describe the general composition and key technologies
of some LEO satellites and briefly introduce the process
and evaluation indicators of the balanced routing algorithm,
so as to facilitate the later experiments.

3.1. Key Technologies of Satellite Networks

3.1.1. Satellite Communication System

(1) Satellite Communication System Composition. As shown
in Figure 1, the satellite communication system consists of
three parts: space segment, ground segment, and user seg-
ment. The space segment is a constellation of satellites,
which are scattered in the orbit of the satellite according to
specific rules. The ground segment refers to the control
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center, and the user segment refers to users, including vari-
ous terminals.

(2) Parameters of the LEO Satellite System. The low-earth-
orbit (LEO) satellite system can be composed of dozens to
hundreds of satellites to achieve continuous global coverage
of the network. Its satellites have a low orbit, and all satellite
nodes fly around the earth at high speed. The LEO satellite
communication system has a shorter average visibility time
to the ground station, and the satellite-to-earth link commu-
nication delay established with the ground user is lower.
Usually, handheld devices can be connected to the LEO sat-
ellite network. Table 1 lists typical LEO satellite systems such
as Iridium, Teledesic, and Globalstar and their main system
setting parameters.

3.1.2. Satellite Constellation. Satellite constellation is a collec-
tion of satellites designed according to the relative positions
and geometric relationship rules between multiple satellites
to complete complex communication tasks. Satellite constel-
lation parameters can determine the size, shape, direction of
the satellite orbit, and position of the satellite on the orbit.
There are 6 main satellite constellation parameters, which
can be divided into 3 categories. There are two constellation
parameters that determine the size and shape of the orbit. It
determines the three constellation parameters of the orbital
position and one constellation parameter that determines
the relative position. The schematic diagram is shown in
Figure 2 [10].

The two constellation parameters for determining the
size and shape of the orbit are the semimajor axis of the orbit
and the eccentricity of the orbit, among which the apogee
radius, apogee height, perigee radius, perigee height, and half
focal length are related to the two constellation parameters;
the three constellation parameters for determining the
orbital position are ascending node right ascension, orbital
inclination, and perigee angle; a constellation parameter that

determines the relative position of a satellite in orbit is the
true near-earth angle.

3.1.3. Satellite Network Routing. With the development of
satellite communication technology, a satellite network com-
posed of multiple satellites or multilayer satellites has vari-
ous forms of data transmission. It is particularly important
to select a suitable route for data transmission from source
to destination. Therefore, the design of routing algorithms
is a key technology for continuous research in satellite net-
works. According to the different routing functions of each
component in the satellite network, satellite routing can be
divided into intersatellite routing, access routing, and border
routing [11, 12]. Among them, due to the complexity of
satellite network movement, intersatellite routing has always
been a major and difficult point for many scholars.
Designing a proper intersatellite routing algorithm is crucial
to the routing performance of the entire satellite communi-
cation system. Figure 3 shows the composition of intersatel-
lite routing.

3.2. LEO Satellite Network Routing Link

3.2.1. Overview of Low-Orbit Satellite Links. In a satellite
constellation, each satellite can be abstracted as a node in
the constellation, and communication between adjacent
nodes is realized through a full-duplex link. This kind of link
is the intersatellite link. In low-orbit satellites, intersatellite
links are divided into intraorbit intersatellite links and inter-
orbit intersatellite links according to whether two adjacent
nodes are in the same orbital plane [13]. Figure 4 is a simple
schematic diagram of the intersatellite link structure.

(1) The intersatellite link refers to the link established by
two adjacent satellites in the same orbit, and each
satellite has two intraorbit links. Since the relative
position of the satellites in the same orbit remains

Communication
service control

center Airborne Vehicle

Earth station

Space segment

Ground section User segment

Handheld
machine

Communication
link

Communication
link

Communication
service control

center Airborne Vehicle

Space segment

Handhe
hi

Communication
link

Communication
link

Figure 1: Satellite communication system composition diagram.
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Table 1: Typical LEO satellite system parameters.

System name Iridium Globalstar Teledesic

Track height 778 1392 1383

Number of track planes 6 10 14

Number of satellites 69 275 51

Inter satellite link 2 in rail + 2 between rails No Yes

Orbit elevation 85.9° 54° 84.3°

Apogee radius

Apogee height

Semi major axis of track

Perigee radius

Perigee height

Half focal
length

Earth

Satellite orbit

Figure 2: Schematic diagram of determining orbital parameters.
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unchanged, the distance between adjacent satellites
in the orbit will not change. The link length is
expressed as follows:

Lm,n =
ffiffiffi
2

p
R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − cos

2π
M

� �
:

s
ð1Þ

Among them, Lm,n is the distance between the mth star
and the nth star in the same orbital plane. R is the orbit radius,
and M is the number of satellites in the current orbit. If the
orbit radius of the satellite movement and the number of
satellites in the orbit are the same, then the intersatellite link
distances in the orbit of the satellite are also the same [14].

(2) Interorbital intersatellite link

The interorbit intersatellite link is a link established by
two adjacent satellites in two different but close orbits. When
two adjacent satellites are in the polar region or on both
sides of the reverse seam, it may be difficult to establish
interorbit links due to unstable positions. Therefore, each
satellite has 0-2 interorbit links. The expression of the link
length can be divided into two cases where the orbital phase
factor is equal to 0, that is, the interorbit link is parallel to the
equator, and the orbital phase factor is not equal to 0, that is,
the relative equator is inclined [15, 16], as shown in the fol-
lowing formula:

Llat =
ffiffiffi
2

p
R
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1 − cos

2π
N

� �s
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Among them, Llat is the latitude of the satellite, R is the

orbit radius, N is the number of orbits in the constellation,
and F is the orbit phase factor.

3.2.2. Method for Setting Routing Link Weight of Low-Orbit
Satellite Network. For low-orbit satellite networks, different
satellite constellations have different network topologies.
And in different time periods, the network topology of the
satellite is not the same. These are the characteristics of sat-
ellite networks that are different from terrestrial networks,
and these characteristics determine that the link weight cal-
culation of satellite routing is more diverse. In order to allow
satellite network routing to better adapt to the characteristics
of the intersatellite network and improve the work efficiency
of the satellite network, after link information is collected,
these uncertain factors are considered to be optimized in
the link weight. This is currently a better choice for satellite
network routing. The following will introduce several differ-
ent weighting schemes for intersatellite links.

(1) The intersatellite link distance is the weight

In satellite networks, the distance of intersatellite links is
generally used as the link weight in satellite network routing.
Such a routing algorithm is simple to implement. Through
simple link information collection, the shortest path set is
obtained. In such a system, an operating cycle of the satellite
network is first divided into several time slices. The size of
the time slice depends on the law of the dynamic topology
of the satellite network. In each time slice, the system
assumes that the topology of the entire satellite network is
unchanged [17]. The topological structure divided in this
way must take into account the visibility, direction angle,
and coverage between the satellites and the ground. In this
time slice, it is ensured that the topology change is main-
tained within a controllable range. Then, in each time slice,
its topology is unchanged by default. According to the link
state at the initial time of the time slice, the route is calcu-
lated at the initial time of the time slice. The distance
between the satellite node m and the satellite node n is
Dstm,n, and the speed of light is V . The calculation formula
for the weight Wm,n of the intersatellite link Lm,n is

Wm,n = Delm,n =
Dstm,n
V

: ð4Þ

When calculating the path, the total delay of the selected
end-to-end link should be as small as possible. The calcula-
tion formula of the path cost is

Metric =〠Wm,n: ð5Þ

The routing path calculated according to the above for-
mula is the shortest path, but not the optimal path. The
weight uses the distance of the intersatellite link, that is, to
choose the closest path.

(2) Intersatellite link weight

Taking the link maintenance time into account in the
routing algorithm of the satellite network, the transmission
distance is still regarded as the main factor of the intersatel-
lite link weight. Intersatellite link switching has a great

Figure 4: Simple structure of intersatellite link.
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impact on routing stability. The intersatellite links between
different orbital planes are regarded as temporary links.
Therefore, reducing the number of intersatellite links
between different orbital surfaces on the routing path can
increase the continuity of the routing. The calculation for-
mula for the weight of the intersatellite link between satellite
node m and satellite node n is [18]

Wm,n = Delm,n ×
1
λ
: ð6Þ

The parameter λ is used to indicate the connection capa-
bility of the intersatellite link, and the value range is 0 to 1.

(3) Routing energy consumption of the LEO satellite
network

Assuming that the energy consumption of path L is E,
the calculation formula is

E = 〠
n

i=1
Vi, Vi+1½ �: ð7Þ

That is, the energy consumption of path L is the sum of
the energy consumption of the link formed between all adja-
cent nodes in the path. E½Vi, Vi+1� is the link energy con-
sumption between two adjacent nodes, and the calculation
formula is deduced as

E Vi,Vi+1½ � =
7

min 7, 1/p4
� � :

(
ð8Þ

3.3. Routing Algorithm Performance Judgment Method

3.3.1. Traffic Load Judgment Mechanism

(1) Factor Consideration. When a satellite node makes a load
decision, it should comprehensively consider the load status
of the next-hop direction to be selected and the overall load
status of the satellite node corresponding to the next-hop
direction to be selected. At the same time, when calculating
link load information, the long-term congestion changes in
the network should be reflected as much as possible.

(2) Specific Implementation Method. The load decision
mechanism provides a basis for each satellite node to make
a reasonable routing decision. The satellite node obtains
the main route and the alternative route of the current for-
warding data packet by querying the routing table and
judges the current link status according to the current link
load information, determining the optional next-hop direc-
tion of the current data packet according to the link status
of the primary and alternative next hops, and sending data
according to the optional next hop. Among them, the link
state can be divided into three states: relatively idle, relatively
busy, and busy [19, 20]. When the primary selected next-
hop link is relatively idle, the primary selected next hop is
selected as the optional next hop regardless of the status of
the alternative next-hop link; when the primary selected

next-hop link is relatively busy, if the alternative next-hop
link is relatively idle, select the alternative next hop as the
optional next hop; otherwise, select the primary selected
next hop as the optional next hop; when the primary next-
hop link is busy, if the alternative next-hop link is relatively
idle or busy, the alternative next hop is selected as the
optional next hop. If the alternative link is also busy, it indi-
cates that the current two links are in congestion. Start the
on-demand detour route to find the temporary optional next
hop as data.

By calculating the link occupancy rate L, set reasonable
thresholds X, Y , and 0 < X < Y < 1 and compare the rela-
tionship between the link occupancy rate L and the thresh-
old X, Y to determine the state of the intersatellite link.
The details are as follows:

Relative idle: when 0 < L < X, the current link is
relatively idle.

Relatively busy: when X < L < Y , the current link is
relatively busy.

Busy: when L > Y , the current link is busy [21].
The calculation of the link occupancy rate is shown in

the formula, which represents the ratio of the weighted load
of the current link to the capacity of a given link queue:

L = Qmn tð Þ
Q

: ð9Þ

Among them, Q is the link queue capacity, generally a
given value, and QmnðtÞ is the weighted link load from the
mth star to its neighbor’s nth star at time t. The weighted
link load refers to the load information of the current link
and the next hop satellite node corresponding to the current
link. The overall load information, weighted link load
QmnðtÞ is calculated as follows:

Qmn tð Þ = k ×Vmn tð Þ +Nn tð Þ × 1 − kð Þ: ð10Þ

Among them, k is the weighting coefficient, QmnðtÞ is
the load information of the output link direction from
the mth star to its neighbor’s nth star at time t, and
QmnðtÞ is the overall load information of the nth star at
time t.

In order to smooth the surge of short-term captains and
better reflect the recent changes of captains, VmnðtÞ calcu-
lates the exponentially weighted moving average captains
of the current link direction, as shown in the formula:

Vmn tð Þ = μVmn t − 1ð Þ + 1 − μð ÞCmn tð Þ
1 − μt

: ð11Þ

Among them, Vmnðt − 1Þ is the exponentially weighted
average length of the output link from the mth star to its
neighbor nth star at the previous moment. CmnðtÞ is the out-
put link team length from the mth star to its neighbor’s nth
star at time t, and μ is an exponential weighting coefficient.

The overall load information of the current satellite node
refers to the average queue length of all output links of the
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current satellite node. The average value of the exponentially
weighted average queue length of all output link directions
of the current satellite node is calculated, as shown in the
formula:

Nn tð Þ = ∑Nn
N=1VNn tð Þ

Nn
: ð12Þ

Among them, VNnðtÞ is the exponentially weighted
moving average team length in the direction of the output
link from the nth star to its neighboring nth star at time t;
Nn is the number of neighbors of the nth star with interor-
bital connections.

It can be seen from the above calculation that the key
factor for calculating the weighted load of the output link
is the determination of the weighting coefficient k. k reflects
the proportion of the team leader in the current link direc-
tion in the output weighted load. The larger the value of k,
the smaller the influence of the load status of the next-hop
satellite node on the weighted load of the current output
link. Therefore, choosing an appropriate value of k is very
important [22, 23].

3.3.2. Other Performance Indicators. To evaluate the perfor-
mance of a routing algorithm, conclusions can be drawn
from the calculation of delay, packet loss rate, throughput,
and routing overhead. Here are some calculation methods
of routing performance [24].

(1) Average Delay. The average delay refers to the average
delay of all data packets in the network from the source sat-
ellite node to the destination satellite node. The calculation
of the average delay is shown in the formula:

Tavg =
∑M

i=1Ti

M
: ð13Þ

Among them, Tavg is the average delay, and M is the
total number of data packets transmitted in the network.
Ti is the total time delay of the ith data packet transmitted
in the network from the source satellite node to the destina-
tion satellite node.

(2) Packet Loss Rate. As the name implies, the packet loss
rate is the packet loss rate. It refers to the ratio of the number
of lost data packets to the total number of sent data packets
when the source satellite node in the network sends all data
packets to the target satellite node. The calculation is as
follows:

loss =
Mloss
Msend

: ð14Þ

Among them, loss represents the packet loss rate, Mloss
is the number of data packets lost during the sending
process, and Msend is the total number of data packets sent
by the network.

(3) Throughput. Throughput refers to the maximum amount
of data that the network can send without losing packets.
Usually measured by the amount of data normally sent per
unit time, the throughput is calculated as follows:

TL =
Ms

t
× L: ð15Þ

In the formula, TL is the throughput, Ms is the number
of data packets successfully delivered, L is the length of the
transmitted data packet, and t is the simulation time.

(4) Routing Cost. The routing overhead refers to the routing
control packets that need to be sent to implement the rout-
ing algorithm during the operation of the constellation sys-
tem. When analyzing routing performance, the number of
routing control packets required to successfully transmit 1
million data packets is used to measure the routing overhead
of the constellation system. The calculation formula of rout-
ing cost is as follows:

K =
Mk

Ms
× 1000000: ð16Þ

Among them, K is the routing overhead, Mk is the total
number of routing control packets, and Ms is the total num-
ber of data packets successfully transmitted in the network.

(5) Load Distribution Index. The load distribution index
refers to the degree of load distribution in the satellite net-
work, and the value range is (0,1). The larger the value, the
more dispersed the load in the satellite network, and the bet-
ter the balance performance. The smaller the value, the more
concentrated the load in the satellite network [25, 26]. The
calculation of the load distribution index is as follows:

F =
∑n

i=1xið Þ2
∑n

i=1x
2
i

×
1
n
: ð17Þ

Among them, F is the load distribution index, n is the
total number of intersatellite links, and xi is the total number
of data packets passed by the ith intersatellite link during the
simulation time.

The evaluation indexes of the above routing methods are
relatively important. The average delay evaluates the load
balancing time of the algorithm, the packet loss rate evalu-
ates the reliability of the algorithm network, the throughput
reflects the ability to send data, and the load distribution
index reflects the balancing ability of the network. These
indexes jointly evaluate the load balancing performance of
the routing algorithm.

3.4. Low-Earth Satellite Network Load Balancing Algorithm.
The significance of the load balancing algorithm is to allow
satellite nodes to distribute data packets to adjacent lighter-
loaded nodes for forwarding as much as possible when
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congestion occurs. This can reduce the queuing delay of data
packets at the satellite node. The algorithm adjusts the cost
between links in combination with the regional traffic and
uses the shortest path priority idea to find the path. The fol-
lowing will introduce the algorithm from several aspects
such as traffic estimation, congestion judgment, and cost
transformation [27].

3.4.1. Flow Estimation. The distribution of ground traffic on
satellite networks is very uneven. It is mainly concentrated in
some important cities on the mainland but is quite small in
the ocean. This leads to a situation in which the traffic is
concentrated in a certain area at certain moments in the sat-
ellite network communication process, and the satellites in
this area are often congested, but the surrounding satellites
are not fully utilized [28]. The low-orbit satellite network
load balancing algorithm can adjust the link cost of the link
according to the congestion state of the satellite link and the
load state of the previous time period when the satellite link
is congested. This adjustment process is for the entire net-
work. Data passing through congested areas will bypass
these load areas, and a lighter-loaded path needs to be
selected for data transmission, thereby balancing the flow
of the entire network.

3.4.2. Congestion Judgment. In a satellite network, a satellite
maintains multiple links, these links are associated with dif-
ferent neighboring nodes, and the congestion state is also
different. In order to improve link utilization, we monitor
congestion on each link of the satellite. In order to improve
the accuracy of monitoring, the calculation method to deter-
mine the link load is as follows:

ρ = kq × I + λ

ω × C × t
, ð18Þ

where t is the time period for link load calculation, λ is the
amount of data transmitted in t, I is the average queue
length of the link in t, kq is the queue reduction rate, ω is
the target utilization rate of the link, and C refers to the data
transmission capability of the link, setting a congestion
threshold θ for each link.

3.4.3. Cost Transformation. The load cost is obtained after
comprehensive evaluation of link transmission delay and link
congestion. In the case of congestion encountered in actual
transmission, the congested link can be bypassed to obtain
network traffic balance. The calculation formula of load cost is

Cp = 〠
n

i=1
DI + FIð Þ: ð19Þ

Among them, n is the link number,DI is the link delay fac-
tor, and FI is the link load factor.

When ρ ≤ θ, FI = 0.
When ρ > θ,

FI = u ×
q wm +wnð Þ

�t
, ð20Þ

q is thequeuesizeof the link,�t is theaveragevalueof t,wm and wn
are the estimated traffic values of the satellites at both ends
of the link, and u is the reduction factor of the function.

3.4.4. Algorithm Flow. The algorithm is based on the satellite
virtual topology strategy and performs low-orbit link cost con-
version on the topology snapshot. According to the congestion
of the link, finding a suitable path for the nodes in the satellite
network to perform data distribution. Therefore, by using the
predictability and periodicity of the satellite constellation oper-
ation, the system operation time is divided into several identi-
cal time periods. In each time period, n gaps are divided, and
the intersatellite link is judged for link overload in each time
slot [29]. The specific process is shown in Figure 5.

The flow of this algorithm is as follows: after the satellite
status is updated, calculate the link overload, judge whether
the load factor is greater than a, adjust the LEO link cost if
yes, reset the LEO link cost if no, then plan the path, and
finally update the route. When this algorithm selects the
path, starting from the congestion of the entire network,
the weight on the idle link is small, and the idle link is
selected to transmit data during routing. The algorithm does
not need to know the load of adjacent satellites, and the
additional storage overhead is small.

4. Routing Algorithm Design and Simulation
Experiment Based on Machine Learning

4.1. Routing Optimization Algorithm Based on
Reinforcement Learning

4.1.1. Algorithm Design. This experiment will design a rout-
ing optimization algorithm based on reinforcement learning.
It includes algorithm input state design, output action
design, and reward function design.

(1) Input State Design. Considering the measurement over-
head of the traffic matrix and the feasibility of the algorithm,
this chapter uses the link utilization rate of the entire net-
work as the input state of the reinforcement learning algo-
rithm. For time t, the input state st is an m-dimensional
vector (m represents the number of links in the network
topology), and the vector represents the link utilization of
each link. In addition, using the flow matrix and the link uti-
lization rate as the algorithm, the performance difference of
the routing optimization between the two input states is
studied. This chapter also continues to study the reinforce-
ment learning routing optimization method using the traffic
matrix as the input. For the routing method where the input
is a flow matrix, the input state st is a n

2-dimensional vector
(n represents the number of network nodes), and each value
in the vector represents the flow of each flow.

(2) Output Action Design. This chapter mainly uses
reinforcement learning algorithms for business routing plan-
ning. It is hoped that the algorithm model will select the best
routing scheme for each flow by identifying the characteris-
tics of the service flow at different moments. In order to
enable the algorithm model to learn the direct mapping
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relationship between traffic information and routing selec-
tion, this chapter will reinforce the learning algorithm model
output action at to represent routing schemes of different
flows. The reinforcement learning environment selects the
routing scheme with the highest probability of each flow
for routing according to the predicted action at .

(3) Reward Function Design. The role of the reward function
in the reinforcement learning algorithm is mainly used to
feed back the quality of the action taken by the agent. Then,
the agent updates the neural network parameters according
to the maximization reward as the optimization goal. There-
fore, the quality of the constructed reward function will
directly affect the performance of the reinforcement learning
algorithm model for routing optimization problems. The
optimization goal of this chapter is to make the network load
more balanced and reduce network link congestion. There-
fore, in this chapter, the reward function is set according
to the link utilization, as shown in the following formula:

Pe =
1
Ce

∙〠
n2

i

diσi, ð21Þ

�pte =
∑e∈EP

t
e

N
, ð22Þ

Rt =
∑e∈E Pt−1

e − �pt−1e

� �2
∑e∈E Pt

e − �pte
� �2 : ð23Þ

Among them, Pe represents the link utilization rate of
link e, di represents the size of the ith flow in the network,
σi represents whether the ith flow passes through link e, Ce
represents the capacity of link e, Pt

e represents the link utili-
zation rate of link e in the t round of training, and �pte repre-
sents the average value of Pt

e. According to the reward
function A, if the variance of the link utilization rate of the
entire network is lower than the variance of the link utiliza-
tion rate of the entire network in the previous round of
training, the agent can obtain a larger reward value. That
is, the more balanced the link load, the greater the reward
value obtained. Finally, the agent adjusts the parameters of
the neural network according to these rewards to maximize
the rewards it can obtain.

4.1.2. Algorithm Model. This experiment selects the existing
DDPG reinforcement learning algorithm to learn routing
strategies under different business models as the routing
optimization algorithm model in this chapter. This is a strat-
egy learning method that integrates deep learning neural
networks into DPG. It is used as a basic algorithm for rout-
ing optimization. DDPG is a strategy learning method for
continuous action and high-dimensional design proposed
in recent years. DDPG predicts the best routing plan in the
current traffic scenario based on the input status at the cur-
rent moment, thereby achieving fine-grained routing con-
trol. The training process is shown in Figure 6.

During the training process, DDPG updates the critic
network parameters through the gradient of the loss func-
tion and then updates the actor network parameters through
the policy gradient. After updating the critic network and
actor network parameters, using the soft update method to
update the parameters in the corresponding target network.
It can make the target actor network and the target critic
network learn slowly from the parameters in the actor net-
work and the critic network.

4.2. Simulation

4.2.1. Environmental Configuration. In order to verify the
effectiveness of the algorithm, the network simulation soft-
ware NS2 is used for simulation and performance analysis.
The simulation uses the constellation parameters shown in
Table 2, and the algorithm uses the polar orbit Iridium
constellation.

Some parameters in the algorithm are shown in Table 3.

4.2.2. Comparison Algorithm Selection. In order to better
evaluate routing optimization algorithms based on rein-
forcement learning, commonly used DSP algorithms, LAOR
algorithms, and DRA algorithms are selected for simulation
analysis and comparison. The DSP algorithm adopts static
routing, establishes the forwarding table of each node during
system initialization, stores the shortest path information,
and does not support dynamic storage management; the
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Link load
calculation

Figure 5: Algorithm flow chart.
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LAOR algorithm is an algorithm formed by introducing the
on-demand idea of terrestrial wireless ad hoc network into
LEO satellite network. The purpose of the algorithm is to
minimize the end-to-end delay and delay jitter and reduce
the control overhead at the same time; the DRA routing
algorithm is connectionless and distributed. It can make
routing choices independently for each packet. It can avoid
congested areas by making local routing decisions; the main
algorithm DDPG algorithm of this experiment has been
introduced above and will not be repeated here.

4.2.3. Experimental Purpose. The purpose of this experiment
is to test the size of several indexes of the machine learning-

based routing algorithm, namely, the DDPG algorithm, and
compare it with several other traditional algorithms to test
whether it has advantages in performance.

4.3. Experimental Realization and Analysis. The overall
weight W of the communication service is gradually
increased from 1 to 2, that is, the data transmission rate is
gradually increased, and the balanced performance of each
algorithm is analyzed and compared.

4.3.1. Average Delay. In this paper, by measuring the differ-
ence between the time when the data packet arrives at the
destination node and the time when it is generated in the
simulation, the total delay of the current data packet trans-
mission is obtained. The average delay is obtained by calcu-
lating the average value of the total delay of all data packets.
The average delay data of the four different algorithms is
shown in Figure 7.

It can be seen from Figure 7 that the average delay of
the four algorithms all increases with the increase of the
service weight W. When the weight is less than 1.6, the
increase in the average delay along with the weight is
relatively large, and when it is greater than 1.6, the increase
in the average delay becomes smaller. Among the four algo-
rithms, the DDPG algorithm based on reinforcement learn-
ing has the smallest average delay regardless of the weight.
The average value of the average delay under different
weights is 126ms, and the average delay of the LAOR
algorithm is the largest. This can verify that the DDPG
algorithm can effectively balance the load and reduce the
queuing delay.

Cache D

Actor network Critic
network

Target actor
network

Target critic
network

Strategy gradient Loss function

a,b,c,d

G
ra

di
en

t u
pd

at
e

Enter a

Enter a,b

Enter d

b

Q(b)

Q(b)

Q(b')

b'

Gradient update

Figure 6: DDPG flow chart.

Table 2: Simulation constellation parameters.

LEO

Model Iridium

Number of tracks 6

Number of satellites 68

Height 810 km

Table 3: Design table of related parameters.

Routing topology update time 10 s

Instantaneous queue collection time 0.1 s

Queue reduction rate 0.9

Queue target utilization 0.8

Load threshold 0.8
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4.3.2. Packet Loss Rate. The size of the data packet loss rate
shows the stability of the network to a certain extent.
Figure 8 shows the packet loss rate data of each algorithm
with different weights.

As can be seen from Figure 8, as the service weight
increases, the service carried by the satellite increases, and
the degree of unbalanced load distribution is aggravated.
When the buffer queue overflows, the four algorithms will
cause packet loss to a certain extent. As the weight W
increases, the packet loss rate of the four algorithms also
increases. Among them, the increase of DDSP is the smal-
lest, and the average value of its packet loss rate is also the
smallest. The average packet loss rate under different weights
is 2.9%. Based on the reinforcement learning DDSP algo-
rithm, because the path is adjusted in time according to
the load status, the network can effectively reduce the possi-
bility of queue overflow.

4.3.3. Data Throughput. Figure 9 is a comparison result of
the throughput of the four algorithms under different ser-
vice weights.

It can be seen from Figure 9 that as the service weight
increases, the throughput of the four algorithms gradually
increases. Among them, the DDPG algorithm has the high-
est average throughput under different weights, and its value
is about 201.7Mbps. This proves that the DDPG algorithm
based on reinforcement learning can sense the load status
in time. And it can reasonably balance the load of each sat-
ellite node and effectively control the queuing delay of data
packets. Therefore, its packet loss rate is very low, thereby
improving throughput.

4.3.4. Load Distribution. Using the formula in 2.3 to calcu-
late the load distribution, the obtained load distribution
indexes of the four algorithms are shown in Figure 10.
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It can be seen from Figure 10 that the load distribu-
tion index of the DSP algorithm is the smallest, while
the DDPG load distribution index is the largest, and the
average load distribution index under different weights is
0.54. This is because the equalization performance of the
DDPG algorithm is the best. It can adjust the path in time
and spread congestion information across the entire net-
work, reducing the traffic sent from satellites across the
entire network to congested links. In addition, as the ser-
vice weight increases, the load distribution index of the
DDPG algorithm increases rapidly, which shows that this
algorithm can distribute the load from the congested link
to other links in time.

From the above four performance test experiments,
we can know that the routing algorithm based on
machine learning, i.e., DDPG algorithm, has the smallest
average delay, the smallest packet loss rate, the highest
data throughput, and the smallest load distribution
index, which can verify that the performance of the
DDPG algorithm is the best, and prove the superiority

of the performance of the routing algorithm based on
machine learning.

4.4. Discussion. Low-orbit satellites have small time delays
and low terminal energy consumption, which has great
communication advantages. So in the satellite communica-
tion system with an intersatellite link, effective routing
algorithm technology must be designed. At present, with
the rapid development of communication technology,
Internet applications, and cloud computing technology,
communication networks have experienced an explosive
business increase. The routing optimization algorithm
based on machine learning can learn a good mapping rela-
tionship between traffic characteristics and routing strate-
gies based on historical data. Then, use the learned
knowledge to quickly make routing decisions based on
changes in business characteristics. It can realize adaptive
service routing scheduling and management, so the use
of machine learning algorithms for network service rout-
ing optimization has attracted more and more attention.
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Now, it has been extensively studied in the field of com-
munication networks.

5. Conclusion

In this paper, the low-orbit communication satellite network
traffic load balancing routing algorithm is researched. This
article introduces the meaning of low-orbit satellites and its
routing algorithm, as well as the performance judgment
method of the algorithm. And this article introduces a traffic
load balancing routing algorithm combined with machine
learning and then studies some basic performance of this
algorithm, as follows: (1) The basic composition, structure,
and common parameters of the LEO satellite system are
introduced. (2) The intersatellite links of low-orbit satellites
and their weights are introduced. (3) This article explains
some methods for determining the performance of the
LEO satellite routing algorithm and explains the workflow
and calculation methods of the general equilibrium routing
algorithm. (4) A routing algorithm based on machine learn-
ing was introduced, and simulation experiments were car-
ried out. The performance of this algorithm was compared
with the performance of three commonly used low-orbit sat-
ellite routing algorithms. (5) Through simulation experi-
ments, this article draws a conclusion: in terms of average
delay, packet loss rate, throughput, and load distribution
performance, routing algorithms based on machine learning
are superior to other algorithms. The routing algorithm
based on machine learning has the smallest average delay,
and the average value is 126ms under different weights. Its
packet loss rate is the smallest, with an average of 2.9%.
The throughput is the largest, with an average of 201.7Mbps.
The load distribution index is the smallest, with an average
value of 0.54. The experiment in this paper is generally suc-
cessful, but the experimental software is not completely
designed in the experimental design part. In the future, the
experiment can be designedmore completely, and several per-
formance tests can be done in the implementation part of the
experiment to improve the integrity of the experiment.
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Solving the problem of rural poverty is a difficult problem for the country to enter a well-off society in an all-round way.
Therefore, this paper conducts an experimental analysis based on the impact of smart sensor systems on the relative
poverty in rural areas. This article is aimed at studying the related factors of rural poverty and improving relative poverty
in rural areas. In this regard, this article proposes an intelligent processing function based on smart sensors. Multiple
sensors work together to process relatively complex things. Then, through the experimental analysis of GH efficiency, the
data collected in the experimental area is used as the data. Combining the Lorentz curve and Gini coefficient analysis to
determine the influencing factors of rural relative poverty. This article also selected 10 areas for experimentation. The
experimental results show that the proportion of middle school education from 2014 to 2020 is between 24.3% and 34%,
and the number of poor people has also declined, indicating that education level is a factor affecting rural poverty.
Therefore, based on the intelligent sensor system, the factors of relative poverty in rural areas can be found, and related
measures can be analyzed. By implementing the rural poverty alleviation strategy, the relative poverty situation in rural
areas can be effectively improved.

1. Introduction

In recent years, with the rapid development of China’s econ-
omy and society, rural poverty, especially rural poverty in
undeveloped areas in the west and ethnic minority areas,
has received extensive attention from relevant state depart-
ments and scholars. The existence of poverty has become
the primary problem that plagues all countries. Poverty not
only hinders economic development but also has a great
negative impact on social development. Poverty eradication
is a persistent and challenging world problem. Poverty issues
have caused uneven development between regions and
affected regional peace and stability. How to reduce the inci-
dence of poverty as soon as possible to the greatest extent
and improve the life satisfaction and satisfaction of local res-
idents? Happiness is the top issue facing all countries. The
relative poverty of peasants, especially those engaged in agri-
culture, has existed for a long time. Poverty alleviation and

development work started from solving the poverty allevia-
tion of the absolute poor, and the relatively poor class was
prosperous and prosperous.

In the process of sustained economic development, the
income gap between residents is widening and remains at a
relatively high level, especially reflecting the severity of rela-
tive poverty in rural areas. It can be seen that the income gap
between the rich and poor in rural residents’ relative move-
ment and deterioration. It has caused a lot of social conflicts
and has had a great impact on the development of society.
This paper will study rural poverty and antipoverty issues
based on the use of smart sensor systems on blockchain the-
oretical knowledge. On the one hand, it will try to enrich the
theoretical research on rural poverty issues in the country.
Poverty policy provides theoretical basis.

Wireless Smart Sensor Network (WSSN) shows great
promise in structural health monitoring (SHM) due to its
low cost, higher flexibility, powerful data management, and
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better understanding of structural behavior through dense
deployment of sensors. However, the implementation of
the wireless SHM system brings many challenges, one of
which is to ensure adequate synchronization of the collected
data. Li et al. proposed various algorithms to realize the syn-
chronization of clock and sensing [1]. He researched algo-
rithms based on wireless sensors to synchronize clocks and
sensing. In order to study the application of smart sensors
in fish detection, García et al. designed a smart sensor to pre-
dict the established sensory fish quality index. The sensor
dynamically correlates the microbial count and TVB-N with
the quality index. The sensor provides the largest possible
value and handles fish-to-fish variability [2]. His research
on fish and microbial detection is very in-depth, but he has
little connection with the relative poverty in rural areas.
After years of large-scale poverty alleviation and develop-
ment, the population of extremely poor rural areas across
the country has fallen sharply, and the poverty situation
has been effectively alleviated. However, due to the large
number of poor people, the task of poverty alleviation is still
arduous. Therefore, Cao et al. [3] explored the spatial differ-
entiation characteristics and influencing factors of multidi-
mensional poverty in rural areas in a region, which is
conducive to the implementation of antipoverty [4] and
development strategies and promotes farmers’ income and
prosperity. Get rid of poverty [5]. Based on the spatial loca-
tion of the rural areas, the rural poverty factors were
searched, but smart sensors were not introduced. Recently,
there has been increasing interest in finding durable inter-
ventions for rural poverty (RP) in developing countries
based on farmers’ entrepreneurship and innovation. There-
fore, the purpose of Naminse et al. is to test the relationship
between entrepreneurship in two resource-constrained
provinces in China and the slowdown of RP. He assessed
the impact of the three abilities of farm entrepreneurs’ edu-
cation, economy, and social culture on the entrepreneurial
growth of farmers and how these abilities in turn affect the
mitigation of RP [6]. The impact of intervention on RP
can be seen through the evaluation results, but it would be
better if smart sensors were added. Safe drinking water is
essential to good health. Since long-term drinking can bring
health risks, it is important to make recommendations for
drinking water sources in areas where CKDu is endemic.
Dissanayake et al. designed a sensor to measure fluoride
and hardness in well water through an automated mecha-
nism [7]. The sensor he designed is very helpful for detecting
water quality. Smart sensor applications rely on ultra-low-
power energy harvesters to collect energy and charge batte-
ries within the range of ambient power levels. Wu et al. pro-
posed a discontinuous collection method for switched
capacitor DC-DC converters, which can achieve ultra-low-
power consumption energy collection. Based on the key
observation that energy efficiency is higher than that of
charge pumps, he proposed a discontinuous collection tech-
nology that can decouple the two efficiencies to obtain a bet-
ter trade-off [8]. His discontinuous acquisition technology
based on smart sensors can improve efficiency very well.
All of the above documents are mostly about smart sensor
systems. How to combine it to explore the relative poverty

factors in rural areas is not very relevant, so this article needs
to study in depth based on smart sensor systems to solve
rural relative poverty problems.

The innovation of this paper is to use the intelligent
processing module function of the intelligent processor to
analyze the data of the experimental area for many years.
Through the analysis of the data, the factors and influenc-
ing factors that affect the poverty in the region can be
drawn.

2. Combining Smart Sensors to Study Rural
Poverty Factors

2.1. Smart Sensor. Intelligent sensor system [9], the general-
ized intelligent sensor system is divided into two parts: intel-
ligent sensor terminal and control server [10]. The
intelligent sensor terminal uses one or more sensitive com-
ponents to connect with the embedded microprocessor and
completes signal detection and conversion processing
through the intelligent sensor terminal, which can realize
functions such as self-check, self-calibration, cellular con-
nection, and self-diagnosis. The intelligent sensor terminal
[11] and the control server are based on the industrial field
bus, using digital communication as the transmission
method, with functions such as two-way communication,
information processing, and information storage. Most of
the functions of the intelligent sensor system are realized
by software. By changing the software program of the system
and configuring different sensors, different intelligent sensor
systems can be realized. A single smart sensor system can
also be connected with other smart sensor systems to form
a smart sensor system network to jointly complete complex
tasks. The intelligent sensor system is shown in Figure 1.
Although the smart sensor system will have a low interrupt
tolerance problem, this article uses multiple sensors to solve
it. When a fault occurs, its working status can be suspended
and repaired, but it does not affect the whole. This article
mainly applies the consensus technology in the blockchain
technology and uses the consensus technology to study and
analyze the relative poverty factors in rural areas.

2.1.1. Smart Sensor Vision Measurement. The smart sensor
integrates structured optical lasers, cameras, and measure-
ment software [12], which can easily complete scanning,
analysis, and measurement functions during the measure-
ment process. Smart sensors use structured light lasers to
project structured light on the surface of the object. The dis-
tribution of light bars is not straight but varies according to
the shape of the object. Collect images and measured values
of the structured light bar of the camera at different posi-
tions. The schematic diagram of the principle is shown in
Figure 2. Next, using image processing technology [13],
camera correction technology, structured optical surface
correction technology, and laser triangulation measurement
principle, the relevant information is extracted from the light
strip image, and the three-dimensional coordinates of the
object surface are constructed into the light strip, which
can be calculated information.
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(1) Area Scan Camera and Pinhole Camera Model. The per-
spective projection model of the pinhole camera is shown in
Figure 3. The point P of the world coordinate system is pro-
jected onto the point P′ of the image plane through the opti-
cal center of the lens, and the image plane is at a distance f
behind the optical center.

(2) Two-Step Calibration Method. The two-stage calibration
method proposed by Tsai assumes that the lens has only radial
distortion [14]. In the first step of this method, multiple cali-
bration points in the calibration image are used to establish
too many decision equations, and a simple matrix theory is
used to solve the external parameters of the camera. In the sec-
ond step, radial distortion parameters are introduced, appro-
priate initial searchable solutions are set, nonlinear
optimization algorithms such as Newton’s gradient method
are used to solve the nonlinear equation system, and other
parameters are solved. In addition, Weng proposed a nonlin-
ear distortion model that takes into account the causes of cam-

era distortion such as radial distortion and eccentric distortion
and then uses matrix decomposition methods such as singular
value decomposition of the matrix to find the initial values of
the camera’s internal and external parameters. Search using
nonlinear optimization methods. Obtain the most suitable
solution for the internal and external parameters of the final
camera [15]. In recent years, domestic scholars have also pro-
posed a new two-stage method. Domestic scholars GaoLizhi
and ZhanngYanzhen, respectively, proposed a two-stage lin-
ear transformation method. Experiments show that the two
methods can achieve higher correction accuracy. In the two-
stage method of ZYZhang plane calibration board, it is not
necessary to extract calibration points on a fixed high-
precision calibration platform like the previous two-stage cal-
ibration method. His method does not limit the configuration
of the calibration board. The posture of the calibration board
is arbitrary. At present, this calibration method has been
widely used, and both Opencv and Halcon use this method
to calibrate cameras.
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Zhang’s calibrationmethod is based on a 2D plane calibra-
tion table. This may be a circular grid calibration table or a
checkerboard calibration table. Unless the camera selects a
lens and changes the focal length and aperture during the cal-
ibration process, the internal parameters of the camera will not
change, but the external parameters will change. At the same
time, the plane on which the calibration sheet is configured
must avoid correlation as much as possible. In other words,
the calibration table does not move in the plane, but the cali-
bration table needs to be moved in the three-dimensional
space plane. During the surface calibration process, the place-
ment position of the calibration sheet is relatively free.

For the disc grid calibration piece, the calibration point is
the center of each circle, and for the checkerboard calibra-
tion piece, the calibration point is the grid point of the
checkerboard grid.

Mark the three-dimensional physical coordinates of the
calibration point as H = ½x, y, z�T , the corresponding point
on the image plane as h = ½u, v�T , and the corresponding
homogeneous coordinates as H~ = ½x, y, z, 1�Tand h~ =
½u, v, 1�T . Using the pinhole camera model, the three-
dimensional space point H can be mapped to the point h
in the image coordinate system using equation (1).

l h
~
= X P t½ �H

~
: ð1Þ

In the formula, l is any nonzero scale factor, P is the
rotation matrix, t is the translation vector, P and t are also

the external parameters of the camera, and the internal
parameter matrix X is

X =

lx k cx

0 ly cy

0 0 1

2
664

3
775: ð2Þ

Among them, lx, ly is the scale factor of the u-axis and the
v-axis, p represents the nonperpendicularity of the u-axis and
the v-axis, and ðcx, cyÞ is the main point. Please note that the
thickness of the calibration plate will also affect the calibration
accuracy. In order to simplify the description, suppose the
thickness of the calibration plate is 0, that is, z = 0. The calibra-
tion plate is as shown below, on the xy plane of the world coor-
dinate system. Assuming that the i-th column of the rotation
matrix P is pi, from equation (1), we have.

l

u

v

1

2
664

3
775 = X p1 p2 p3 t½ � ⋅

x

y

0

1

2
666664

3
777775 = X p1 p2 t½ � ⋅

x

y

1

2
664

3
775:

ð3Þ

Since z = 0, the point H on the plane of the calibration
plate can be expressed as H = ½x, y�T and the corresponding
homogeneous coordinate H~ = ½x, y, 1�T ; then, formula (3)
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can be simplified as:

l h
~
=MH

~
: ð4Þ

In the formula,M = λX p1 p2 t½ � is a 3 × 3matrix, and
λ is a constant factor. Remember M = m1 m2 m3½ �, yes

m1 m2 m3½ � = λX p1 p2 t½ �: ð5Þ

Among them, t is the translation vector, and the direction
of p1 and p2 is along the coordinate axis of the image coordi-
nate system. Therefore, p1 and p2 are orthogonal, and t and
p1 and p2 are not coplanar, so det ð p1 p2 t½ �Þ ≠ 0. And
because of det ½X� ≠ 0, so det ½M� ≠ 0.

The calibration point coordinate extracted from the actual
image is hi, and the image coordinate calculated according to
the expression (1) is h~i. The matrix M can be obtained by
solving the minimum distance between the two images.

min〠
i

hi − hi
~��� ���2: ð6Þ

Use the Levenberg-Marquardt algorithm to solve the
above nonlinear quadratic equations to obtain the matrix M,
which can be obtained by the orthogonality ðpT1 p2 = 0, pT1 p1
= pT2 p2Þ of equation (5) and P:

mT
1X

−TX−1m2 = 0, ð7Þ

mT
1X

−TX−1m1 =mT
2X

−TX−1m2: ð8Þ
Make

Y = X−TX−1 =

Y11 Y12 Y13

Y12 Y22 Y23

Y13 Y23 Y33

2
6664

3
7775

=

1
l2x

−
γ

l2xly

cyγ − cxly
l2xly

−
γ

l2xly

γ2

l2xly
+

1
l2x

−
γ cyγ − cxly
� �

l2xl
2
y

−
cy
l2y

cyγ − cxly
l2xly

−
γ cyγ − cxly
� �

l2xl
2
y

−
cy
l2y

cyγ − cxly
� �2

l2xl
2
y

+
c2y
l2y

+ 1

2
6666666666664

3
7777777777775
:

ð9Þ

Please note that Y is a symmetric matrix and can be
expressed as the next 6-dimensional vector:

y = Y11 Y12 Y22 Y13 Y23 Y33
� �T

: ð10Þ

Suppose the i-th column vector in M is mi =
½mi1,mi2,mi3�T , therefore, there is

mT
i Ymj = vTijy: ð11Þ

In

vij = mi1mj1,mi1mj2 +mi2mj1,mi2mj2,mi3mj1
�
+mi1mj3,mi3mj2 +mi2mj3,mi3mj3�

T : ð12Þ

Therefore, the equation system (8) can be rewritten as the
following equation system:

vT12

v11 − v22ð ÞT

" #
⋅ y = 0: ð13Þ

If there are n calibration images, the following equations
can be formed:

Vy = 0: ð14Þ

In the above formula, V is a matrix of 2n × 6 size. The
solution of formula (14) is the intrinsic vector corresponding
to the smallest eigenvalue of matrix VTV , and y can also be
obtained by performing singular value decomposition (SVD)
on matrix V . If y is solved, all the internal parameters of the
camera can be obtained according to the following formula:

cy =
Y12Y13 − Y11Y23ð Þ
Y11Y22 − Y2

12
� � , ð15Þ

λ =
Y33 − Y2

13 + cy Y12Y13 − Y11Y23ð Þ� �
Y11

, ð16Þ

lx =

ffiffiffiffiffiffiffi
λ

Y11

s
, ð17Þ

ly =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

λY11

Y11Y22 − Y2
12

� �
s

, ð18Þ

γ =
−Y12l

2
xly

λ
, ð19Þ

cx =
γcy
lx

−
Y13l

2
x2

λ
: ð20Þ

(3) Multisensor Information Fusion Structure. Multisensor
information fusion [16] can process multiple levels of informa-
tion through a variety of methods, so it is necessary to investi-
gate the corresponding hardware topology. Multisensor
information fusion can be divided into centralized fusion sys-
tem, decentralized fusion system, hybrid fusion system, and
feedback fusion system. This article uses a multisensor structure
for information fusion and uses multiple sensors to collaborate
to complete data collection.

(1) Centralized

The centralized information fusion system [17] directly
performs fusion inference on the observation data of multiple
sensors without any preprocessing, and its structure is shown
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in Figure 4. Centralized information fusion belongs to the data
layer fusion, which retains a large amount of original data, so
the fusion accuracy is very high, but the fusion center needs to
identify and reason a large amount of data, and the communi-
cation volume is large, and the processor design is complex, so
this structure is suitable for small-scale integration systems.

(2) Distributed

Distributed information fusion system [18] refers to the
calculation, classification, or inference processing of each
sensor data separately and then transfers the processed data
results to the fusion center, and the fusion center completes
the final reasoning judgment. This method is similar to fea-
ture layer fusion or decision layer fusion. Due to the large
amount of distributed preprocessing of sensor data, the
fusion center has fewer tasks and at the same time reduces
the amount of data transmission. This method is suitable
for large-scale distributed remote fusion systems. Its struc-
ture is shown in Figure 5.

(3) Hybrid

The hybrid information fusion system [19] is a mixed use of
distributed and centralized types. It uses a centralized structure
for some sensors and a distributed structure for some sensors. It
has the advantages of distributed and centralized fusion struc-
tures, and the system structure is flexible. A more accurate
fusion result can be obtained, but the structure of the system
is complex, and the design is difficult. How to choose depends
on the specific situation. Its structure is shown in Figure 6.

(4) Feedback type

The feedback information fusion system [20] feeds back
the fusion result to the fusion system to form a closed-loop
system with certain self-regulating ability. With this structure,
after the fusion center processes the sensor information, the
fusion system can already express most of the characteristics
of the target object, so it has a better guiding effect on the
newly acquired information. Its structure is shown in Figure 7.

2.2. GH Efficiency. For GH efficiency, in the Normal-
OperationCase phase of PBFT, a total of PM = 2x2 messages
are needed to complete the final consensus, and the message
complexity is oðn2Þ. GH splits Normal-OperationCase into
three steps.
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Figure 4: Centralized fusion system structure diagram.
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(1) Globally accept the request message, yp arranges the
global serial number, locally executes localprepare
and localcommit, and GH changes the original pro-
cess of pairwise interaction across the entire network
to pairwise interaction within the group, reducing
the number of messages that each node needs to
send and waiting for messages The total number of
messages consumed in this step:

2〠
j=y

j=1
m2

j − x + y − 1: ð21Þ

(2) Cross-submission between copies, namely, intersec-
tional reply, consumes the number of messages:

y x − 1ð Þ: ð22Þ

(3) The global replica node executes globalprepare, glo-
balcommit, globalreply, and the number of messages
consumed:

2y2 − 2y + 1: ð23Þ

Until the request is finally completed, the number of
messages GM consumed in the GH consensus phase is syn-
thesized from formulas (21), (22), and (23):

GM= 2〠
j=y

j=1
m2

j − x + y − 1, ð24Þ

GM= 2
x2

y
+ 2z2 + 2y2 + y x − 2ð Þx, ð25Þ

where z is the variance and the formula () knows that z is
0, which means that the number of messages consumed in the
GH consensus phase is the least when the group is averaged:

GM= 2
x2

y
+ 2y2 + y x − 2ð Þx, ð26Þ

∂GM
∂y

= −2
x2

y2
+ 4y + x − 2 = 0: ð27Þ

2.3. Measurement of Poverty Level. To study the poverty of a
region, we should first fully grasp the poverty level of the
region, that is, how poor the region is. Here is a brief introduc-
tion to several methods of measuring poverty.

2.3.1. Incidence Rate of Poverty. Also known as the head
calculation index, it calculates the proportion of people
whose income is below the absolute poverty line in the
total population based on urban and rural income distri-
bution data. The formula can be expressed as PH = p/n,
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where n is the total population and p is the number of
people below the absolute poverty line. The poverty inci-
dence rate is used to determine the size and change of
the poor population on the cross-section of the poverty
line. The basic feature is that the income changes and
income distribution of the population below the poverty
line are not considered. The focus is on determining the
proportion of the population. Therefore, the disadvantage
of this indicator is that it cannot reflect the income reduc-
tion and income transfer of the poor.

2.3.2. Poverty Gap Rate. In order to make up for the insuffi-
ciency of the poverty incidence rate in determining the pov-
erty level, the poverty gap rate is used to measure the degree
to which the poor’s income is below the poverty line. There-
fore, this indicator is also called the poverty gap ratio or rel-
ative poverty index, and its formula is expressed as:

PG = 〠
n

k

1 − Ykð Þ/Zð Þ
n

: ð28Þ

Among them, Yk represents the consumption level or
income of the k-th poor, Z represents the poverty line, and n
represents the total population. It can be deduced from the
formula that this method can sensitively measure the degree
of poor people below the poverty line andmake up for the lack
of poverty incidence, but it cannot reflect the population size,
proportion, and distribution of poverty status.

2.3.3. Poverty Intensity Index. The poverty intensity index is
also known as the FGT index. It is based on the distance of
the poor relative to the poverty line. It just gives the poor a
greater weight to calculate their poverty level. The calcula-
tion formula is

FGT = 〠
n

k=1

1 − Ykð Þ/Zð Þ2
n

: ð29Þ

2.3.4. Sen Index. In order to avoid the shortcomings of the
above two indicators [21], the well-known Indian economist
Sen seeks a measurement method that integrates the head-
count index, the poverty gap, and the degree of inequality
in the poor population, which is called the Sen index [22].
The formula is

P =
k
KZ

Z − x 1 − Gð Þ½ �, ð30Þ

or

P = PH
1 − x 1 − Gð Þ

Z

� 	
: ð31Þ

Among them, k is the number of the poor, K is the total
population, Z is the poverty line, x is the average income of
the poor, and G is the Gini coefficient of the income distri-
bution of the poor. The value of P changes from 0 to 1. If
everyone’s income exceeds the poverty line, n = 0, and P =
0; if everyone has no income or the social distribution is
extremely unequal, x = 0, k = 0, G = 1, and P = 1.

2.3.5. Lorentz Curve and Gini Coefficient. This is a method
often used to evaluate relative poverty, and it reflects the
degree of inequality in income distribution.

(1) Lorentz Curve. The Lorenz curve is a curve composed of
population proportions and corresponding income propor-
tions, used to express equality of income and distribution.
It was first proposed by the American statistician M.O.

Table 1: Number of poor populations in 10 regions.

Area 1 2 3 4 5 6 7 8 9 10

Population 29.41 13.14 11.16 2.63 7.89 15.33 14.86 14.91 18.71 7.24

Change from last year -0.63 -1.53 -0.65 -0.26 -0.63 -1.03 0.08 -1.78 -2.22 -0.54
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Figure 10: Population changes in ten regions in the past 7 years.
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Lorentz in 1907, so it was named the Lorentz curve. The
Lorentz curve can be represented in Figure 8.

In the above rectangular coordinate system, the horizon-
tal axis represents the proportion of the population sorted by
income from low to high, and the level axis represents the
proportion of income occupied by the corresponding pro-
portion of the population. The straight line OX in the figure

Table 2: Changes in income and population in experimental areas.

Years
Poor people Low income

Total
people

The rate of
decline

Reduce the number of
people

Total
people

The rate of
decline

Reduce the number of
people

2014 196.03 560.40

2015 188.82 -3.68 7.21 523.46 -6.59 36.94

2016 176.89 -6.32 11.93 471.16 -9.99 52.3

2017 169.32 -4.28 7.57 442.42 -6.10 28.74

2018 158.86 -6.18 10.46 397.95 -10.05 44.47

2019 148.54 -6.50 10.32 355.32 -10.71 42.63

2020 139.41 -6.15 9.13 316.57 -10.91 38.75

Average
value

-6.59 9.44 -10.79 40.64
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Figure 11: Changes in the poor population and low-income population in the experimental area.

Table 3: Sex change ratio of rural population in experimental areas
(unit: %).

Years Male ratio Proportion of women Sex ratio

2014 51.6 48.4 106.7

2020 50.9 49.2 103.2
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is called a complete equality line, because the vertical and
horizontal coordinates of each point on OX are equal, which
means that a certain proportion of the population has an
equal proportion of income. For example, 20% of the popu-
lation has 20% of the income. In other words, in this state,
incomes are completely equal. The broken line 0-Y-X is
the absolute inequality line, because the income of all pro-
portions of the population is 0, and the income is completely
occupied by one person. Therefore, when the Lorentz curve
coincides with OX, it means that the income in the region is
completely equal; when it coincides with 0-Y-X, it represents
absolute income inequality. The general Lorentz curve is
between these two lines, indicating that income is not
completely equal. Reflected in the figure is a curve, and the
degree of curvature of the curve indicates the level of income
inequality. According to experiments, the closer to the OX
line, the more equal the income; the closer to the 0-Y-X line,
the more unequal the income.

(2) Gini Coefficient. The Gini coefficient is the first measure-
ment of income distribution equality defined by Italian
economists based on the Lorenz curve, and it is now the
most commonly used indicator to measure income inequal-
ity. In the above Figure 9 Lorentz curve, the area enclosed by
the complete equation line OX and the Lorentz curve is
called the inequality area; X is marked as X; if the area below
the OX ray is marked as Y , it is the Gini coefficient G: = X/Y .
The Gini coefficient is between 0 and 1. Experiments show
that the smaller the value, the smaller the income gap, the
higher the degree of income equality, and vice versa. Gener-
ally speaking, G < 0:2, the income distribution is very even,
0:2 ≤ G < 0:3, the income distribution is relatively equal,
0:3 ≤ G < 0:4, the income distribution is relatively equal,
0:4 ≤ G < 0:5 has a large income gap, G > 0:5, and the
income gap is large; the inequality of income distribution
is relatively large. Among them, it is generally considered
that G = 0:4 is the warning line, and society will become
unstable if it exceeds 0.4.

In addition, the commonly used Gini coefficient calcula-
tion formula is

G =
1

2μk2
〠
k

i=1
〠
k

j=1
yi − yjj j, ð32Þ

where k is the sample size, μ is the expected value of the
total income of each sample group, and ∣yi − yj ∣ represents
the absolute value of the income difference between any two
samples.

3. Experiments to Explore the Relative
Influencing Factors of Poverty Based on
Smart Sensors

Intelligent sensor system, this is a comprehensive high-tech
that is rapidly developing in the world today. The central
idea is to use computer technology to make sensors intelli-
gent. It is generally believed that the intelligent sensor sys-
tem is detection, measurement, and control system
composed of sensors, computer technology, and communi-
cation technology. Its main application is shown in Figure 9.

3.1. Number of Poor People. In this paper, 10 regions are
selected as samples for the experiment, and the methods of
investigating poverty influencing factors with smart sensors
are carried out in 10 regions, respectively. The number of
poor people in these 10 regions is shown in Table 1 (unit:
ten thousand people). In order to better analyze the poverty
indicators of these regions in the past, the changes in the
region from 2014 to 2020 are as follows, as shown in
Figure 10.

It can be seen from the figure that the total number of
poor people in the 10 regions is declining. In particular,
the rate of poverty reduction in regions 1 and 2 is very fast,
and the rate of poverty reduction in regions 7, 8, 9, and 10 is
quite slow. Choose one of them to analyze the impact of
poverty factors through the method of this article.

3.2. Experiments to Explore Changes in the Poor Population.
The selected region’s low-income population changes are
shown in Table 2 (unit: ten thousand people, %).

Through the collected data, we can get Figure 11, as
shown in the figure.

It can be seen from the above table that although the
overall poverty population has shown a downward trend,
with a decrease of 70,000 to 100,000 poor populations every
year, the rate of poverty reduction is relatively slow, gener-
ally maintained at around 6%, which is in line with the
national average annual deceleration of 11.79%. Among
them, there was a slowdown in 2017 and 2020.

3.3. Gender Structure and Education Level of the
Experimental Area. Different genders have different social
functions, so the characteristics of gender structure are also
one of the important reasons that affect the future develop-
ment of rural areas. The proportion of men and women in
the rural population in the experimental areas was basically
the same. From 2000 to 2006, the proportion of men in
the population declined slightly, from 51.6% in 2000 to
50.9%, and the proportion of women in the population rose
slightly, from 48.4% in 2000 to 50.9%. As shown in Table 3.

Education has always been the main way to invest in
human capital. The level of rural education largely reflects
the level of human capital. According to the 2014 and 2020

Table 4: Changes in education level (unit: %).

Education level 2014 2020

Illiteracy 23.8 13.8

Primary school 46.0 43.2

Junior high school 24.3 34.0

High school 5.5 7.4

College 0.4 1.3

Undergraduate 0.04 0.37

Postgraduate 0.006 0.01
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census data, the overall educational level of the rural popula-
tion over 6 years old in the experimental areas has increased.
The proportion of illiterate and elementary school popula-
tion has decreased year by year. The proportion of Chinese

illiterate population has dropped from 23.8% in 2014 to
13.8% in 2020, which is a significant decline. The proportion
of population in elementary school has also dropped from
46.0% in 2014 to 43.2%. The proportion of the population
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with junior high school, high school, and above education
level is on the rise. Among them, the proportion of the
junior high school population has increased significantly,
from 24.3% in 2014 to 34.0% in 2020. From the data, it
can be seen that the rural population in Gansu Province is
dominated by elementary and junior high school education,
as shown in Table 4.

Through experiments, we analyzed the impact of gender
and education level on rural poverty, as shown in Figure 12 (1
is illiteracy, 2 is primary school, 3 is junior high school, 4 is high
school, 5 is college, 6 is undergraduate, and 7 is postgraduate).

It can be seen from the figure that the gender ratio has
little effect on rural poverty, but the level of education is very
much related to the impact of poverty. As the average per
capita education gradually increases, the rural poor popula-
tion is also decreasing. By the beginning of 2020, the educa-
tional background has reached 34%, which is 9.7% higher
than the 24.3% in 2014. This shows that the higher the edu-
cation level of rural people, the higher the income.

4. Data Collection Experiment Results

4.1. GH Efficiency and Safety Analysis. From the GH effi-
ciency, it can be concluded that y and x satisfy the formula
() as the best grouping. According to the 3f + 1 model, it is
concluded that the total number of copies of the system x
> 4. Taking x = 100, x = 500, x = 1000, and x = 2000 as an
example, the consumption message comparison between
GH and PBFT is shown in Figure 13.

For GH packet security, the purpose of the GH packet
protocol is to divide distributed nodes into multiple parti-
tions, and each partition executes the GH consensus proto-
col in parallel to improve consensus efficiency. The analysis
of the group security is as follows:

(1) Fast grouping is not a combination of yp
completely arranging replica nodes of the entire
network, which prevents the worst grouping state
from being, arranged when the master node is a
Byzantine node. At the same time, each replica
node is not allowed to be freely combined, which
can further improve the grouping speed and also
allow other lps to choose their own lx according
to the specific situation

(2) The condition for successful group establishment is
at least 2mj/3 consistent messages to ensure that
each group satisfies the 3f + 1 model. Since each
group is built in a closed form, Gj returns a BACK-
WARD message to Gj-1. All subsequent groups were
successfully formed. In order to prevent a group
from being sandwiched between the two normal
groups, whose lp is a Byzantine node or the link is
broken due to other benign errors, the Backward
phase is designed. If the BackwardTimer expires,
the message <BREAKPOINT-FINDING is sent, T
> σi to ensure that the grouping status of replica
nodes in the entire network remains uniform even
if there is a broken link

(3) According to the 3f + 1 model, in PBFT, if the num-
ber of normal nodes, benign and wrong non-
Byzantine nodes, and Byzantine nodes each account
for 1/3, the remaining last node can control the con-
sensus result of the entire network. GH reduces the
influence of the last node and Byzantine node after
the entire network is grouped to the group it is in
instead of the entire network

(4) GH adopts self-closing mechanism to stabilize the
total number of Byzantine nodes in the system below
the critical point 1, and the number of Byzantine
nodes in the group stabilizes at mj/3 + 1. At the same
time, a suspicion zone is set. When the system per-
forms safe grouping between critical point 1 and crit-
ical point 2, it makes full use of the fault tolerance of
each group

4.2. Poverty Factors. After analyzing the efficiency of smart
sensors under the blockchain theory, the data in the experi-
mental area is analyzed, and Table 5 can be shown.

From the data in the table, it can be concluded that
44.39% of people are poverty-stricken due to diseases, and
33.49% are due to technology and funds. Therefore, the most
important way to get rid of poverty is to develop technolog-
ical development. Only by possessing feasible technology
can rural areas be transformed into poverty. Chengcheng
will allow rural people to lead a prosperous life and no lon-
ger suffer from poverty.

Table 5: Poverty factors in experimental areas.

Factor Poor households Percentage (%) Number of poor Percentage (%)

Disease 687 44.39 1285 39.96

Disability 82 5.22 160 4.97

Lack of labor 188 11.97 269 8.36

Study 5 0.31 17 0.52

Technology, capital 442 28.15 1077 33.49

Traffic condition 24 0.89 23 0.71

Insufficient motivation for own development 24 1.52 77 2.39

Lack of land 97 6.17 260 8.08

Other reasons 11 0.70 47 1.46
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5. Conclusions

Rural poverty is a problem that the country is studying,
but this problem has not yet been resolved. Based on
smart sensors, this paper collects and analyzes data and
analyzes and experiments on the factors that affect rural
poverty through the intelligent processing of smart sen-
sors. The experimental results show that the educational
level of the rural population is closely related to their
income. The experimental results show that the higher
the level of education, the higher the income, and the
smaller the number of poor people. This experiment
selects a region for data analysis. Through analysis, its
junior high school education rate has increased from
24.3% in 2014 to 34% in 2020, and the poverty population
has also decreased. Moreover, through the intelligent pro-
cessing of smart sensors, it can be concluded that 44.39%
of the rural population is impoverished due to diseases,
and 33.49% is impoverished due to technology and funds.
Therefore, as long as the right medicine is prescribed, the
rural people can get rid of the poverty of the rural people.
Get rid of poverty, keep pace with the times, and fight the
tough battle against poverty with the country.
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With the gradual and complete establishment of the current socialist legal market economy management system with Chinese
characteristics and the continuous investment in deepening system reform and continuous improvement in the later period,
the social financial industry and corporate financial management have gradually increased their risk awareness of corporate
financial management. This paper deeply analyzes and studies the statistical methods of financial data-related legal rule
interactive mining and proposes a new improved statistical algorithm of financial-related legal rules, which greatly improves
the work efficiency of financial data interactive mining. At the same time, a multilevel analysis model based on the concept of
corporate financial crisis risk assessment and a corporate financial crisis risk early-warning analysis model for decision-making
risk evaluation are proposed. Finally, it can be determined how to choose more internationally representative corporate
financial management risk analysis indicators, which have more objectivity and practical application significance than
traditional analysis methods. Finally, it is concluded that the accuracy of this model is better than that of other models. The
accuracy rate of financial crisis prediction reached 62.35%.

1. Introduction

In August 2007, the Subprime Crisis broke out again in the
United States. The global international financial market
was turbulent. A large number of subprime mortgage asset
loan management institutions were forced to go bankrupt,
and investment funds were forced to go bankrupt and close.
From the US subprime mortgage and US debt financial crisis
to the current global European subprime mortgage financial
crisis, the world’s major international financial rating mar-
kets have failed to give clear instructions for industry man-
agement in advance by the world’s three major
international rating industry management agencies. Risk
speculation early-warning rating behavior attitude is disap-
pointed, and the current effective international rating indus-
try management procedures, methods, effective evaluation
management model, and construction system of the current

major international rating industry management agencies
have strongly questioned the degree. It is generally believed
that we should still be concerned about the potential major
international conflicts of interest and risk impacts in the
industry in the next few years and the excessive emphasis
on large-scale rating behavior by the three major interna-
tional rating industry management agencies. Competitors
in the monopolistic market believe that sound rating
reforms should be carried out first. The enlightenment from
the US subprime mortgage crisis and the European sover-
eign debt crisis is that international investment banks and
international rating agencies are unreliable, and China needs
to establish its own financial risk crisis early-warning system.

With the rapid development of wireless measurement
sensor-related networks and applied data mining-related
technologies, related network theories and technical applica-
tions are becoming more mature. The fusion of application
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databases plays a very important role in the research of wire-
less measurement sensor-related networks. The main func-
tion is to save the data energy of the entire related
network, enhance the analysis accuracy of the related data
that needs to be collected, and greatly improve the network
collection of related data, three main aspects of work effi-
ciency. The application of data fusion mining technology
does not require too complicated traditional mathematical
analysis theory or reasoning. As long as you pass the screen-
ing of the relevant database, you can quickly discover some
hidden risk characteristics in the relevant database, and
you do not need to manually set the assumptions below. It
is necessary to manually adjust the hypothetical threshold
value to be able to accurately find the risk rules in the rele-
vant data collection. Therefore, this data mining technology
method is widely used in a company’s timely analysis of
financial crisis risks and other crisis hazard early warnings,
to establish a dynamic analysis of corporate financial crisis
risks and other crisis hazard early-warning management
models and find a company with the new rules of high trust,
timely analysis, and early warning of important financial cri-
sis risks and other crisis hazards that an enterprise may have
become the main academic research topic of this research
topic.

In today’s era of information flooding, there have been
constant scientific researchers conducting in-depth research
on financial management early-warning institutions and
decision-making analysis. Buczak and Guven, through an
in-depth study of corporate financial management risks,
made an in-depth discussion on how to effectively
strengthen the financial management risk management of
large-scale enterprises. Under the comprehensive analysis
of macroqualitative and substantive quantitative analysis, it
is the main reason why the financial management risk man-
agement of large-scale enterprises in our country is formed.
On the basis of Kaishan’s research to establish an early-
warning system for corporate financial risks, improve the
internal control mechanism of the enterprise, and make
appropriate risk decisions, this research is not thorough
enough [1]. Helma et al. are mainly represented by the
annual z-calculation analysis and model analysis. The multi-
year discriminant analysis model of corporate financial data
risk monitoring and early warning is based on the annual
statistics and calculation analysis of the financial data of a
listed company in a specific time period. From the perspec-
tive of economic practical research on the internal financial
decision-making of small and medium-sized stocks and
nonlisted companies, it is proposed that a set of unit multi-
variable corporate financial risk early-warning multianalysis
models suitable for the economic characteristics of listed
companies should be established to effectively reduce the
daily operation of listed companies. There are risks in inter-
nal decision-making, but this research method is outdated in
today’s era [2]. Duivesteijn et al. use university management
financial accounting as an analysis to review the past, control
the current situation in the future, and plan the basic finan-
cial concepts of the future. From the four aspects of univer-
sity financial management planning, financial management
organization, financial risk control, and financial risk evalu-

ation that universities need to promote. It analyzes the main
financial management risks of higher vocational colleges at
each stage, studies and proposes the establishment of a
financial management risk monitoring and early-warning
evaluation mechanism at each stage of the university, and
constructs an implementation plan. This risk early-warning
plan is obviously insufficient targeted [3]. Adeniyi et al. ana-
lyze and establish the collection of information volume of
the financial risk early-warning system of human-based
financial capital enterprises based on the theory of using
human-based financial capital resource structure and the
law of coupling use between various corporate financial cost
resources and noncorporate financial cost resources.
Through transmission forecasting mechanism, basic organi-
zation and management mechanism of human-based finan-
cial capital enterprise financial risk early-warning system,
and the use of human-based financial capital and other
financial enterprise risk information early-warning informa-
tion processing and forecasting mechanism, a financial risk
early-warning mechanism for various enterprises using
human financial capital has been constructed. Obviously,
this mechanism is not comprehensive enough for financial
risk early-warning reports [4]. Wang’s research focuses on
how to strengthen and improve the hospital’s internal
basic-level integrated financial and internal accounting risk
management. It is under the in-depth study, discussion,
research, and analysis to strengthen the hospital’s internal
basic-level financial management, generate internal risks
and the reasons for the necessity and prerequisites, and
accelerate to study, establish, improve, and strengthen the
internal risk statistical monitoring, evaluation, early warn-
ing, and financial evaluation risk management mechanism
and working methods of the hospital’s internal primary
financial management. Evaluate the basis of financial control
risk management, complete and improve the hospital’s
internal integrated financial risk monitoring and early-
warning evaluation management mechanism, establish and
improve the internal risk monitoring and early-warning
evaluation index system of the hospital’s internal primary
financial management and other related policies and mea-
sures to comprehensively and effectively avoid the hospital’s
financial operations of all kinds of risks, and grasp the initia-
tive of the hospital’s financial work, and the experimental
basis of this research is obviously not sufficient [5]. Lin
et al. define the company’s net cash inflows generated during
the current period of operating business activities as positive
or negative, and a risky company whose cash flow and other
cash inflow equivalents continue to increase during the
operating period is positive or negative can be defined as a
long-term financial crisis. At the same time, through the
analysis of the internal and external factors driving influenc-
ing factors that these companies may fall into the long-term
financial crisis, and on this basis, the basic theoretical design
framework of the enterprise financial crisis risk early-
warning management system is established. This theoretical
framework is difficult to match the actual situation. It com-
plies with [6]. Purves et al., based on the comprehensive
analysis of comprehensive financial indicators, introduced
comprehensive governance financial structure analysis
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factors. The unsupervised wireless network model in govern-
ment management assisted the abnormal warning informa-
tion to carry out a comprehensive upgrade to the early-
warning system, and the joint 5g made the early-warning
system response time faster; this analysis does not combine
Internet information fusion, making this research method
lagging behind [7].

This paper mainly proposes an interactive improved
data mining analysis algorithm for data association structure
rules and proposes an interactive data mining analysis algo-
rithm for data association analysis rules based on optimized
Hash association structure called HIUA, which is mainly for
data support or threshold changes. This mining algorithm
(MA) reimproves the data pruning process of the original
IUA, MA, and reimproves the efficiency of the algorithm
during normal operation by optimizing the Hash association
structure. This paper adopts a complementary combination
of fuzzy calibration processing model and fuzzy inference
analysis model to process data from multiple sensors and
at the same time to ensure the accuracy and reliability of
the data under different risk detection data conditions. The
fuzzy calibration processing model is mainly used to analyze
how many sensors to realize automatic adjustment of data-
related information under the same financial index. By inter-
actively mining the association rules between all corporate
financial indicators, we can finally determine how to choose
a more internationally representative financial enterprise
risk analysis indicator, which is more objective and practical
than traditional analysis methods. Therefore, the early-
warning system proposed in this article has a good operating
effect for financial companies and can achieve the effect of
crisis prevention and the ability to make decisions.

2. Principle and Theory Overview

2.1. Overview of Wireless Sensor Networks. With the contin-
uous progress of current modern microelectronic processing
software technology, computer network processing technol-
ogy, and other modern real-time wireless communication
network information processing technology, low-tech cost
and low-power multifunctional wireless network sensor
monitoring technology has been rapidly developed. Wide-
spread application and development have made it possible
to integrate wireless monitoring object information for
real-time monitoring and collection, data processing, and
real-time wireless communication between man and
machine and other important monitoring functions in a
small cost volume. The connection relationship between
sensors, perceptron and communication detection objects,
and information detection and observers constitute three
basic technical elements of the wireless science physics natu-
ral sensor information science technology network, the per-
ception communication object before detection, and the
detection object after processing. The connection of commu-
nication perception objects after data and communication
connection is the operation of three important technical
components of the wireless science physics natural sensor
information science and technology network. The node itself
is not only the network collector and transmission sender of

the collected information, but also the network router of the
collected information. The collected information data
reaches multiple gateways through multiple routing nodes
[8, 9]. The sink node is a special network node that can com-
municate with the gateway monitoring data center through
the Internet, mobile communication wireless network, satel-
lite, etc. The wireless data sensor node network structure
diagram is shown in Figure 1.

Wireless photoelectric network sensor technology appli-
cation power network, in addition to the common important
basic characteristics that should have many irreversible
mobility, disconnection, power system management capabil-
ities, and technical limitations, it also believes that it should
have many other distinctive features.

2.1.1. Dynamic Network. The relative node of the wireless
network in a sensor relative node acquisition network is very
likely to be randomly and automatically deployed directly.
At the same time, a wireless battery relative node automati-
cally provides a certain amount of energy in the relative
node network. When the energy system of the relative node
cannot be used up automatically or the energy cannot be
automatically detected when the environment in the wireless
network changes, it will directly and automatically cause the
energy system in the relative node to fail or the wireless net-
work failure, and the relative node cannot automatically col-
lect normally. The detected data becomes the relative node
in the process of death of the wireless network. At this time,
a relative topological system structure of a wireless network
is very likely to change. Therefore, a wireless network itself
is a very safe and dynamic relative node collection network
in a sensor relative node collection network [10, 11].

2.1.2. Self-Organizing Network. The location of the topology
of the wireless network sensor system network terminal
nodes cannot be accurately set in advance, and the relation-
ship between neighboring nodes and network neighbors
between nodes cannot be accurately known in advance.
These important network nodes are automatic and inte-
grated. Organizations quickly adapt and combine to form a
new node wireless network. This article has also mentioned
in detail the important node terminal topology and network
structure of the terminal network of the wireless network
node sensor system which are usually dynamically changed,
so due to the automatic and comprehensive organization of
the wireless network node sensor system node terminal net-
work, the nature also makes the need to be more conducive
to quickly adapt to the dynamic changes of this network
topology.

2.1.3. Data-Centric Network. An information network may
directly report to a network node user after a node user
needs to obtain a certain basic geographic information about
an event of a specified network node. This kind of network
usage behavior thought that the specific network node data
itself is directly delivered as information clues for query or
the network transmission node information is indirectly
delivered as clues are more on a behavioral habit that is close
to natural language or information network communication.
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So the usual network sensor that we are talking about is a
natural information network that uses the specific network
node data itself as the information clue query center. The
comparison results of the characteristics of the three fusion
methods are shown in Table 1.

2.2. Overview of Data Mining. Data mining is generally
called enterprise data resource exploration and data mining.
It refers to an important step in the knowledge information
discovery process of enterprise database systems. Specifi-
cally, it refers to a large amount of knowledge data. Through
the use of corresponding MAs, timely and accurate search
and mining are performed to find valuable knowledge infor-
mation that has been hidden or may have been hidden in the
entire data resource information system. In actual commer-
cial data applications, data analysis, and processing algo-
rithms for data model information analysis and mining,
common data models mainly include four types of data anal-
ysis algorithms, classification and periodic data sequence
prediction, clustering, association classes and data sequence
rules, time table, and periodic data sequence. This article will
focus on detailing how to choose the decision tree model as
the four analysis methods of the enterprise classification data
tree [12, 13].

In this mining process, enterprise data needs to fully
consider what exactly the enterprise needs to do at each
key link and each stage of the mining process, specify each
detail of the mining process, and specify each detail pro-
cess, for example, what to mine data, how much massive
data needs to be mined accurately, what data needs to
be mined and to what extent, and which data key basic
knowledge or key factors need to be accurately extracted
as indicators in the entire process of data mining. There-
fore, the preliminary data mining work can be summa-
rized into two main levels. One is the selection of
enterprise data objects and model determination, and the
other is accurate and integrated processing. The purpose
is to collect data that needs to be mined. The enterprise

data model is processed through various groupings, so that
the mining efficiency can be optimized to the maximum,
and finally the actual performance and effect of the enter-
prise mining data model can be simplified to the maxi-
mum. The model is shown in Figure 2.

2.3. Theoretical Analysis of Financial Early Warning. The
theory of early warning of corporate financial crisis is a com-
prehensive theory that includes multiple discipline. It is a
multidisciplinary knowledge covering enterprise risk man-
agement, industrial process control, dynamic information
technology, mathematical modeling, and so on. The research
on the early warning of corporate financial crisis is very sim-
ilar to the research on mining highly trustworthy rules in
intelligent industrial control systems. The early-warning
indicators of financial crisis are equivalent to the equipment
in the industrial control system. When the indicators fluctu-
ate, they are equivalent to the operating attitude of the
industrial equipment. In the event of instability and the fluc-
tuation of financial indicators beyond a certain range, the
system should issue an early warning [14, 15].

According to the management structure, the various
links of enterprise risk management can be designed as
shown in Figure 3.

Data mining must first clean up the data, remove the
abnormal data, then select and integrate the data, and then
transform the data into a type suitable for data mining

Sink node

Internet and satellite

user

Monitoring area

Cluster head node Sensor node

Figure 1: Wireless sensor network architecture.

Table 1: Comparison of different levels of integration.

Characteristic
Pixel-level
fusion

Feature-level
fusion

Decision-level
fusion

Traffic Maximum Medium The smallest

Fault
tolerance

Worst Medium Most

Anti-
interference

Worst Medium Most
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through data transformation. The most important step is to
choose a suitable data mining method to find the data.
Finally, the hidden patterns and laws in the data are dis-
played through pattern evaluation and knowledge represen-
tation. The methods of data mining mainly include the
following:

(1) Classification and Prediction. Classification mining is
a method of distinguishing a large amount of data
according to the established model. The data can
be divided into multiple categories; prediction is to
establish a continuous value function model to deter-
mine the development trend of future data. This is a
method of making predictions.

(2) Clustering. Clustering mining is based on a set of
data objects to be analyzed and automatically aggre-
gates into different categories according to the simi-
larity of the instance attribute values.

(3) Association Rules. Association rule mining is used to
discover useful or meaningful connections hidden in
transaction data sets or relational data sets for users.

(4) Time-Series. Time-series mining is a method of min-
ing sequence objects of values or events obtained by
repeated measurements at different times, and it is
expected to analyze the trend changes of the data.

Other methods include the following: mining complex
data types such as graphics, images, videos, and Web [16,
17]. The refinement of financial management objectives
refers to the specific refinement of corporate financial objec-
tives. The specific financial objectives of financial manage-
ment generally include the specific objectives of corporate
monetary fund income management, the specific objectives
of cost and income management, the objectives of credit pol-
icies, and the improvement of the quality of financial
reports. The goals, etc., are shown in Table 2:

Data collection Database Data mining tools

Visualization tool User decision

Figure 2: Data mining environment.
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Figure 3: Enterprise risk management-integrated framework.
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The financial operation risk automatic identification sys-
tem is an important foundation for strengthening the enter-
prise financial operation risk management. The
identification of risks is also after the enterprise has deter-
mined the relevant financial goals, using various methods
to analyze the internal and external destruction events that
affect the realization of the enterprise’s financial goals. The
working method of financial customer risk information
identification is mainly through various channels and vari-
ous technical means to collect and obtain sufficient and true
customer financial risk information in a timely manner and
to organize, classify, and analyze these financial information
data in a timely manner. To make a preliminary judgment
on the risk of uncertainty, the financial trend chart of a com-
pany in recent years is shown in Figure 4.

3. Simulation and Construction of Financial
Management Early Warning

3.1. MA of Association Rules. Association rule data mining
technology is one of the main application technologies for
big data analysis and mining. Improving the efficiency of asso-
ciation rule mining is a hot topic. The existing various associ-
ated data rule pattern mining and maintenance algorithms
mainly refer to some interactive static pattern mining and
maintenance methods. When the scanning database changes
or the threshold between data support and data confidence is
slightly adjusted, it is always possible. There is a problemwhen
the database and the holding degree are repeatedly calculated
after multiple holding scans. Aiming at the problem of
dynamic maintenance and mining of various associated data
rules after the scanning database and holding thresholds are
changed, this article mainly proposes a method based on asso-
ciated data rules. For a dynamic pattern maintenance MA, it is
first necessary to study an interactive pattern mining mainte-
nance algorithm for associated data rules. The flowchart of
financial crisis early warning is shown in Figure 5.

For the MA, IUA is mainly used here for detailed
description [18, 19]. The IUA algorithm is expressed as fol-
lows:

e kð Þ = y kð Þ − ym kð Þ,

E kð Þ = 1
2 e

2 kð Þ:
ð1Þ

Here, the input contribution is defined as the product
of the input growth rate and its two-period average value
share. Ax = X − xt − 1 represents the change from t − 1 to
t, and v is equal to the average share of input in the
two periods of output. Define the share of each input
value as follows:

α =M+T ,

minLPELM = 1
2 αk k2 + C

1
2〠

n

i=1
γik k2,

h xið Þα = tTi − γTi , i = 1, ˑˑˑˑˑˑˑn,

α =HT I
C

+HHT
� �−1

T:

ð2Þ

This formula was expanded. They divided diversifica-
tion into interindustry diversification and intraindustry
diversification and used EUD (end-user development) to
express the degree of interindustry diversification:

w = 1, F F ∈ 0, 1½ �ð Þ,
F ∈ 0:5, 1ð Þ,

F = 1 – γe − C
Ctotal

����
����, γ ∈ R+,

F = γe − 1 – C
Ctotal

����
����, γ ∈ R+:

ð3Þ

Since there is currently no statistical data on fixed asset
storage locations at the service industry level, the method
we adopted is to first use the perpetual inventory method
to calculate the total capital stock of the tertiary industry
in each year.

E Ti½ � = Pi
m ∗ PrWi−1,

E Ti½ � = 〠
MC

i=0
E Ti½ �,

Max E = fix log2 Nð Þð ÞK = fix log2
N
2

� �� �
:

ð4Þ

Then, use the ratio of fixed asset investment in each
industry to the fixed asset investment in the tertiary indus-
try to estimate the industrial fixed capital stock, which is
the following:

ΔwI
ij kð Þ = −−

∂E kð Þ
∂wI

ij

= e kð Þ ∂ym∂Xj

∂Xj

∂wI
ij

,

e kð Þ ∂ym∂Xj

∂Xj

∂wI
ij

= e kð ÞwO
j Qj kð Þ:

ð5Þ

Regarding the selection of the specific production func-
tion, Jorgensen decomposed the output growth into the
contribution of each input and the remaining total factor

Table 2: List of financial target items.

Project
Merge

Number of current
period

Same period last
year

Main operating
profit

∗∗∗ ∗∗∗

Operating profit ∗∗∗ ∗∗∗

Total profit ∗∗∗ ∗∗∗

Main business
income

∗∗∗ ∗∗∗
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productivity according to the standard growth calculation
formula:

wI
ij kð Þ =wI

ij k − 1ð Þ + μΔwI
ij kð Þ,

x tð Þ = 2 〠
N/2−1

k=1
CKj j cos kw0t + βkð Þ,

x tð Þ = 2 〠
N/2−1

k=1
ak cos kw0tð Þ + bn sin kw0tð Þ:

ð6Þ

According to the idea of multiple linear regression, the
autoregressive moving average model ARMA (n and m)
can be generally expressed as follows:

xt = αt − 〠
m

j=1
θ jαt−j, ð7Þ

in

αt ~ NID 0, δ2a
� �

: ð8Þ

In the process of research and construction of the

financial early-warning risk model, it is necessary to accu-
rately grasp the risks in the financial management of the
risk control company and the functions in the early-
warning system, such as the risk forecast function, the risk
diagnosis function, the risk control function, and the
health management function. The so-called risk prediction
and diagnosis function, for a listed company, tracks a
listed company’s own production, operation, and manage-
ment process and synchronizes with the listed company’s
own scheduled business goals based on the actual progress
of the listed company’s own production, operation, and
operation. It is possible to accurately match each other.
In-depth research and analysis of listed companies them-
selves in terms of production and operation management
may also occur; at the same time, some risk issues and
financial risk predictions are made. The correlation analy-
sis is shown in Table 3.

Through correlation analysis, it is possible to find out the
various factors that really affect the financial risk status of
the enterprise more accurately and to find the problem in
time through comparison with peers. For example, the com-
pany’s internal financial information is analyzed under the
association rule interactive mining strategy, and different
support thresholds and confidence thresholds are set
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Figure 4: The company’s turnover curve of a company in recent years.
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Figure 5: Flowchart of financial crisis warning.
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according to the actual situation of the company and the
industry, which can more accurately find abnormalities in
financial indicators.

3.2. Financial Management Early-Warning Model Based on
Data Mining. Use different correlation cost rule interactive
cost mining analysis algorithm to interactively mine the
main financial potential risks and index costs of Chinese
companies, and find the correlation rules between different
financial index cost systems and in-depth analysis of the real
reasons for the potential financial risks of Chinese compa-
nies. The root cause lays the foundation for enterprises to
get rid of the influence of financial risks [20, 21].

3.2.1. Construction of Risk Concept Hierarchical Tree. A key
means to establish a set of corporate financial indicator risk
analysis model is to build a multilevel structure tree of finan-
cial risk analysis concepts based on the corporate financial
indicator analysis system model. The financial indicator
analysis system mainly includes the actual profitability,
operation, growth, and compensation of an enterprise. Risk
analysis has five aspects of debt business capability and cor-
porate cash flow, each of which contains different concepts
of financial indicators. In the tree in the financial concept
data hierarchy, using the concept generic replacement of
the high concept hierarchy tree and the middle and level
concepts can effectively realize the hierarchical generic
transformation of financial data. The tree in the corporate
financial data risk management concept data hierarchy can
be divided into four layers according to the structure, which
are conceptual levels 0, 1, 2, and 3. Level 0 is the highest level
of the tree, and the top level of the hierarchical tree is
marked according to the connection points. It refers to the
level of corporate financial risk. Level 1 is the second level,
which refers to the five aspects of corporate financial risks,
and level 2 is the third level, which includes comprehensive
key indicators of corporate financial risks. The specific con-
tent includes the following: profit rate, return on investment,
and liquidity asset turnover rate [22, 23]. Level 3 is the low-
est level. Figure 6 is the hierarchical tree structure of the cor-
porate financial risk concept.

3.2.2. Interactive Mining Strategy with Decreasing Support
Threshold. The interactive data mining calculation strategy
of decreasing the risk support range threshold also means
that each level of the data tree based on the risk support hier-
archy needs to correspond to a minimum risk support flow
threshold [24, 25]. The lower the financial index at this level
and the corresponding minimum risk, the lower the thresh-
old for supporting flow. For example, as shown in the figure
above and below, the minimum risk support flow threshold
value of the first and second levels is 20%, and the minimum
risk support flow threshold value of the second and third
levels is 10%. Figure 7 is an interactive data mining calcula-
tion strategy based on the decreasing risk support range
threshold.

When considering the minimum support for the associ-
ation rules between different levels, it should be determined
according to the minimum support of the lower level.

3.2.3. Data Mining and Result Output. Use the interactive
MA of association rules to mine the enterprise financial risk
hierarchical tree layer by layer, adjust the support threshold
for different levels of mining according to the user’s require-
ments, and finally get the result that the user is satisfied with.

3.3. Experimental Simulation of Financial Management
Early Warning. Through long-term empirical analysis and
research, we can test the scientific validity of China’s
financial crisis monitoring and early-warning processing
index system and establish and construct an effective set
of China’s dynamic long-term financial crisis based on
China’s financial crisis monitoring and early-warning indi-
cator model and crisis early-warning processing proce-
dures, monitoring, and early-warning system. One is
unilateral. For listed companies that have experienced con-
tinuous major financial crises, long-term empirical analysis
can be used to find the main source that may affect the
further aggravation and deterioration of listed companies’
financial asset crises. On the other hand, we can compre-
hensively use the public financial data of many existing
listed companies in China to predict the next listed com-
pany that is most likely to continue to have a major finan-
cial crisis this year and provide corporate managers with
auxiliary decision-making support for corporate develop-
ment strategies. It can also provide a basis for investors’
investment decisions [26].

The cleaning of sample data is to eliminate outliers of all
variables, because the existence of outliers will affect our
descriptive analysis of enterprise financial crisis early warn-
ing and cause great deviations. Therefore, before discretizing
and reconstructing the sample data, we analyzed all the
values of each variable and eliminated the abnormal data.
The purpose of database reconstruction is to discretize the
continuous data of financial crisis warning indicators and
transform them into discrete financial indicator data suitable
for mining association rules. Since the distribution of each
financial indicator variable in the data set composed of
financial data of different companies is basically a normal
distribution, we choose to use the normal distribution and
other area division methods to discretize continuous vari-
ables. In this chapter, according to the distribution of each
variable, the 1/5, 2/5, 3/5, and 4/5 points of the function dis-
cretize each financial indicator variable into 5 levels. Table 4
is the database.

The key to establishing a corporate financial risk anal-
ysis model is to build a risk concept hierarchy tree based
on the financial indicator system. The financial indicator

Table 3: Association analysis.

Financial
indicator

Current
ratio

Inventory
turnover

Assets and
liabilities

Net sales
profit margin

Strong
association
rules

≤1.6 ≤2.4 ≥58% ≤6%

Support 70% 65% 58% 80%

Confidence 55% 75% 66% 60%
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system includes analysis of the company’s profitability,
operation, growth, solvency, and cash flow. Each module
includes different financial indicator concepts. In the con-
cept hierarchy tree, the generalization of the data can be
achieved by replacing the low-level concepts with high-
level concepts. The hierarchical tree structure of the finan-
cial risk concept is divided into four levels, namely, levels
0, 1, 2. and 3. Level 0 is the highest level and is the root
node mark of the tree, which refers to the level of corpo-
rate financial risk. Level 1 is the second level, which refers
to the five aspects of corporate financial risks, and level 2
is the third level, which includes comprehensive key indi-
cators of corporate financial risks. The specific content
includes the following: profitability, return on investment,
and liquidity asset turnover. Level 3 is the lowest level
and is the index level that describes the most specific con-
cept of financial risk. The specific content includes the fol-
lowing: gross profit margin, net profit margin, earnings
per share, and account receivable turnover rate. According
to the requirements of modern corporate governance
structure and equity structure, corresponding auxiliary
financial indicators have been added, such as the actual
controller of the listed company, the shareholding ratio
of major shareholders, CR3 index, Z index, and corporate
management structure indicators in the corporate equity
structure indicators. Figure 8 shows the number of board
members in the board, and the proportion of board shares
were held in the board, etc..

A new type of enterprise financial asset crisis informa-
tion early-warning data model is dynamically analyzed and
maintained according to the mining time rule sequence. Fre-
quent data mining of relevant financial index data in the past
period of time can be performed frequently to mine the first
excavation time and node-related finances. The data will
then be added and mined based on the subsequent mining
time and the relevant financial data of the node, and then,
the financial incremental data mining will be carried out.
In addition, it is also possible to set different data support
benchmark thresholds and different confidence benchmark
thresholds, make comprehensive adjustments to the data
mining results you want, find a number of frequent mining
patterns and time rule values that meet the requirements
of the enterprise financial crisis data early-warning model
indicators, and comprehensively analyze the final data min-
ing results.

4. Experimental Results and Analysis

4.1. Anticipating a Financial Crisis. The financial crisis of an
enterprise is an evolving process for a period of time. It is a
concept of a period. There is a crisis from the initial stage to
the gradual deterioration and finally to the stage of corporate
bankruptcy. After empirical research and rule screening, this
article proposes a combination of qualitative analysis and
quantitative analysis to determine the degree of corporate
crisis and different stages. Qualitative analysis is to judge

Financial risk

Profitability Operating
capacity Growth ability Solvency cash flow

Profit margin Fixed asset
turnover rate

Revenue growth
rate

Long-term
solvency

Cash flow
solvency ratio

Figure 6: Hierarchical tree structure diagram of corporate financial risk concept.

Solvency

Long-term
solvency

Short-term
solvency

Current ratio Quick ratio Cash ratio Shareholders'
equity ratio

Interest payment
multiple

Assets and
liabilities

Figure 7: Interactive mining strategy with decreasing support threshold.
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the degree of crisis of the enterprise according to the devel-
opment trend of the rules; quantitative analysis is to finally
determine the crisis stage of the enterprise by calculating
the crisis coefficient. The financial forecast of the company
is shown in Figure 9.

4.1.1. Qualitative Analysis Method

(1) If the rule is low in the antecedent and high in the
latter, then the corporate crisis will be aggravated;
conversely, if the antecedent is high and the latter
is low, the corporate crisis will be alleviated

(2) If the rules are always at level 1, the degree of corpo-
rate crisis is relatively light. If the rules are always at
the level of 3, the degree of corporate crisis is moder-
ate. If the rules are always at the level of 5, the com-
pany is on the verge of bankruptcy

(3) If the regular distribution is relatively scattered, then
the method of quantitative analysis is adopted

4.1.2. Quantitative Analysis Method. The comprehensive
factor method is used to calculate the crisis coefficient, and
the crisis coefficient formula is used to calculate the specific
degree of the corporate financial crisis.

Table 4: A company’s original financial database.

Stock code Stock name Earnings per share Cash flow per share Roe Net interest rate Account receivable turnover rate

000595 ∗ST west axis -0.1 0.34 -10.25 -27.66 0.25

000607 ∗ST Huakong -0.2 -0.58 -11.23 -0.55 0.67

001542 ∗ST Tianrun -0.05 0.65 -6.89 -10.65 4.58

001285 ∗ST Furi -0.11 0.25 -5.23 -3.65 3.25
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Figure 8: A graph of various financial data of a certain company.
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In this case, the relevant personnel will determine the
specific interpretation and evaluation methods based on
the success or failure of the mining operation results. How-
ever, in the process of using data, analysts will want to be
able to evaluate the results in order to make the data success-
ful in the process. In the process of mining data, relevant
personnel need to consider the following issues: the operat-
ing model is better than the model on the data set; the accu-
racy of the model is better than the accuracy of other
models; the model is mainly based on the sample model,
but the actual process will be far behind the mold time.

Through the comprehensive analysis of big data with
interrelated rules, some large companies have realized the
analysis and classification of the data obtained in the current
actual test by comparing the big data with their counterparts
in other industries. Highly improve the practical application,
importance, and feasibility of the entire enterprise financial
risk early-warning system in the analysis of data classifica-
tion of the entire enterprise’s financial index status informa-
tion and the enterprise’s financial index decision-making
risk management.

4.2. Decision-Making Suggestions for Predicting Financial
Crisis. This article selects six types of corporate development
trends for research, mainly include the following: two years
of profit after the first year of loss; two years of loss in the
first two years of profit in the third year; loss of the first
two years of loss in the third year; two years after the first
year of profit; annual loss, profit in the first two years, loss
in the third year, profit in the first two years, and profit in
the third year. Generally, it can be classified into two types
of trends, namely, from loss to profit and from profit to loss.
The focus is on the future development and change trend of
the company’s losses, and the development trend chart is
shown in Figure 10.

It can be seen that the company’s current ratio, inven-
tory turnover ratio, asset-liability ratio, and net sales profit
are higher, and the thresholds of support and confidence
are higher than 50%, indicating that the company’s various
financial indicators have a strong correlation with each

other. Based on the data results tested, relevant personnel
can make further corresponding decisions based on the suc-
cess or failure of the mining operation results and give spe-
cific explanations and evaluations. According to the actual
financial indicators of various industry companies and com-
panies in different financial industries, setting different com-
parison values on the threshold comparison value of the
entire enterprise financial support data index table and the
entire enterprise financial confidence data index threshold
can be more accurate. Timely discover the abnormal situa-
tion of various financial indicators in the process of analyz-
ing the financial status indicator information of the entire
enterprise. For the staff of the company’s financial depart-
ment, the next step is to dig and analyze. The financial
early-warning model itself, which is the operating model
used in this data test, explores and analyzes whether it is
truly superior to the model on the data set. It needs to be
analyzed from the test results whether the accuracy of this
model is better than other models, and its prediction accu-
racy rate of financial crisis reached 62.35%.

5. Conclusion

With the rapid development of China’s capital market,
enterprises are facing a fierce market competition environ-
ment, and strengthening enterprise risk management has
become a topic that modern enterprises must face. This
paper proposes a financial management analysis method
based on wireless sensor networks and data mining and a
financial crisis early-warning method based on time series
dynamic maintenance. It actively explores the key factors
affecting corporate financial risks, and according to the trend
of changes in financial indicators, it is the company’s possi-
ble financial early-warning of the crisis. It is proposed to
apply association rule interactive MA (methanandamide)
to enterprise financial risk analysis. This article mainly dis-
cusses the use of a financial research theory method of inter-
active cross-comprehensive data mining by associating
multiple financial management rules, selecting a wider range
of important related financial indicators in related financial
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management, and comprehensively mining all related finan-
cial indicators through interaction. Based on various related
financial rules, we can finally determine how to comprehen-
sively select more and a certain international and representa-
tive important financial indicator as a risk assessment
financial indicator, which is more objective than traditional
analysis methods. Real application significance: when data
mining correctly analyzes corporate financial data risks, it
will go through the following main steps: data mining anal-
ysis object, data analysis preparation, establishment of anal-
ysis model, data comprehensive mining, and result data
analysis. Only by doing the work of these stages correctly
can the financial risks be accurately applied. In short, the
establishment of a financial early-warning system can pro-
vide more unpredictability to the company’s investor man-
agement and always guide the company’s financial
department to make more scientific and feasible project
management decisions. For all employees of the company’s
financial department, the most important point is to be able
to reflect and present relevant information about the com-
pany’s true existence value in a timely manner, so that the
company’s senior leaders and other investors can receive
early information about the company’s potential important
warning of financial crisis. However, this article still has
some algorithm flaws. Data mining methods can be further
studied to improve the efficiency of data mining to meet
the needs of large-scale database mining.
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Aiming at the lack of search depth of traditional genetic algorithm in automobile assembly line balance optimization, an improved
genetic algorithm based on bagging integrated clustering is proposed for balance optimization. Through the integrated learning of
several K-means algorithm based learners through bagging, a population clustering analysis method based on bagging integrated
clustering algorithm is established, and then, a dual objective automobile assembly line balance optimization model is established.
The population clustering analysis method is used to improve the intersection link of genetic algorithm to improve the search
depth. The effectiveness and search performance of the improved genetic algorithm in solving the double objective assembly
line balance problem are verified in an example.

1. Introduction

In today’s global economy, every manufacturing company is
competing fiercely in an open, continuously changing, and
unpredictable global market. In the face of individualized
and diversified customer needs and rapidly changing market
demands, manufacturing companies must make every effort
to continuously shorten product delivery times, improve
product quality, reduce product prices, and provide the
highest quality services to improve competitiveness, which
is particularly evident for automotive manufacturers.

To improve the competitiveness of enterprises, automo-
tive OEMs have commonly adopted the mixed-flow
manufacturing technology, whose production operation
control is based on the famous Just In Time (JIT) system
[1] and Toyota Production System (TPS) [2]. The mixed-
flow manufacturing system adopts a series of advanced man-
agement methods and technologies such as flexible process
routes and kanban mechanisms to reduce production assis-
tance time, improve production efficiency, reduce indirect
costs such as logistics and inventory in production, enable
the system to respond quickly to changes in market demand,

and make timely adjustments by using order-driven produc-
tion and JIT methods to reduce work-in-process inventory.

Improving the productivity of the assembly line is the
main focus of research in the actual production. Assembly
is a process that combines manufacturing and information
control, and a well-designed assembly line balancing solu-
tion can make the assembly line operate efficiently and reli-
ably, thus improving productivity and increasing enterprise
efficiency. Assembly line balancing problems are divided
into three categories according to different optimization
objectives [3]: (1) the optimal number of workstations with
a certain production rate, (2) the optimal production rate
with a fixed number of workstations, and (3) the optimal
smoothing factor with a known number of workstations.
The assembly line balancing problem is a typical nondeter-
ministic polynomial problem with high requirements for
the solution algorithm, which is mainly based on genetic
algorithms and other heuristic algorithms in recent years.

Although the mixed-flow manufacturing system has
improved and upgraded the traditional manufacturing sys-
tem in many aspects such as flexible process routes, equip-
ment layout, and inventory reduction, in order to adapt to
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the changing market demand, the production mode adopts a
multivariety and small-lot approach, and the system must be
constantly adjusted according to the changes in demand, so
the system cannot remain stable for a long time, and the pro-
duction varieties brought by the production of new products
and discontinuation of old products are inevitable [4].
Therefore, the system cannot remain stable for a long time,
and the changes in production varieties, process flow adjust-
ment, layout changes of assembly line stations and equip-
ment, and material distribution system adjustment and
upgrade are inevitable. Therefore, this paper takes the auto-
motive mixed-flow assembly workshop as the application
object, which is aimed at reducing costs and improving effi-
ciency, and focuses on key issues such as the balance of the
assembly and bilateral distribution lines and the optimiza-
tion of internal logistics in the production workshop.

In summary, scholars have improved the genetic algo-
rithm in terms of coding, decoding, crossover, variation,
and selection, but they have not considered the improve-
ment of the algorithm from the biological point of view that
inbreeding cannot reproduce. In order to improve the search
depth of the genetic algorithm, I established a bagging inte-
grated clustering method to analyze the kinship between
individuals in the population, and based on this method, I
improved the crossover link of the genetic algorithm to
improve the search depth of the algorithm and obtain a bet-
ter feasible solution in the biobjective assembly line equilib-
rium optimization problem.

2. Related Work

An improved genetic algorithm based on multilevel random
assignment coding is proposed for the large-scale mixed-
flow U-shape assembly line balancing problem, which can
accurately find the better solution of the problem while
reducing the computational complexity [5]. For the assem-
bly line balancing problem, a multiple population genetic
algorithm based on feasible job sequences is proposed to
expand the search space and effectively avoid the local opti-
mum situation. The improved genetic algorithm based on
hormone regulation mechanism and the selection, crossover,
and variation operators are designed to solve the model of
mixed assembly line balancing problem with one station
and multiple products, which improves the performance of
the algorithm [6]. Combined with the characteristics of
genetic algorithm and mixed-flow assembly line, the initial
population generation, visualization operation, crossover,
and variation operation and probability setting of genetic
algorithm are improved, and the population expansion
mechanism is proposed to improve the global search capa-
bility of the algorithm. [7] analyzed the problem of prema-
ture maturity of traditional genetic algorithms with limited
population size and proposed and implemented a hybrid
genetic algorithm incorporating improved genetic operator
strategy and the idea of simulated annealing. [8] designed
an improved genetic algorithm based on natural number
sequence and topological sorting to protect good genes by
improving crossover and mutation operations when solving
the model and proposed a population expansion mecha-

nism, which achieved significant results in terms of solution
efficiency and solution quality. [9] proposed a stochastic
assembly line equilibrium optimization method based on
the station complexity measure and used an improved
genetic algorithm based on the dynamic step method to
optimize the solution. [10] proposed a two-population
genetic algorithm and designed the coding and decoding
based on the priority association matrix, as well as the fitness
design, cross-selection, and variation operators, which were
effective in solving the assembly line balancing problem.
[11] proposed an improved bipopulation genetic algorithm
for product family assembly line and also proposed a new
decoding algorithm to make up for the shortcomings of tra-
ditional decoding methods, which accelerates the search
speed of the algorithm.

In [12], the TALBP problem was first proposed in 1993,
and a TALBPmathematical model considering the underlying
constraints was given, and a heuristic algorithm using the
“first adaptation principle” was designed for the model solu-
tion. In [13], a biobjective 0-1 integer programming model
was proposed to solve the U-shaped bilateral assembly line
balancing problem. A genetic encoding and decoding scheme
for the class I bilateral assembly line balancing problem was
designed, as well as a genetic operator suitable for this prob-
lem, and its applicability and scalability were discussed.

[14] developed an efficient task assignment procedure
for the bilateral assembly line balancing problem, assigning
a group of tasks at a time instead of one task, emphasizing
maximizing work relevance, and maximizing work slack,
which is particularly relevant for bilateral assembly lines.
[15] developed a mathematical model for the class II bilat-
eral assembly line balancing problem and proposed a heuris-
tic algorithm that first groups task together based on graph
depth-first search and then use a series of heuristic rules to
select the group for assignment. In [16], the original genetic
algorithm was improved by introducing sequences, tasks,
and their operational orientations to improve the method
of encoding combinations, designing crossover and varia-
tional operators adapted to the bilateral assembly line balan-
cing problem, adjusting the encoding according to the order
constraint before and after the tasks, making the solution
space of the algorithm all feasible solutions, improving the
efficiency of the search, and verifying the algorithm with
basic arithmetic examples. [17] proposed a branch-and-
bound method for the exact solution of the bilateral assem-
bly line balancing problem. [18] designed a new branch-
and-bound algorithm to solve the first class of bilateral
assembly line balancing problems by first defining two oppo-
site pairs of stations as positions, then relaxing the bilateral
assembly line (TAL) to a single-sided assembly line (OAL),
computing some new lower bounds for the positions, and
extending the first class (OALB-1) of the one-sided assembly
line balancing problem with dominant and approximate
rules and incorporated them into a workstation-oriented
assignment procedure for the TALB-1 problem, and experi-
mental results show that the algorithm is effective.

[19] proposed a new ant colony-based heuristic algo-
rithm to solve the first class of bilateral assembly line balan-
cing problems and showed how to solve the TALB problem
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using the ant colony heuristic algorithm. [20] established a
mathematical model for the second type of TALBP problem
and proposed a new genetic algorithm for model solving, in
which local search and steady-state reproduction strategies
are used to promote population diversity and improve the
efficiency of the search.

[21] proposed a forbidden search algorithm that inte-
grates two optimization objectives, line efficiency, and
smoothness, for the TALBP problem, and computational
results show that the algorithm performs well. [22] established
a mathematical planning model to formally describe the bilat-
eral assembly line balancing problem and proposed an ant col-
ony optimization algorithm to solve this problem, in which
two ants work simultaneously on both sides of the line to
obtain a solution that verifies the sequential order, operation
orientation, area, and synchronization constraints in the
assembly process, and the computational results of numerical
examples demonstrate its superior performance. [23] studied
that in real life, especially in manual assembly lines, tasks
may have different execution times and task time variations
may be caused by machine failures, loss of motivation, lack
of training, unqualified operators, complex tasks, environ-
ments, etc. The stochastic task time bilateral assembly line bal-
ancing problem is investigated, a chance constrained
segmented linear mixed integer programming (CPMIP) is
proposed to model it, a simulated annealing algorithm is
designed to solve it, and the computational results show the
effectiveness of the CPMIP and SA algorithms.

3. Overview of Automotive Mixed-Flow
Production Systems

3.1. Definition and Characteristics of Mixed-Flow
Production.Mixed-flow production is a scientific production
method that takes into account the variety, equipment load,
output, and working hours. It is able to arrange the produc-
tion sequence scientifically on an assembly line for multiple
product varieties with high similarity of process flow and
production operation methods and implement rhythmic
and proportional mixed continuous flow production. Com-
pared with a single product line, the mixed-flow production
system has higher flexibility and has been widely used in the
automotive and home appliance industries.

The mixed-flow manufacturing model is generally based
on the traditional Just-In-Time (JIT) ideological principle,
which requires that the required parts arrive where they
are needed, in the required quantity, at the required
moment, with the following key features:

(1) Customer Demand Pull Drive. In order to respond
quickly to customer demand and improve the ability
to adapt to changes in customer demand, the daily
production schedule on the mixed-flow line is
updated according to the amount of customer
demand and variety combinations, and the daily
production schedule is optimally sequenced to
achieve balanced production line capacity, with the
entire production pulled by the final assembly
process.

(2) Linear Manufacturing. This reduces the WIP queue,
reduces production bottlenecks, and smooths out
demand fluctuations.

(3) Beat-Based (TAKT) Production. The production line
beat is determined based on the production time on
the mixed-flow line, and the production cycle time is
the same for each station, thus smoothing produc-
tion and eliminating production bottlenecks.

(4) Total Quality Management. Total quality manage-
ment is implemented on the production line, and
quality inspection is performed by production per-
sonnel in the relevant processes. Quality inspection
is closely integrated with the production process,
enabling timely detection of problems, significantly
reducing scrap and rework, and ensuring high qual-
ity products at the lowest cost.

(5) Just-In-Time Replenishment System. Materials are
sent directly to the consumption point on demand
and on time, and material replenishment is driven
by kanban signals, which can reduce the capital
occupation of raw material inventory, ensure strate-
gic partnership with suppliers, guarantee high qual-
ity and low cost, and significantly improve
inventory turnover rate.

3.2. Process Flow of Automotive Mixed-Flow Production. The
automotive assembly line system is generally an organic
whole composed of conveying equipment (air suspension
and ground) and specialized equipment (such as lifting,
turning, press fitting, heating or cooling, testing, and bolt
and nut fastening equipment), including complete vehicle
assembly line (process chain, driven by multiple motors),
body conveyor line, reserve line, and lift. The automotive
mixed-flow assembly line is large in scale, with many sta-
tions, equipment, and personnel, and is generally divided
into a main assembly line and several subassembly lines [24].

4. Clustering Analysis of Populations Based on
Bagging Integrated Clustering

In order to improve the search depth of the genetic algo-
rithm, the author proposes a bagging integrated clustering
algorithm, which integrates several K-means algorithm-
based learners with bagging, and after a voting mechanism,
the class to which each population individual belongs.

4.1. K-Means Clustering Algorithm. The K-means algorithm
is based on the principle of minimizing the sum of squares of
the distances from all samples of the cluster to the cluster
center and is the classical hard clustering algorithm.

The clustering criterion function used by the K-means
clustering algorithm is the error sum-of-squares criterion:

Jk = 〠
K

j=1
〠
nj

k=1
xk −mj

 2: ð1Þ
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To optimize the clustering results, the criterion should
be minimized.

In the first step, given n mixed samples, let I = 1, which
denotes the number of iterations, and K initial aggregation
centers are selected ZjðIÞ, j = 1, 2,⋯, K .

In the second step, calculate the distance of each sample
from the aggregation center Dðxk, ZjðIÞÞ, k = 1, 2,⋯, n, j = 1.

If Dðxk, ZjðIÞÞ =min and Dðxk, ZjðIÞÞ, k = 1, 2,⋯, n,
then xk ∈wi.

In the third step, K new aggregation centers are

calculated,ZjðI + 1Þ = 1/n∑ni
k=1x

ðjÞ
k , j = 1, 2,⋯, K .

In the fourth step, determine if ZjðI + 1Þ ≠ ZjðIÞ, j = 1, 2
,⋯, K ; then, assign I + 1 to I and return to step 2; otherwise,
the algorithm ends.

The author’s K-means clustering algorithm adopts a
batch processing method to select and adjust the initial clas-
sification, and the representative point is the clustering cen-
ter. After selecting a batch of representative points, the
distance from other samples to the clustering center is calcu-
lated, and all samples are grouped into the nearest center
point to form the initial classification, and then, the cluster-
ing center is recalculated.

4.2. K-Means Integration Clustering

4.2.1. Integrated Learning. Integrated learning is a combina-
tion of learning using several learners. Several individual
learners are selected first and then combined using some
combination methods. Many classical machine learning
algorithms, such as the random forest method, are built
using integrated learning. The random forest method is inte-
grated by several decision tree algorithms, and such individ-
ual learners are called base learners. The integration learning
structure is shown in Figure 1.

4.2.2. Bootstrap. To obtain an integration with high general-
ization performance, the individual learners in the integra-
tion should be as independent as possible from each other.
Bootstrap is a resampling technique in statistical learning,
and this seemingly simple approach has had a profound
impact on many subsequent techniques. Methods such as
bagging and AdaBoost in machine learning actually embody
the idea of Bootstrap.

In statistics, one is faced with a sample, which has signif-
icant uncertainty. It is because of the existence of uncertainty
that statistics can live and die, and the meaning of statistics is
to infer the total from the sample. The Bootstrap method
was originally proposed by Efron, a professor of statistics
at Stanford University, in 1977. As a new statistical method
for augmenting samples, the Bootstrap method provides a
good idea for integrated learning of sampling.

4.2.3. Bagging. Bagging is the most famous representative of
the parallel integrated learning method. Given a data set
with sample size n, a sample is first randomly taken out
and put into the sampling set and then put back into the ini-
tial data set so that the sample may still be selected in the
next sampling. Some samples in the initial training set
appear in the sampling set several times, while some never
appear. Repeating the sampling process T times, we obtain
T Bootstrap samples with sample size v, denoted as Di = ð
x1, x2,⋯, xvÞ, i = 1, 2,⋯, T .

The basic process of bagging is to sample T sets of v
training samples, then train a base learner based on each
set, and then combine these base learners. When combining
the results, bagging usually uses the voting principle.

4.2.4. K-Means Integrated Clustering Algorithm. K-means
clustering algorithms are unsupervised learning in machine
learning, i.e., they use unlabeled data for learning. Integra-
tion learning uses multiple base learners to reduce the bias
and variance in the generalization error of the model. Com-
bining the above two concepts is unsupervised integration
learning, i.e., using integration algorithms on unlabeled data.

Combining K-means with bagging to generate K-means
integrated clustering algorithm, the specific flow of the algo-
rithm is shown in Figure 2.

In the first step, the initial training set is randomly sam-
pled v times with put-back in a Bootstrap manner, and the
sampling process is repeated T − 1 times to sample T − 1
bootstrap sets containing v training samples, denoted as Di
= ðx1, x2,⋯, xvÞ, i = 1, 2,⋯, T − 1.

In the second step, since there are unsampled samples,
when each sample needs to be categorized, all the remaining
unsampled w samples need to be taken out to form the last
sample set, denoted as DT = ðx1, x2,⋯, xwÞ; then, the total
sample set is denoted as follows:

Output

Individual learner 1

Individual learner 2 

Individual learner T 

Combination
module 

.

.

.

Figure 1: Structure of integrated learning.
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Di =
x1, x2,⋯, xvð Þ i = 1, 2,⋯, T − 1,
x1, x2,⋯, xwð Þ i = T:

(
ð2Þ

In the third step, the T sample sets are individually
trained with K-means base learners for clustering; let the ini-
tial training set sample number be z and the number of clus-
tering categories be K . A z-K dimensional matrix is
established to record the voting of each individual learner
for each sample clustering category, and the number s in col-
umn j of row i indicates that there are s base learners classi-
fying the ith sample as the jth category.

In the fourth step, the final clustering category of each
sample is decided according to the established z-K dimen-
sional matrix according to the voting rule. The final category
of the sample is determined by the category with the highest
number of votes, and if there are categories with the same
number of votes, one of them is randomly selected as the
final clustering category of the sample.

5. Mathematical Model for Biobjective
Assembly Line Equilibrium Optimization

The author establishes a biobjective assembly line equilib-
rium optimization model with the constraints of fixed num-

ber of workstations and priority relationship of job elements
and the assembly line production beat and smoothing factor
as the optimization objectives.

5.1. Binding Conditions. C is the production beat, I is the set
of job elements, J is the set of workstations, n is the number
of job elements, mi is the actual number of workstations for
the ith individual in the population, M is the number of
identified workstations, jk is the set of job elements for the
kth workstation, and k ∈ ð1,MÞ.

X is a one-dimensional vector, which represents the
ordering of each assembly operation element. If x = ½x1, x2,
⋯, xn�, xi satisfying all constraints is the feasible solution.
X is an n ·m-dimensional matrix, representing the allocation
of each assembly operation element on the workstation. For
Xði, kÞ ∈X, if Xði, kÞ = 1, it means that the assembly opera-
tion element I is allocated on the workstation K . If Xði, kÞ
= 0, it indicates that the assembly operation element I is
not assigned to workstation K . PPred is n × 2-dimensional
priority relation set, and PPredði, 1Þ is the preorder operation
element of PPredði, 2Þ. P is the n · n-dimensional priority
relation matrix. For pðk, iÞ ∈ p, if pðk, iÞ = 1, it means that
K is the preorder operation element of I. If pðk, iÞ = 0, it
indicates that K is a subsequent job element of I. ti is the
operation time of the ith operation element.

K-means cluster 1

K-means cluster 2

K-means cluster T

Bagging integration Cluster clean
fruit 

.

.

.

Voting
rules 

Figure 2: K-means integrated clustering algorithm flow.
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In the actual production of enterprises, the assembly line
has often been established. If it is reconstructed or expanded,
the cost is high, so the number of workstations is certain.

Each job element can only be assigned to one worksta-
tion, i.e.,

〠
M

k=1
X i, kð Þ = 1 i = 1, 2,⋯, n: ð3Þ

To allocate job elements under the condition of meeting
the priority relationship, i.e.,

〠
M

k=1
k X a, kð Þ − X b, kð Þ½ � ≤ 0 ∀ a, bð Þ ∈ PPred: ð4Þ

The total operation time of each workstation is less than
or equal to the production beat, i.e.,

〠
n

i=1
tiX i, kð Þ ≤ C k = 1, 2,⋯,M: ð5Þ

The number of workstations is certain, i.e.,

mi =M ∀i ∈ 1, 2,⋯, nð Þ: ð6Þ

0 2 4 6 8 10 12
Genetic algebra

119

120

121

122

123

124

125

126

127

Pr
od

uc
tio

n 
be

at
 (S

)

Quxian

Figure 4: Production beat optimization process.

0 10 20 30 40 50
Genetic algebra

18

18.5

19

19.5

20

20.5

21

21.5

22

22.5

Sm
oo

th
in

g 
fa

ct
or

Quxian

Figure 5: Smoothing factor optimization process.

6 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

5.2. Optimization Goals. The author chooses the optimiza-
tion objectives as the production beat C and the smoothing
factor si, because reducing the production beat C can play
a role in reducing the total idle time, while the smoothing
factor si is an index to evaluate the load balance of the
assembly line, which serves to improve the utilization of per-
sonnel and equipment. The optimization objective is defined
as min c, min si.

The production beat C is defined as the maximum value
of the workstation operating time and is the operating time
of the kth workstation; then, we have Tk.

C =max Tk k ∈ 1,Mð Þ: ð7Þ

The smoothing factor si is as follows:

SI =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑M

k=1 T kð Þ − C½ �2
M

s
: ð8Þ

6. Example Analysis

In order to verify the depth search capability of the author’s
algorithm, an automotive transmission assembly line is used
as an example for the equilibrium optimization of this
assembly line. The automobile transmission assembly body
consists of three main parts, the number of operational ele-
ments n = 27, and the priority relationship is shown in
Figure 3. The workstations of the assembly line are already
established, with the number of workstations M = 12, which
would be costly to modify or expand. The equilibrium opti-
mization of this assembly line is carried out with the con-
straint that the number of workstations is fixed at M = 12,
and the production beat C and the smoothing factor SI are
used as the optimization objectives, and the proposed
improved genetic algorithm is used to solve the problem
and improve the search depth.

6.1. Biobjective Optimization Solution. MATLAB 2015b was
used to program the solution, and the parameters of the

mathematical model were set as follows: fixed number of
workstations M = 12, crossover probability Pc = 0:6, varia-
tion probability Pm = 0:05, number of genetic generations
G = 50, number of populations S = 200, and initial value of
production beat C = 130 s.

When T = 5, v = 60, and K = 3 are set, the optimization
processes of production beat C and smoothing factor SI
are shown in Figures 4 and 5, respectively. The optimization
process records the optimal values of C and SI in each gen-
eration of the population.

As can be seen in Figures 4 and 5, both objectives are
optimized. The production beat optimization is relatively
easy, and the final optimized value is obtained within 5 gen-
erations. The smoothing factor is continuously optimized
and converges after 40 generations without premature con-
vergence. Some representative and excellent solutions are
selected and shown in Tables 1 and 2.

As can be seen from Tables 1 and 2, both the production
beat C and the smoothing factor SI are optimized to improve
the assembly efficiency and reduce the total idle time, and
the algorithm performs a deep search for feasible solutions
and optimizes several better solutions.

6.2. Program Comparison. The improved genetic algorithm
based on bagging integrated clustering has different search
depths for different settings of the main parameters, includ-
ing T , v, and K . To demonstrate that the improved genetic
algorithm does improve the search depth, a comparison test
is performed with different settings of the parameters. The

Table 1: Assignment scheme for job element 1.

Workstation
Contains job
elements

Optimized
production beat/S

Smoothing
factor

1 1, 2, 16, 5

120 18.3573

2 11, 21, 22, 12

3 17, 6, 7, 8

4 13

5 14

6 9

7 10, 3, 15, 23

8 18

9 19

10 20

11 24, 4, 25

12 26, 27

Table 2: Assignment scheme for job element 2.

Workstation
Contains job
elements

Optimized
production beat/S

Smoothing
factor

1 1, 2, 5, 11

120 18.3899

2 16, 17, 3, 6

3 21, 12, 7, 8

4 9

5 13

6 14

7 10, 22, 23, 15

8 18

9 19

10 20

11 24, 4, 25

12 26, 27

Table 3: Comparison of solutions.

Parameter Production beat/S Smoothing factor

T = 5, v = 60, K = 3 120 18.3573

T = 5, v = 80, K = 5 120 18.2672

T = 7, v = 60, K = 5 120 18.4307

T = 7, v = 80, K = 3 120 18.4062

Not improved 120 19.7127
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first is to optimize the genetic algorithm given different T , v,
and K , and the second is to use the unimproved genetic algo-
rithm to solve the problem. The solution with the smallest
sum of the two objective values is taken as the representative
for multiple comparison tests, and the comparison results
are shown in Table 3.

From the analysis in Table 3, it can be seen that the opti-
mized solution of production beat C is the same for each
group of experiments, while the optimized solution of
smoothing factor SI is different, which indicates that from
the perspective of a single optimization objective, the opti-
mization of production beat is easier, while the optimization
of smoothing factor is more difficult, and the search depths
are different for different parameter settings. Comparing
the results of each group of experiments, the optimized solu-
tions with the improved genetic algorithm do not have the
same results under different parameter settings, and the
search depths are different; on the whole, the optimized
solutions with the improved genetic algorithm are signifi-
cantly better than the unimproved genetic algorithm. In
summary, the improved genetic algorithm based on bagging
integrated clustering has a deeper search depth and can
obtain better solutions than the unimproved genetic
algorithm.

7. Conclusions

The author established a population clustering analysis
method based on the bagging integrated clustering algo-
rithm from the perspective of the fact that close relatives
cannot cross over in biology, used this method to determine
whether two individuals in a population are close relatives,
and then improved the crossover rule of the genetic algo-
rithm. A dual-objective assembly line balancing model was
developed with production beat and smoothing factor as
the optimization objectives, and the improved genetic algo-
rithm was applied to the dual-objective assembly line balan-
cing example. The example shows that the improved genetic
algorithm effectively improves the depth-seeking ability of
the algorithm compared with the unimproved genetic
algorithm.
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The datasets used during the current study are available
from the corresponding author on reasonable request.
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Chinese Ming-style furniture is the first of the three major furnitures in the world, which has high artistic value and complete
structural system. The protection of Ming-style furniture and making its design show vitality that has always been a research
topic in China and even in the world. Based on 3D virtual simulation technology, this paper uses 3D scanning reverse data
acquisition technology and intelligent operation of computer engine to realize big data simulation and develops the design
software of Ming furniture. By means of computer information technology, we interpret and present the structural thinking
and design concept of Ming furniture and transform it into design program software. This has formed a system-wide
educational software operation platform for knowledge reserve, thinking training, design and application, and achievement
transformation. By applying the mechanism strategy of production and teaching to the talent training plan of colleges and
universities, the underlying logic of talent training, technical management, and production management that can open up the
innovative industry of Ming furniture is also constructed. After experimenting with the platform software, students are able to
understand the relationship between the structure and form of Ming furniture and can design new styles that fit the logic of
Ming furniture shapes as they prefer.

1. Introduction

Chinese Ming furniture is one of the top three pieces of fur-
niture in the world, with high artistic value and a complete
construction system. The conservation and design revitaliza-
tion of Ming furniture has been a research topic in China
and the world. There is a need to develop learning software
for Ming-style furniture by relying on Chinese cutting-edge
computer soft-computer and Internet technologies. Apply-
ing the software to the teaching experiment platform of the
national higher education institutions will become an
important means and motivation for the protection of cul-
tural heritage of classical furniture and technological innova-
tion of related cultural and creative industries. At the same
time, this is also an important research direction for produc-
tion and teaching. This paper introduces and elaborates on
the platform construction, development ideas, technical sup-
port, and innovations of this software, thus forming a

system-wide educational software operation platform of
knowledge reserve, thinking training, design application,
and result transformation. In a practical sense, it also builds
the underlying logic that can open up the talent training,
technology management, and production management of
the Ming furniture innovation industry.

2. The Platform Construction

Ming furniture construction is the unity of science and tech-
nology, a perfect combination of practicality and aesthetics,
the key content and key to the study of classical Chinese fur-
niture [1]. Frontier technology development and application
have promoted technological innovation in cultural heritage
conservation and related cultural and creative industries and
become an important research direction for industry-
academia research [2]; so, educational software development
based on digital technology for the conservation and
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revitalization design of Ming-style furniture is of great prac-
tical significance [3]. The educational experiment platform is
divided into three sections: (1) learning in virtual exhibition
hall, (2) construct knowledge learning, (3) innovative design
experiment, and (4) model output (Figure 1).

Learning in virtual exhibition hall: through 20 pieces of
digital reconstruction virtual simulation models of classical
furniture, we can observe and learn the shape and structure
of traditional furniture. Using 3D modeling and dynamic
design, it supports the observation from the first perspective
and realizes the observation experience of classic furniture
entities handed down from ancient times, and the traditional
teaching cannot realize the observation of the internal struc-
ture of classic furniture. At the same time, it supports the
explosive structure decomposition and aggregation of the
whole furniture. Structural symbols are the main constituent
elements of the Ming furniture modeling symbol system,
which mainly includes two symbol types: mortise and tenon
and component [4]; so, the system will support the informa-
tion prompt of each furniture component and mortise and
tenon structure. This truly realizes the teaching resources
and digital protection of virtual simulation (Figure 2).

Construct knowledge learning: mortise and tenon con-
struction is the best part of traditional Chinese furniture
and is the earliest description of scientific design in China
[5]. Ming-style furniture is the pinnacle of the development
of mortise and tenon technology [6]. It is divided into two
parts: component recognition and whole device recognition.
The modeling principle of Ming-style furniture lies in the
relationship between the structure and form of the main
components; that is, the structural mode of the core plate
forms the basic form: (1) interactive learning of component
recognition. Through interactive software operation, we can
clearly and intuitively understand and identify the names of
various components and the operation rules of mortise and
tenon: (2) interactive experiment of whole device recogni-
tion. Through interactive software, the names and loading
sequence of components and mortise and tenon nodes of
the whole device are recognized. Thus, students can under-
stand the key elements of modeling, that is, component
modules and construction methods (Figure 3).

Innovative design experiment: according to the com-
puter “Ming-style furniture structure module system,” stu-
dents enter the preset chair basic knot module system,
design and reorganize according to the preset basic structure
module and selection sequence, and design a new shape
model based on Ming-style furniture knot law.

Output of renderings and models: the innovative furni-
ture form system automatically generates 3D renderings
and model data, which is compatible with 3D printing
equipment and outputs proportional solid models. And the
system can automatically generate the corresponding mor-
tise and tenon structure of the 3D file, from the design draw-
ings to the object of seamless transformation.

3. Development Ideas

Since the mortise and tenon structure is relatively stable and
has the characteristics of standardized design, the parametric

design work is also feasible [1]. The development of Ming
furniture design software is based on the principle of the
relationship between the shape and structure of Ming furni-
ture itself, refines a form design thinking method which con-
forms to the existing classical shape structure law, and then
transforms it into a computer virtual simulation digital
module through digital acquisition. And based on the spe-
cific design algorithm, arrange reasonable experimental steps
and automatically generate digital innovation results. The
function of the parametric design of Ming furniture compo-
nents is to realize the modular programming of the charac-
teristic relations of furniture components with general
standardization characteristics in order to achieve the func-
tion of computer-aided design [7].

3.1. Principle of Software Development. The principle of
design thinking method is the unified relationship between
furniture structure and shape. The reason why Ming furni-
ture became Ming furniture system is the clue of its structure
and form development. This clue is based on the orderly
construction of several core structural modules, and the
shape of each furniture is based on the combination and
arrangement of several structural modules. Mastering the
logical relationship between Ming furniture form and knot
module is very important to identify the core components
of a piece of furniture and can quickly interpret which com-
ponents a whole piece can be decomposed into. On the con-
trary, designing a piece of Ming furniture is an orderly
construction of core components, which is the principle of
computer software development [8].

3.2. Principle of Computer Software Experiment. The princi-
ple of “interactive innovative design” is divided into four
parts: preset core knot module, orderly construction, gener-
ation of mortise and tenon nodes, and renderings and gener-
ation of 3D models.

Preset the core knot module: based on chairs, we have a
deep understanding of Ming furniture. 1000 pieces of chairs
furniture samples are divided into 7 basic modules by sum-
marizing the core modules. Each module extracts a number
of corresponding typical forms, which become preset
options.

Build in an orderly manner: each furniture core module
corresponds to the furniture components. In the assembly of
furniture, it is required to build in an orderly manner, which
is interlocking. Only in this way can a stable frame system be
formed. The computer sets the correct shape selection steps
to conform to the assembly principle of each piece of furni-
ture, which is the key to design a reasonable supporting
frame [9]. At each step of the student’s choice, the computer
will calculate the corresponding result and show it as an
effect, and at the final completion, the computer will present
the calculated result as a 360-degree 3D effect that can be
operated in a circular view.

Generate mortise and tenon nodes: the core components
of each piece of furniture will form important mortise and
tenon nodes, such as the seat surface of a chair, and there
will be mortise and tenon nodes with “lattice corners, edges
and grooved panels.” The opening mode of mortise and

2 Wireless Communications and Mobile Computing



tenon is just like the design idea of Kong Mingsuo and how
to open and buckle is the design principle of mortise and
tenon joint. The 3D modeling of mortise and tenon structure
is also completed in each core module preset by the system,
and the model is inserted into the shape selection link
directly through the code.

Renderings and 3D models: at present, the generation of
experimental results is completed by means of result simula-
tion; that is, all the permutation and combination results are
judged and calculated in advance, and their renderings and

3D models are placed in the program code in advance. Tak-
ing the chair innovative design experiment as an example, at
present, more than 3,000 preset innovative forms have been
calculated from 6 core modules. And along with the increase
of options in each component module, the number of
dimensional results will be generated (Figure 4).

On the whole, the logic of morphological innovation is
to combine different morphological modules according to
the building steps: collecting the modular forms of the same
parts of furniture of the same shape, screening and inducing
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the parts options, and then selecting the shapes of furniture
parts according to steps. After different selections, arrange-
ments, and combinations, more and more new forms can
be formed. These forms conform to the internal modeling
clues of Ming furniture. Morphology argues that modal
design as a design thinking and design style should establish
a deeper interaction between the object and the user as a cer-
tain design requirement [10]. Interactive experiments enable
everyone to set up according to their own aesthetic require-
ments and finally create unique Ming furniture that con-
forms to the standard.

3.2.1. Scoring Method. In the scoring, the first part of “Vir-
tual Showroom Learning” is to learn and observe the basic
knowledge in order to respond to the interactive questions
in the subsequent part, not involving experimental ques-
tions, but requiring students to use the content and interac-
tive buttons of each showroom. In addition, a basic reading
time was set in each furniture hall to monitor the students’
observation of all the contents, and points would be
deducted for omissions and insufficient time.

The second part, “construction knowledge learning”, has
several experimental projects, and each experiment is per-
formed step by step. If there is a wrong operation, the system
will prompt the error and re-experiment until the correct
operation and completion of all steps. Each experiment will
deduct the corresponding points for each wrong answer.

The third part, “Innovative Design Experiment”, gives
students a visual representation of the design results, and
the results are scored collectively by the instructor and other
students, which are scored in a subjective manner. The
fourth part, “3D printing output”, is given as an extra point.
The final score of all four sections was combined to form
each student’s grade.

Comparative observations of experimental data from
each student’s four parts will be made, with the focus on
the second part of the phenomenon. The difference of scores
in the second part will show the difference of mastery of con-
struction principles and order among students, clarify the
difficulty of teaching, and give suggestions to students for
follow-up. The data of the third part can show the popularity

of the form and get the ranking of favorability based on the
big data.

4. Technical Architecture

4.1. Technical Architecture. The whole experimental system
architecture takes cloud storage and cloud computing as
the core and restores the virtual reality data of each furniture
and components to the web page according to the original
proportion, which is convenient for end users to experience
the real and natural building scenes and visual effects. We
combine the prepared basic components and event system
to build the system architecture diagram as shown in the fol-
lowing figure (Figure 5).

4.2. R&D Technology. In order to realize the development of
computer educational software and the construction of its
application platform based on virtual simulation technology
for the protection and activation design of Ming furniture,
necessary computer hardware facilities and appropriate
application programs must be used. At the same time, with
the support of high-quality visual design, the experience
quality of user experimental operation is realized.

First of all, hardware equipment is the foundation and
guarantee.

Including cloud server and network requirements and
conditions, the processor selects 16-core Intel processor to
ensure that a large number of 3D models can rotate and
scale smoothly during rendering. Compared with the con-
ventional 16G running memory, this project adopts a higher
version of 32G to ensure that the response time of users is
short enough when operating and answering questions,
and there will be no frame drop. The bandwidth is 100MB
downlink bandwidth, which ensures that when multiusers
need to use it in teaching scenes, there will be no server jam-
ming and slow page loading;

Running environment of equipment terminal: for users,
mainly teachers and students, there may be two categories
of operating systems: Microsoft Windows and MAC Os,
and corresponding system adaptations have been made,
respectively. In addition, considering that the user’s browser

Figure 3: Construct knowledge plate.
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also has inertia, the browsers such as Chrome, Firefox and
360, which are more commonly used in the market, have
also been adapted to ensure the smooth running environ-
ment of the terminal.

Cloud service guarantee of experimental quality: in
order to improve the efficiency of users’ learning courses,
some modules adopt error feedback mechanism without
reducing the quality of courses, so as to help users achieve

Figure 4: Innovative experimental plate operation step 1, step 2, step 3, step 4, step 5, and step 6.
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the level of smoothly continuing the next stage of learning.
In addition, the course scoring mechanism has been opti-
mized to some extent, and scores are given according to
the distribution method of each plate’s weight, so as to
ensure that the final generated scores can maximize the
user’s mastery.

4.3. Software Technology. Another part, development tech-
nology and tools are the means and quality of website con-
tent realization. The basic content and story system based
on virtual reality expression on the platform should be real-
ized by tool software. The expression of virtual reality of
Ming furniture entity is the basic content and focus of this
course teaching resources. It includes static model and
dynamic interaction. In the planned three “story systems,”
specific simulation effects are given according to the experi-
mental needs. In order to realize this current overall tool,
software division of labor is as follows:

Reverse data acquisition: in order to achieve the accuracy
of three-dimensional data model, we use MetraSCAN3D-
BLACK 3D scanning equipment and match the best
VXelements9.0 application software to carry out three-
dimensional scanning to obtain the three-dimensional data
of furniture solid objects. The highest scanning accuracy of
the system is 0.025mm, and the precision volume accuracy
is 0.064mm, thus realizing “absolute restoration” of basic
data. Then, the model editing system of VXelements9.0 is
used to optimize the data, and then it is converted into an
editable general 3D software file format.

Data reconstruction: after VXelements9.0 transcoding
into RHINO3D editable files, according to the original
model data, the application of RHINO3D modeling software
to complete the virtual model reconstruction of the entity,
this link includes exterior surface reconstruction and interior
structure modeling, thus completing the complete data of
furniture modeling and interior structure.

Visual Rendering and Dynamic Interaction. Using the
rendering function of 3D Studio Max to realize the simula-
tion imaging of static picture, for the convenience of opera-
tion and observation in all aspects of the experiment, the
effects under each story system are designed differently.
Use the white mold state in the virtual exhibition hall. Use
the combination of white mold and real material in the
interactive link of experiment. In order to achieve the effect
of “visible is obtained” in the innovation link, the real mate-
rial effect is adopted.

Blender realizes the dynamic interaction of furniture
materials. Furniture model material for secondary mapping,
further rendering, ensures the resulting 3D model on the
page rendering effect as much as possible in line with the
original state. Ensure smooth loading while ensuring high
resolution. In the project, the video showing the indepen-
dent mortise and tenon disassembly structure and the
animation showing the components in the second half are
completed by rhinoceros 3D modeling software, which can
realize the dynamic process of zoom-in, zoom-out, rota-
tional disassembly, and combination of components.

Sketch Up, HTML5, achieves two-dimensional anima-
tion generation. In order to reduce the overall load of the
system and accelerate the speed of page reflection, we selec-
tively change some links into two-dimensional animation
instead of excessive interaction and accelerate the experi-
mental process.

Visual Studio aims at the construction of immersive
experience of VR virtual reality. In the experimental system,
we plan to design two operating environments. For online
operation, relying on the network environment, online
experiments can be completed only by equipped with com-
puters and broadband equipment with performance require-
ments. This platform is aimed at a wide range of learners.
The other is VR virtual reality immersive experience envi-
ronment. Completed in the virtual simulation laboratory at

User PC view useClient

Presentation
layer Furniture control/furniture display/model switching

Application
layer

User info Course library Standard answer bank Experimental data

Virtual interactive
exhibition hall

Interactive design
classroom

Virtual simulation experiment of Ming-style furniture structure
and form innovation design

Structure knowledge
learning

Data layer

Figure 5: System architecture diagram and brief description.
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school, VR glasses are VIVE of HTC, and the equipment
built in cooperation with Valve manufacturers in the world
can meet the immersive experience requirements of users
in all directions and truly realize “immersive” and “what
you see is what you get.”

Website construction: the website construction of this
place mainly includes several main tasks: applying for
domain name, applying for space, analyzing website func-
tion and demand layout, and designing website style. The
application software responsible for the visual design of the
website learning terminal is illustrate plane software, Visual
Studio Code programming software is used for website con-
struction, and Vue is used for programming framework.
Three.js is used for generation, rendering and dynamic com-
position and decomposition of 3D components, microser-
vice architecture is used for website deployment, Nginx
agent and Docker deployment container are used, and Final
Shell is used for remote server access visualization applica-
tion software.

The morphological structure of Ming furniture has sys-
tematic and diverse content characteristics; so, the specific
operation involves a huge amount of data. For example, in
the first phase, aiming at the model observation and experi-
mental design of ten pieces of furniture, there are more than
3,000 static renderings, more than 100 effective two-
dimensional drawings and millions of dynamic interactive
codes. This experiment at this stage focuses on the under-
standing of the logical relationship between the form and
construction of Ming furniture, and does not discuss the aes-
thetic form and aesthetic proportions of the local compo-
nents, and therefore does not yet involve the regulation of
the specific detailed parameters of the model components.
As the study progresses, it can be extended to these contents
in the future.

Now, it is made into the corresponding table as follows,
so as to explain the classification more clearly (Table 1).

4.4. Platform Deployment. Developers first simulate user
login in the test environment and carry out a series of stress
tests, bug fixes, and other operations to ensure that there will
be no root problems after the project goes online. For the
subsequent requirements change test, an automated code
deployment program is developed to ensure that the relevant
requirements can be updated to the platform for users to use
as soon as possible after being solved. In addition, the plat-
form also makes relevant interface docking in the iLab
experimental space, so that user data, such as operation time,
operation score, step score, and other data, can be submitted
to the iLab experimental platform at the same time when the
final class is completed, which is convenient for teachers to
view and count.

5. Innovation Points of Project Application

The virtual simulation experimental teaching of Ming-style
furniture makes up for the previous problems of lack of
physical teaching resources, high experimental cost, and
long period. More importantly, the computer education soft-
ware development and its application platform research

based on the design of Ming furniture conservation and revi-
talization under virtual simulation technology are original.
This greatly improves the students’ learning motivation
and efficiency, and the innovations are summarized as
follows.

5.1. Innovation of Experimental Scheme Design Ideas. The
traditional mortise and tenon intelligent system inheritance
and design activation teaching construction fully embodies
the principle of “combining reality with reality, comple-
menting each other, and being real.” Adopt virtual technol-
ogy, break through the traditional experimental mode and
time and space barrier, connect virtual and real, and com-
prehensively improve learners’ interest in basic theory, inno-
vative spirit, and participation [11].

Through the combination of virtual and real simulation,
the virtual experimental operation and traditional experi-
mental experience are combined, which transcends the skill
display at the woodworking operation level and promotes
the grasp and application of the Ming furniture knot
concept.

In the design activation stage, the user-centered design
concept can achieve the training goal of rapid design and
rapid evaluation through the rapid reflection of module
combination.

5.2. Innovation of Computer Intelligent Design and
Application. Based on digital technology, this paper connects
traditional creation with computer language. The operation
mode of traditional furniture structure is realized by digital
intelligent algorithm, and a set of design logic of mortise
and tenon furniture structure, and form is tried to be con-
structed. It is an unprecedented achievement, a pioneering
work in the field of traditional furniture design and
manufacturing, and an important attempt of computer intel-
ligence in the revival of traditional cultural industry.

Using 3D scanning reverse data acquisition technology
and intelligent operation of computer engine, big data simu-
lation is realized, and the design software of Ming furniture
is developed. Interpreting and presenting the structural
thinking and design concept of Ming furniture by means
of computer information technology and transforming it
into design program software can greatly reduce the design
time cost and financial cost, which is conducive to large-
scale popularization.

5.3. Innovation of Teaching Information Technology. The use
of virtual technology expands the protection and educational
resources of Ming furniture, makes the teaching and com-
munication counseling mode of students more diversified
and flexible, has enough immersive experience, enhances
the sense of participation in experimental teaching, and
strongly stimulates interest. Open sharing is realized
through Internet technology, which effectively expands the
communication and influence of Ming furniture, and better
combines protection, education, activation, and innovation.
The combination mechanism of production, education,
and research, which connects with enterprises, institutions,
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and industries, enriches the depth and breadth of learning
content.

5.4. Extension and Expansion of Traditional Teaching. Open
sharing, school-enterprise cooperation and collaborative
innovation have established a sustainable virtual experimen-
tal teaching support system. Completed the construction of
network sharing platform, online simulation, experiment
reservation, online guidance, and virtual environment of
resource sharing and can open and share operation experi-
ments online and offline.

6. Conclusion

Using cutting-edge scientific and technological achieve-
ments in cultural innovation can create new species projects
which are different from traditional modeling design. The
research of this education platform not only has the whole
product intellectual innovation from culture to product,
from creativity to ecology, but also constructs the bottom
logic of talent training, technology management and pro-
duction management that can open up the innovation
industry of Ming furniture.

Even it can lead to new ideas, new technologies, and
new business models. In the future research, there will be
more elements interwoven, and the process will also
uphold the open exploration and the integration of ideas
and cutting-edge technologies. Future research will have
more elements of interweaving, which is realized by dock-
ing CNC technology on the basis of virtual data, and needs
to continue to deepen the benefits of artificial intelligence
algorithms and cloud computing to achieve the design side
and the output side of the integrated one-stop service.
Through the Internet of things to achieve the interconnec-
tion of the process of precise control, always adhering to
the openness of exploration and the integration of ideas
and cutting-edge technology, in the future to intelligent
manufacturing to reach the organic renewal of traditional
culture.
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Table 1: Software and hardware support.

Development technology 3D simulation, 2D animation, HTML5, VR

Development tools 3D Studio Max, SketchUp, Blender, Visual Studio, Illustrate

Running environment
Server: CPU 8 cores, memory 8GB, disk 50GB, 8GB video memory, GPU model GTX2060

Operating system: Windows server version: Windows 10
Database: Mysql

Experimental quality
Number of single scene model faces: one; mapping resolution: 512px × 512px; number of

renderings per frame: 80 calls; action feedback time: Ms; display refresh rate: 60FPS; resolution:
1920ppi × 1080ppi

Cloud server and network
requirements and conditions

The uplink and downlink bandwidth is over 50M. through testing, when the bandwidth is over
100M, it can have faster loading speed and better interactive experience.
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Due to the influence of environmental interference and too fast speed, there are some problems in ski motion capture, such as
inaccurate motion capture, motion delay, and motion loss, resulting in the inconsistency between the actual motion of later
athletes and the motion of virtual characters. To solve the above problems, a real-time skiing motion capture method of
snowboarders based on a 3D vision sensor is proposed. This method combines the Time of Fight (TOF) camera and high-
speed vision sensor to form a motion acquisition system. The collected motion images are fused to form a complete
motion image, and the pose is solved. The pose data is bound with the constructed virtual character model to drive the
virtual model to synchronously complete the snowboarding motion and realize the real-time capture of skiing motion. The
results show that the motion accuracy of the system is as high as 98.6%, which improves the capture effect, and the
motion matching proportion is better and more practical. It is also excellent in the investigation of motion delay and
motion loss.

1. Introduction

Snowboarding is an intense sport, which is mainly carried out
in winter, and it is one of the necessary events of the Winter
Olympic Games [1]. The sport is exciting, cool, and danger-
ous, and the training requirements are rather high.

Physical quality consists of technology, psychology, tactics,
and other factors. In recent years, the development of physical
fitness training in China has made great progress than before.
In theory, we no longer blindly follow the traditional training
mode of “three importance and one greatness,” and the train-
ing means and methods are constantly innovated. However,
China’s physical training development is still in the stage of
catching up and learning, and there is still a big gap with
foreign countries. In foreign countries, physical training pays
more attention to the comprehensive and balanced develop-

ment of physical elements and puts forward many powerful
concepts of physical training. Functional physical training is a
popular training concept in recent years, but due to the lack
of theoretical knowledge of functional physical training in
China, we still lack a comprehensive and systematic under-
standing. This study collects a large number of the latest
relevant literature and foreign literature, summarizes, arranges,
and applies them to cross-country skiing physical training, so
as to make a certain contribution to improving the competitive
ability of cross-country skiing teams. Motion capture, also
known as motion tracking, collects athletes’motion data in real
time and then uses these data to drive virtual character simula-
tion to display athletes’motions [2]. In the skiing motion train-
ing of professional athletes, motion capture is very important.
It can be used to observe athletes’moving posture in real time,
which is of great practical significance to correct wrong
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motions and improve athletes’ skill level. At present, the accu-
racy of the motion capture system used by Chinese athletes in
skiing training is not high. Because the skiing motion is too fast
and difficult, it is easy to miss capture. If there is no more
professional system to capture the motion of skiers for a long
time, the coach will not be able to correct their mistakes in
the skiing process in time, which will seriously affect the train-
ing speed of skiers [3]. To solve the above problems, a more
suitable method for skiing motion capture is proposed, that
is, snowboarding athletes’ skiing motion real-time capture
based on a 3D vision sensor. 3D display technology is a new
technology with rapid development in recent years. At present,
it is widely used in animation production. Compared with the
2D presentation effect, 3D display technology can present the
picture more realistically and make people feel immersive. 3D
vision sensor is the main device to realize 3D technology. Based
on the original system, 3D technology is applied to this study in
order to provide effective help for ski training.

The main contributions of this paper are as follows:

(1) Reduce missed capture and improve the accuracy of
the system in capturing motion

(2) The application of a 3D vision sensor in real-time
capture of snowboarding athletes’ skiing motion
improves the performance of motion capture, which
is convenient to capture feature points and better
simulate motion

(3) Different datasets are used to simulate the skiing
motion real-time capture system in this paper, and
the feasibility of the system is tested

2. Related Work

Based on the above background, motion capture technology
has been widely used in various sports professional training.
For example, in literature [4], Wang et al. established a multi-
view camera system to capture moving human body images
from multiple views in real time, then estimated human body
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Figure 1: Pose solution process.
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3D key points from multiview images using the OpenPose
method, reconstructed dense 3D point clouds from the
images, and finally fitted the SMPL model to 3D key points
and 3D point clouds to represent human motion. However,
the motion of this method is too complex. In literature [5],
Guo and Song proposed a hand running direction capture
method based on soft sensing. This method uses HTC Vive
equipment to capture human handmotion and then combines
the double-layer LSTM to estimate the hand motion and

clarify the hand motion characteristics. However, the match-
ing proportion of this method is low. In literature [6], Yu
et al. proposed a human motion capture method based on a
single RGB-D sensor. This method realizes motion tracking
refinement at the body part level through semantic tracking
loss calculation, which can improve the tracking accuracy in
the case of severe occlusion and fast motion. However, the
motion accuracy of this method is low. In literature [7], Mar-
uyama et al. proposed a MoCap capture method based on an
inertial measurement unit. Thismethod does not need any opti-
cal equipment and can measure the motion attitude even in the
outdoor environment. However, the motion delay of this
method is too long. Literature [1] proposed to use a series of
precise physiological and biochemical instruments to detect
the physical function of athletes, so as to master the law of the
change of athletes’ mechanical energy in sports training, scien-
tifically organize and arrange the training and practical activities
of snowboarding skills on veneer U-shaped venues, and reason-
ably guide athletes’ diet. This can effectively prevent sports
injury, prolong sports life, and improve sports ability. However,
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Figure 2: Human skeleton model.

Table 1: Training parameters of snowboarder’s skiing motion.

Parameters Value (or running state)

Number of input images 20000 sample images

Iterations 800

Optimizer Random gradient descent

Initial value of weight correction 0.01
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due to the loss of motion in this method, it is impossible to
accurately capture snowboarding athletes’ skiing motion.

Compared with the above systems, this paper uses a TOF
camera and high-speed vision sensor as a motion acquisition
system. This can greatly improve the accuracy of system
motion simulation, and it is less affected by environmental
interference. It can be applied to motion capture in various
environments and has a good application prospect.

3. Real-Time Capture of Snowboarding Motion
Using a 3D Vision Sensor

Snowboarding is dangerous, and motion learning is difficult.
Ordinary people generally need several months to ensure that
they can slide alone. However, for professional athletes with
competition pressure, optical gliding is not enough. They also
need continuous training to achieve excellent results in the
formal competition. The training intensity of professional
athletes is much higher than that of ordinary people, especially
for the control of some details of motion. In order to assist the
training of skiers, a real-time snowboarding capture method
based on a 3D vision sensor is proposed in this study. This
method mainly solves the following three problems:

(1) Interference by ambient light

(2) The motion speed is too fast to capture

(3) The athlete’s actual motion cannot be consistent
with the virtual character model motion

The first two problems are the main reasons for the
last problem. Therefore, the latter problem can be solved
by solving the first two problems and finally improved
the accuracy of motion capture. This study is divided into
three parts: snowboarding motion data acquisition, pose
solution, and virtual character model establishment and
driving. Specific analysis is made for these three parts.

3.1. Snowboarding Motion Image Acquisition. In order to
solve the influence of ambient light interference and motion
speed on motion capture, this design uses two kinds of 3D
vision sensors to form an acquisition system to improve the
comprehensiveness and integrity of motion data acquisition
[8–10]. One of the two sensors is a TOF camera with less
interference from ambient light, and the other is a high-
speed vision sensor, which can be used to capture fast-
moving targets. Through the combination of the two sen-
sors, the problem of data loss in motion capture is reduced.

3.1.1. TOF Depth Camera. TOF depth camera collects reflected
light to build depth mapped images. The distance from the
camera to the object can be calculated according to time and
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the speed of light. Formula (1) is as follows:

D = c ⋅ Δt
2 , ð1Þ

where D refers to the distance and Δt refers to the time for
the pulse signal to travel from the camera and the target and
then return [11].

3.1.2. High-Speed Vision Sensor. Compared with ordinary
sensors, high-speed vision sensors adopt stacked structure
and back-illuminated pixel array to improve their parallel
processing ability [12, 13]. According to relevant research,
the speed of detecting and tracking targets by high-speed
vision sensor can reach 1000 frames per second. In this
paper, a high-speed vision sensor is used to collect the data
of dynamic target in real time, so as to reduce the missed
acquisition probability of motion.

After the snowboarding athletes’ skiing motion images are
collected by the two 3D vision sensors, image fusion is required
to integrate the two images. The fusion process is as follows:

Step 1. Multiscale transformation.

The motion images of two kinds of source snowboarding
are decomposed by wavelet transform, and two kinds of

coefficients are obtained, namely, high-frequency coeffi-
cients and low-frequency coefficients.

(1) Edge feature

Step 2. Feature extraction.

The Canny operator is used to analyze the low-frequency
coefficients of motion images of two kinds of source snow-
boarding Y j,A (low-frequency coefficient of TOF depth
image) and Y j,B (low-frequency coefficient of high-speed
vision sensor image) for the extraction of edge features and
then construct binary edge feature Zj,A and Zj,B [14]. The
construction formula is as follows:

Zj,A = XOR Y j,A, Y j,B
� �

ANDY j,A,

Zj,B = XOR Y j,A, Y j,B
� �

ANDY j,B,
ð2Þ

where XOR refers to the XOR operation symbol, XORð
Y j,A, Y j,BÞ means to calculate the low-frequency coefficients
of TOF depth image and high-speed vision sensor image,
and AND means the calculation symbol.

(2) Gradient feature
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Table 2: Comparison results of key points in motion.

Category Method
Standard
motion

The proposed
method

Literature [4]
method

Literature [5]
method

Literature [6]
method

Literature [7]
method

Literature [1]
method

Motion
complexity

One
segment

58 58 56 55 55 56 54

Second
segment

125 126 120 122 120 124 120

Third
segment

256 250 236 237 233 235 237

Fourth
segment

240 238 230 224 220 227 224

Fifth
segment

105 103 100 101 100 98 96

Matching
proportion

One
segment

58 0.958 0.856 0.847 0.910 0.877 0.798

Second
segment

125 0.992 0.874 0.872 0.902 0.869 0.850

Third
segment

256 0.925 0.885 0.865 0.878 0.892 0.882

Fourth
segment

240 0.972 0.902 0.877 0.893 0.874 0.865

Fifth
segment

105 0.921 0.888 0.886 0.873 0.882 0.872

Motion
accuracy (%)

One
segment

100 98 90 89 87 85 86

Second
segment

100 98 95 90 86 87 90

Third
segment

100 99 93 91 85 85 82

Fourth
segment

100 99 96 93 90 97 97

Fifth
segment

10 99 95 96 91 90 85

Motion delay
rate (ms)

One
segment

0 15 50 60 40 30 20

Second
segment

0 14 45 60 44 35 21

Third
segment

0 12 48 58 43 28 28

Fourth
segment

0 15 49 57 40 29 29

Fifth
segment

0 13 52 55 39 26 25

Motion loss
rate

One
segment

Unclear Unclear Clear Clear Clear Unclear Clear

Second
segment

Unclear Unclear Clear Clear Clear Clear Unclear

Third
segment

Unclear Unclear Unclear Unclear Clear Clear Clear

Fourth
segment

Unclear Unclear Unclear Clear Clear Clear Unclear

Fifth
segment

Unclear Unclear Clear Unclear Clear Unclear Clear
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The gradient feature extraction formula [15] is as follows:

S i, jð Þ =
∑X

i=1∑
Y
j=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δf 2x i, jð Þ2 + Δf 2y i, jð Þ2

� �
/2

r

X ⋅ Y
, ð3Þ

where Sði, jÞ refers to the average gradient of the pixel at
the low-frequency coefficient of ði, jÞ, Δf xði, jÞ and Δf yði, jÞ
are the difference of the image at the regional window’s central
pixel ði, jÞ at direction x and y, and X means the number of
pixels within the regional window at the direction x and y.

(3) Extraction of signal intensity feature

For the high-frequency coefficients after image decom-
position, the signal intensity features are extracted. The
extraction formula is as follows:

RAB =
Gj,A
Gj,B

, ð4Þ

where RAB means the intensity ratio of correlation signal,
Gj,A means signal intensity in TOF depth image area
window, and Gj,B means signal intensity in image region
window of a high-speed vision sensor.

Step 3. Feature integration.

According to the above features, the fusion is carried out,
and the fusion formula is as follows:

HAB i, jð Þ = Zj,A ⋅ Sj,A i, jð Þ ⋅ RAB + Zj,B ⋅ Sj,B i, jð Þ ⋅ RAB, ð5Þ

where HABði, jÞ means the integrated feature of the two
kinds of images, Sj,Aði, jÞ means the gradient feature of the
TOF depth image, and Sj,Bði, jÞ means the gradient feature
of the high-speed visual sensor image [16].

Step 4. Multiscale inverse transform.

The fused high- and low-frequency coefficients are
transformed by wavelet multiscale inverse transform to
obtain the fused athlete motion image.

3.2. Snowboarding Motion Pose Solution. Based on the fused
image, the pose is solved. The solution process is shown in
Figure 1. Attitude solution is based on Euler angle.
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According to Figure 1. The TOF camera image calibrated
by the camera and the high-speed vision sensor image are first
input into the distortion correction module for image correc-
tion, then the image is binarized, the gray value of image pixels
is set, and the image with black-and-white effect is obtained.
The image data is transmitted to the target recognitionmodule
to recognize it, extract the most table and depth value of the
target center, then calculate the three-dimensional coordinates
and relative distance matrix of the image target center, and
finally enter the target matching. When the matching loga-
rithm is greater than 3, the position can be solved. If it is less
than 3, the three-dimensional coordinates and relative dis-
tance matrix of the image center need to be recalculated. After
the image pose is solved, the next image can be solved. Pose
solution is the key and core. Pose solution is to calculate the
pose data of the target [17, 18]. Suppose the same point f is
defined as f in the 3D coordinate of the object coordinate sys-
tem Oc-XcYcZc, and the 3D coordinate in the camera coordi-
nate system Oo-XoYoZo is defined as g

f = Rq +V , ð6Þ

where R represents the rotation matrix and V represents
the translation matrix.

It is transformed into the following form and then opti-
mized to solve the rotation matrix and translation matrix.

f ′ = 〠
n

i=1
wi Rf i +Vð Þ − gik k2, ð7Þ

where f ′ is the optimized solution, f i is the coordinate
value of the target i in Oc-XcYcZc, gi is the coordinate value
of the same target i in Oo-XoYoZo, and wi is the weight of
the target i in calculation [19].

Then calculate

f = ∑n
i=1wif i
∑n

i=1wi
,

g = ∑n
i=1wigi
∑n

i=1wi
,

ð8Þ

where f is the weight center of the target in Oc-XcYcZc,
g is the weight center of the target in Oo-XoYoZo, wi is the
weight of target i in calculation, f i is the coordinate value of
the target i in Oc-XcYcZc, gi is the coordinate value of the
same target i in Oo-XoYoZo, i is the initial value of the
summation calculation, i = 1, and n is the end value of the
summation calculation.

Find the center vector of the target in two coordinate
systems.

αi = f i − f ,
βi = gi − g,

ð9Þ

where i = 1, 2,⋯, n, αi and βi are the central vector of the
target in Oc-XcYcZc and Oo-XoYoZo, f i is the coordinate
value of the target i in Oc-XcYcZc, f is the weight center
of the target in Oc-XcYcZc, gi is the coordinate value of
the same target i in Oo-XoYoZo, and g is the weight center
of the target in Oo-XoYoZo.

This forms the center vector matrix α = ðα1, α2,⋯, αnÞ
and β = ðβ1, β2,⋯, βnÞ. This calculates the scale factor S.
The calculation formula is as follows:

S = αWβT , ð10Þ

whereW is the diagonal matrix composed of wi and T is
the transpose symbol. Decompose the S matrix and then get
the rotation matrix R and the translation matrix V .

R = xyT ⋅ det xyT
� �

,

V = �g − R�f ,
ð11Þ

where ðx, yÞ refers to the pixel coordinate, g refers to the
weight center of the target in Oo-XoYoZo, f refers to the
weight center of the target in Oc-XcYcZc, R is the rotation
matrix, V is the translation matrix, xyT is the rotation matrix
of the pixel coordinate ðx, yÞ, and det ðxyTÞ is the determi-
nant of the transposed matrix of the pixel coordinate ðx, yÞ.

Finally, the rotation matrix R is transformed into Euler
angle form to obtain snowboarding motion data.

3.3. Establishment and Driving of the Virtual Character
Model. The establishment of the virtual human model is to
establish a moving three-dimensional human model. On this
basis, combined with the calculated snowboarding motion
data, the synchronous driving of virtual character motion
can be realized. The specific process is divided into the
following three steps:
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Step 1. Establish a human skeleton model. Human move-
ment is mainly driven by bones. The human skeleton struc-
ture can be simplified into 16 main bones, and all movement
postures can be reflected on these 16 bones, as shown in
Figure 2.

Step 2. Skin the bones. In order to ensure the fidelity of the
established athlete virtual model, a layer of human-like skin
is covered outside the skeleton to improve the three-
dimensional of the model.

Step 3. Fit the snowboarding motion data obtained in the
previous chapter with the manikin.

Step 4. Judge whether the fitting curve is close to the motion
trajectory. If it is close, the output bone changes continu-
ously; otherwise, refit.

Step 5. Drive the virtual model to complete a series of skiing
motions.

4. Experimental Analysis and Results

4.1. Experimental Environment and Dataset. PKU MMD is a
large long sequence multimodal and multiview dataset
released in 2017. The images in the dataset have the character-
istics of multiview, including 1076 untrimmed long sequence
albums and 20000 trimmed samples; miniImageNet is a subset
of ImageNet dataset, which contains more than 100 categories;
each category contains 600 pictures. At present, it is widely
used in small sample simulation experiments. In this paper,
PKU MMD and miniImageNet datasets are selected as the
datasets. The training parameters of snowboarder’s skiing
motion are shown in Table 1.

There are many snowboarding motions, among which
the air grabbing is the most typical one. Athletes need to
complete technical movements such as turning and somer-
sault with a veneer. This technology has a large range of
motion, has high requirements for the mastery of athletes’
skill level, and is also one of the necessary items for athletes’
training. Based on this, taking the skiing movement as the
research object, the motion sequence images are collected
by the visual acquisition system, the acquisition frequency
is 0.20 frames/s, a total of 100 sequence images are collected,
and the time is 20 s.

The TOF camera in the vision acquisition system is the
Intel RealSense l515 radar TOF camera depth realistic camera,
which can be used under various indoor and outdoor lighting
conditions, and the image resolution can reach 1280 × 720
30 fps, the maximumworking range is 0.4~20m, and the accu-
racy error is less than 2.7%. At the same time, it is equipped
with IMU to realize the automatic monitoring of the moving
route of the object. The high-speed vision sensor is imx382,
which can detect and track the moving target at the speed of
1000 frames per second, so as to avoid the problem of missing
image information due to the moving speed of the target
during image capture. The algorithm is used for motion detail
comparison, and the process is shown in Figure 3.

The pose solution results are given to the established
athlete virtual model to drive the model to move synchro-
nously, and then, the consistency between the athlete’s actual
motion and the virtual character model motion is compared.

Using the above research method, a series of motion
poses in snowboarding are calculated, and the Euler angles
of each bone node are obtained, and then, the line diagram
is shown in Figure 4.

The standard motion line image in Figure 4 and the
motion line image presented by the virtual character model
are segmented at equal time intervals and then analyzed
according to the experimental indicators.

4.2. Experimental Indicators. There are two main evaluation
indexes for skiing motion comparison, and the consistency
of motion capture is comprehensively analyzed from these
two indexes. These two items are analyzed in detail in the
following:

(1) Motion complexity

The more feature points, the more complex the motion
is. By comparing the key points between the virtual charac-
ter model and the standard motion, the execution results
of the two groups of skiing motions are judged.

X =Mv − CN rð Þ, ð12Þ

where Mv represents the accuracy of motion extraction
and CNðrÞ represents the accuracy of motion extraction.

(2) Matching proportion

Matching proportion refers to the ratio between the
matching results of two groups of motion key points and
the number of standard motion features. The greater the
ratio, the higher the matching degree.

(3) Motion accuracy: obtain motion accuracy by com-
paring the number of frames

(4) Motion delay rate: obtain the motion delay of each
system by comparing video animation

(5) Motion loss rate: obtain the loss of motion execution
by comparing each image

4.3. Results and Discussion. In order to verify the effectiveness
of snowboarding athletes’ skiing motion real-time capture
based on a 3D vision sensor, experimental analysis was carried
out. Under the same test conditions, carry out motion capture
according to the four methods given in literature [4] to litera-
ture [1], and then carry out finemotion comparison, and com-
pare the comparison results with the studied methods. It is
shown in Table 2.

According to Table 2, compared with the other five
methods, the difference between the key points of 100 frame
standard motion sequence images and 100 frame virtual char-
acter motion sequence images is the smallest, and the match-
ing proportion with the standard motion sequence image is
larger. This shows that the skiing motion displayed by the
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virtual character is more consistent with the standard motion,
which proves that the motion capture data collected by the
research method in this paper is more comprehensive. In addi-
tion, from the segmentation results, the error mainly occurs in
the third and fourth segments. The motion of these two
segments is the most complex. During image acquisition, it is
easy to miss the acquisition of image information or collect in
advance and delay, resulting in deviation from the standard
motion. Finally, the presentation of the virtual model is not
completely consistent with the standard motion. Compared
with other methods, the accuracy of this method is as high as
98.6%, which is much higher than other systems, and its
motion delay and loss are also better than other systems. The
system studied in this paper has a better capture effect.

According to Figure 5, the motion matching ratio of
literature [4] method is 1.15, the motion matching ratio of
literature [5] method is 1.1, the feature extraction stability
of literature [6] method is 1.05, the motion matching ratio
of literature [7] method is 1, the motion matching ratio of
literature [1] method is 0.9, and the motion matching ratio
of the method in this paper is 1.2. Therefore, the snowboard-
ing motion matching proportion using the method in this
paper is better and more practical.

According to Figure 6, the motion accuracy of literature
[4] method is 0.183, the motion accuracy of literature [5]
method is 0.178, the motion accuracy of literature [6] method
is 0.186, the motion accuracy of literature [7] method is 0.176,
the motion accuracy of literature [1] method is 0.186, and the
motion accuracy of the method in this paper is 0.195. It can be
seen that the snowboarding motion using the method in this
paper has high accuracy and improves the capture effect.

According to Figure 7, the motion delay rate of literature
[4] method is 0.12, the motion delay rate of literature [5]
method is 0.15, the motion delay rate of literature [6] method
is 0.10, the motion delay rate of literature [7] method is 0.13,
the motion delay rate of literature [1] method is 0.18, and
the motion delay rate of the method in this paper is 0.03.
Therefore, the snowboarding motion delay rate using the
method in this paper is lower.

According to Figure 8, the motion loss rate of literature [4]
method is 6.8, the motion loss rate of literature [5] method is
7.2, the motion loss rate of literature [6] method is 7.8, the
motion loss rate of Literature [7] method is 6, the motion loss
rate of literature [1] method is 5.2, and the motion loss rate of
the method in this paper is 3.4. Therefore, the snowboarding
motion loss rate using the method in this paper is low, and
the motion capture is more accurate.

5. Conclusions

Skiing is a standard event in the Winter Olympics. Because
its motion is cool and thrilling, skiing attracts many young
people to participate. Compared with other sports, skiing is
much more difficult and requires higher precision of ath-
letes’ motion during training. Therefore, in order to better
assist athletes to complete training, this paper studies the
real-time capture method of snowboarding athletes’ skiing
motion based on a 3D vision sensor. By combining two
kinds of 3D vision sensors, this study makes up for the prob-

lem of information loss during image acquisition of the
existing system and improves the accuracy of motion real-
time capture. In the test process, the accuracy of the system
studied in this paper can reach more than 98.6%, which is
much higher than other systems and is better than other sys-
tems in motion accuracy, motion delay, and loss. However,
this study still needs to be improved. The motion capture
test only takes a skiing motion as the test object, and the
results have certain limitations, which need to be further
analyzed and discussed.
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