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In our call for papers for this special issue, we requested topics that ranged from mathematical models of physiological systems to macroeconomic models of the healthcare industry. Although the response to this broad invitation was muted, we did receive a nice cross-section of papers within this spectrum of topics. In the following, we summarize the six papers included in this volume.

D. T. Grima et al. investigated the impact of antibiotics on treating *Clostridium difficile*-associated diseases (CDAD) on the emergence of antibiotic-resistant bacteria using mathematical model describing the impact of in-hospital antibiotic use. The model is a system of nonlinear differential equations arising from a compartment network of uncolonized and colonized patients with and without antibiotic treatment. The model leads to a very important conclusion: there may be a substantial reduction in antibiotic-resistant prevalence when nonantibiotic strategies are employed for CDAD. This is a perfect example of how mathematical modeling can lead to practical change in treatment and impact on patient health and a reduction in costs.

Advances in mathematical modeling have led to various effective tools for early diagnosis, such as the application of thermometry ultrasonic techniques. Before implementation of the ultrasonic noninvasive estimation of thermal gradients into tissues based on spectral changes, rigorous analyses, over transient echotrace acquired from well-controlled biological and computational phantoms, must be still made in order to improve resolutions and evaluate clinic limitations. I. Bazan et al. applied this technique to computationally modeled echotrace from scattered biological phantoms, attaining high resolution (better than 0.1°C). They also provided computer methods for viability evaluation of thermal estimation from echoes with distinct noise levels, making it difficult to interpret the readings. As a result of their analyses, the technique has been evaluated as a possible effective diagnosis tool for scattered tissues applications. Such research and analyses are of great importance since the ability to detect changes of thermal origin in ultrasonic echo spectra means the achievement of precise noninvasive temperature estimations that could be very useful as an early complementary indicator of infections, inflammations, or cancer.

Obstructive sleep apnea (OSA) is an important health issue and has been subject to different modeling investigations. C. T. Su et al. have applied a Mutliclass Mahalanobis-Taguchi System (MMTS) to the problem of prediagnosing the condition using readily available patient information. Their model results in a better than 84% accuracy. This statistical diagnostic/predictive method comes from pattern information technology and demonstrates an important application of a little used modeling paradigm in biology.

The paper by C. Pagel et al. addresses a problem of growing relevance with an aging population, dwindling resources, and a declining number of healthcare providers: that of optimal scheduling in the context of a stepped care. This topic is of considerable interest, not only in the domain addressed by the authors, but in other populations requiring complex, highly specialized care. The author’s model includes stratified levels of intensity of care, and can be used to analyze expected changes in waiting times...
and throughput under different allocations of scheduled slots. This quantitative model will be of highly operational interest—particularly to large, integrated healthcare systems confronted with a growing mental healthcare population. Moreover, since the model is sufficiently flexible, it may be adapted to address queuing systems germane to other highly complex medical conditions.

Healthcare providers and networks face more than resource limitations: increased oversight and an emphasis on the quality of care are wending their way toward reimbursement (“pay for performance”) as well as public access to quality “report cards.” In this context, establishing that the metrics of quality accurately reflect the performance of the hospital, rather than differences in patient populations, is of paramount importance. The paper by D. Shine directly addresses this issue, focusing on the modulation of risk by comorbid conditions. Shine illustrates a spreadsheet-based approach for capturing high impact comorbidities and identifies those having the greatest impact on risk. This general approach could improve the accuracy of expected mortality estimates, thus also the ratio of observed mortality to expected mortality. Such considerations will have a clear impact not only on quality reports but also eventually on equitable reimbursement.

HIV/AIDS is a global pandemic of disastrous proportions, in which the virus can rapidly develop resistance to antiretrovirals, and subsequently, lifelong therapy is required, and many at-risk individuals live in austere environments where compliance with complex treatment regimens may prove problematic. These medications are often toxic, and attenuation of treatment intensity due either to toxicity or to regimen complexity can promote the development of drug resistance. The development of new antiretroviral agents or formulations is both costly and critical in the setting of a virus prone to very rapid mutation. M. L. Branham et al. illustrate the use of artificial neural networks (ANN), primed with drug physicochemical and bioaccumulation characteristics, to predict maximum recommended therapeutic doses of antiretroviral agents. They note particular utility of the ANN approach when the medications evaluated are poorly soluble in water. This type of computational analyses should prove useful as drug developers balance bioavailability and ease of administration against tolerable doses, a balance with implications for compliance and the potential for effective treatment.

We are convinced of the utility of mathematics and other quantitative approaches to provide better healthcare. The six papers in this volume demonstrate that mathematical modeling can play a central role in patient care innovations.

Philip Crooke
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Possible Patient Early Diagnosis by Ultrasonic Noninvasive Estimation of Thermal Gradients into Tissues Based on Spectral Changes Modeling
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To achieve a precise noninvasive temperature estimation, inside patient tissues, would open promising research fields, because its clinic results would provide early-diagnosis tools. In fact, detecting changes of thermal origin in ultrasonic echo spectra could be useful as an early complementary indicator of infections, inflammations, or cancer. But the effective clinic applications to diagnosis of thermometry ultrasonic techniques, proposed previously, require additional research. Before their implementations with ultrasonic probes and real-time electronic and processing systems, rigorous analyses must be still made over transient echotraces acquired from well-controlled biological and computational phantoms, to improve resolutions and evaluate clinic limitations. It must be based on computing improved signal-processing algorithms emulating tissues responses. Some related parameters in echo-traces reflected by semiregular scattering tissues must be carefully quantified to get a precise processing protocols definition. In this paper, approaches for non-invasive spectral ultrasonic detection are analyzed. Extensions of author’s innovations for ultrasonic thermometry are shown and applied to computationally modeled echotraces from scattered biological phantoms, attaining high resolution (better than 0.1°C). Computer methods are provided for viability evaluation of thermal estimation from echoes with distinct noise levels, difficult to be interpreted, and its effectiveness is evaluated as possible diagnosis tool in scattered tissues like liver.

1. Introduction

Some broadband ultrasonic technologies are being explored to make possible their utilization as a noninvasive method for diagnosis of certain human diseases [1–12]. These researches are focused in deep analyses based on intelligent processing of bioultrasonic signals acquired from the interrogated medium (a biological phantom, a zone of a superficial muscular tissue, or a located and deep region of an internal organ). Certain advanced signal processing techniques seem to be efficient tools for extraction of useful information about the media under study, in order to (a) support the diagnosis of some viral or degenerative diseases [4–9]; (b) make a noninvasive estimation of thermal distribution maps in patient tissues under hyperthermia treatments [2, 3, 10–13]; (c) or even to obtain advances for detecting, in the future, some types of tumors, based on an extension of the tool mentioned in (b), and improving its spatial resolution.

Parameters to be analyzed, with these purposes, should be some changes that can be detected between normal transient multipulse ultrasonic traces registered by echointerrogation from a healthy tissue, and those acquired from tissues with some pathology. As an example, the variation on ultrasonic arrival times and speed or on amplitude and phase of the echo-traces spectra, due to changes of stiffness or of internal sizes or distances between scatters, in hepatic
tissue, could be a potential indicator of chronic hepatitis. Along many years, deep researches were performed to create and improve specific procedures for extraction of data of interest inside tissues, by detecting morphologic alterations in the returning ultrasonic echo-signals. Such is the case of interest inside tissues, by detecting morphologic alterations and improving specific procedures for extraction of data of tissue elastography should be an interesting option.

Typical ultrasonic echo-signals acquired from biological media are broad-band pulses whose nature depends on the internal biological structure and other physical parameters. In fact, the resulting ultrasonic patterns are mainly related to the great quantity of interactions between the emitted ultrasonic pulse and the dispersive structure of many tissues, in particular in liver. For this reason, the complete patterns of the raw ultrasonic echoes are rather complex in both time and frequency domains, and the multifactorial information that they contain is difficult to be directly interpreted. Certain authors have explained the complex nature of these echoes using a mathematical model consisting of structures regularly spaced among them [14, 15], or formed by a group of scatters randomly distributed. Others proposals try to model it as a random scatters distribution with certain statistic regularity, which appears to explain in a more realistic way the nature of real signals acquired from tissues with semiregular structure [16, 17].

A processing tool having to extract useful spectral information from a ultrasonic signal will be in front of, at least, two difficult problems: (i) the analysis of a complex nature signal, with parameters of nondeterminist type and continuously changing with medium conditions and (ii) the discernment among factors providing a useful information and those that just act as undesirable perturbations, masking the information to be extracted. Thus, the computer evaluation in laboratory, of the reliability and robustness of any spectral processing tool for this aim, is a crucial aspect for future uses of such tool in medical diagnosis, before applying it to detect changes in real tissues.

Some laboratory studies [10, 15] show that methods based on frequency domain analyses of echoes acquired from tissues and biological phantoms seem to be a reliable option to extract information about pathologic changes on some relevant anatomical and physiological parameters, like temperature, which usually results in being directly related with location alterations in certain peak values appearing into the echoes spectra.

Preliminary analysis procedures [13] have been already proposed to evaluate with accuracy, in laboratory conditions, the advantages and disadvantages of this type of ultrasonic tools for thermal estimation at the internal parts of biological phantoms designed “ad hoc” with internal embedded scattering structure; the laboratory frame permits to precisely control the main phantom parameters, to properly emulate typical acoustic responses of different patient tissues. So, in those procedures, the performance offered by distinct processing tools (in frequency, time, and phase domains) was compared to assess their applicability and linearity and also to show their limitations in the hyperthermia range [18]. Algorithms robustness, computational charge using a standard numerical tool, and thermal and spatial resolutions, were used in those procedures as useful and convenient evaluation indexes.

In particular, the spectral analysis of ultrasonic echoes was studied to achieve thermal estimation by evaluating the behavior of frequency peaks related with certain spatial regularity and uniformity level of acoustic scatters in determined phantom or tissues structures. A change in the medium physical stage can produce a variation in its ultrasonic characteristics (ultrasound velocity, flight time or echoes concentration), with associated alterations in the frequency spectrum of the whole acquired echo signal, due to advancement, time concentration or expansion proportional to the physical magnitude to be sensed. The spectral changes, mainly in location of some frequency peaks, can be carefully analyzed and related to alterations happened in tissue pathology. Applications of this could be the estimation of specific changes on tissue parameters having a direct clinic signification as temperature, density, blood irrigation, or inflammation.

But there are still pendent some modeling aspects that have to be studied and solved by computer simulation and evaluations in laboratory conditions of the ultrasonic echo-responses, before achieving a reliable application of the spectral analysis and possible extensions to distinguish echo-graphic areas, as a support and estimation tool for advanced medical diagnosis. To attain this difficult aim depends on improving aspects of the own spectral ultrasonic estimation procedure and, maybe, that also combines it with other noninvasive ultrasonic measuring techniques [2, 3].

In this paper, a systematic analysis is made on the effectiveness of results achievable by applying classical and new high-resolution spectral ultrasonic techniques, to computed echo-traces (multiechoes with different levels of noise and time variance), for evaluating those as future medical diagnosis tools for thermal estimation, in scattered media like the liver. The occurrence of a convenient quasi-linear dependence between the unitary average increments in the location of some frequency spectra peaks and the temperature rising in the tissue phantoms is first analyzed for computer-simulated A-scan registers, obtained from echo modeling, and whose parameters are under a precise control. A basic average increment (per °C and mm) is identified in this spectral technique: 3 KHz/°C. So, samples of typical ultrasonic multiechoes are generated by computation of signal models, trying to exemplify very diverse characteristics, adverse or not, of the rather variable in time echo-traces acquired from the real tissues.

By applying new ultrasound spectral analysis methods that incorporate resolution improvements, some interaction effects of the ultrasonic echoes with thermally or mechanically modified propagation media are accurately detected. Finally, the validity limits of those methods, under different
signal-to-noise levels and interechoes time variances in the ultrasonic signal traces, are carefully evaluated.

These objectives will be attained in three phases: (i) analyzing current models and spectral techniques for noninvasive thermal estimation inside tissues by detection of frequency changes in ultrasonic echoes, (ii) providing a well-based study of the most important aspects to be considered on the effectiveness of an improved spectral analysis option (proposed here to increase the thermal resolution), as a possible tool for accurate medical diagnosis; aspects like resolutions, accuracy, noise robustness will be studied, (iii) and some circumstances that can be seen as possible functional gaps are identified, and a solid fundament to know how these aspects can be overcome will be provided.

2. Models and Methods

2.1. On Computer Modeling of Thermally Induced Alteration in Multiscattering Echoes from Patient Tissues. To properly apply, for patient diagnosis purposes, the detection and quantification of certain particular changes observed in echographic information, induced by changing temperatures, it becomes necessary to previously make careful analyses of how this really occurs in time and spatial domains, for different tissue structures and ranges.

Ultrasonic echo-signals collected from patient tissues can be considered as a complex superposition of several single echoes, generated by the interaction among an emitted ultrasonic pulse and its multiple acoustic reflections by the typical dispersive structure into the biological tissues under analysis. This internal structure can be associated to blood vessels, cells groups, membrane-type internal structures, or any spatial configuration of the patient organs located in the ultrasonic path, inducing acoustic diffraction or dispersion on the propagating ultrasonic pulses.

Depending on the type of organ, the pattern of the ultrasonic echo-signals changes: some kinds of organs have a quasihomogeneous tissue composition presenting a semiregularly spaced structure of scatters, for example, the liver or the fat; others have an anatomical structure composed by cavities, muscular tissue, or parenchyma, which makes it (from an ultrasonic point of view) a totally irregular reflection structure, as it happens with the heart or, in minor degree, with the lung.

In the laboratory practice devoted to create new designs of diagnostic instruments, the related ultrasonic studies and researches use to be made firstly in distinct biological phantoms with internal artificial reflectors trying to approximate the distinct tissues, in that related to emulate the echographic ultrasonic responses.

But, previously to the construction of an adequate set of biological phantoms with the mentioned tissue emulation purposes, it would be of big interest and usefulness to be capable of making approximated predictions of acoustical responses when an ultrasonic high-frequency pulse is applied over their external surfaces, and also (in the context of this paper) of how these responses, from several tissue points, are being modified for distinct temperatures. This aim needs to create useful and relatively simple echographic mathematical models, and the subsequent simulation algorithms for calculating with certain accuracy the echoes, thermal modification by computational means.

In conjunction with the mentioned tools for echoes calculation, it is also necessary to find some procedure involving a reasonable complexity in order to obtain an easy interpretation and precise analysis of light variations (from the nonpathologic case) on complex echographic patterns, mainly for the case of tissues having a high level of internal scattering into their structure (as those considered in this paper).

A further requirement, in this context, is to provide means for analyzing, in comparative terms, the temperature estimated in several points located very close in a same patient organ, because some pathologies, as certain cancer affections, present their early symptoms precisely with very small thermal differences (tenths of °C) appearing among surrounding tissue places, due to local alterations on the blood perfusion by neovascularization. For this reason, a precise and noninvasive analysis of small thermal gradients into tissues becomes of a big interest for possible future early detection of certain diseases. And for investigating the potential performance in thermal and spatial resolutions of the HR spectral analysis of ultrasonic scattering echoes, the creations of basic computer modeling tools become very convenient and useful.

2.2. A Deterministic Mathematical Model for Ultrasonic Echoes from a Uniform Scattering Structure. A simple model proposed to emulate an ultrasonic signal from patient organs supposes that some types of its biologic tissues can be considered, from an acoustic point of view, as a semiregular matrix of scatters separated by an average distance “d.” When an ultrasonic pulse travels and is being reflected through a path inside a tissue (i.e., from its internal structure), the resulting echo-graphic signal trace, $s(t)$, is a complex sum of the echoes from scatters (reflectors) that the pulse finds in its pathway [19], and each simple pulsed echo has a different time of flight, depending on the distance that this ultrasonic pulsed signal has traveled from a particular reflector:

$$s(t) = \sum_{m=1}^{n} e_m y_m \left( t - \frac{2d_m}{v} \right),$$ (1)

where $e_m$ is the echo amplitude due to the $m$th reflector, $y_m(\cdot)$ is the shape of the unitary individual echo due to the $m$th reflector, $t$ is time, $d_m$ is the module of the position vector of the $m$th reflector, and $v$ is the ultrasonic speed.

In general, it is supposed that the analyzed tissue is located at the far-field zone of the emitting ultrasonic face, where diffraction effects (from the aperture) are negligible, and no important dispersion or attenuation effects are considered. Under these conditions, each echo produced by a punctual reflector would preserve the form of the original pulse emitted by the transducer face to the propagation medium. These rather restrictive considerations can be assumed in our analysis, due to our specific objective is here only related to the estimation of changes in the frequency
peaks locations related to physical alterations in an internal tissue parameter with relevant diagnostic significance, as a displacement in those peak locations due to a local temperature rise in a specific tissue zone, and isolating possible interferences originated from other possible aspects being present (dispersion in frequency or other characteristics affecting reflected waveforms).

For the conditions imposed by this approach [17], the emitted unitary pulse can be mathematically modeled as

$$P(t) = -te^{-\omega t^2} \sin(2\pi f_0 t), \quad t > 0,$$  \hspace{1cm} (2)

where $\omega$ is the ultrasonic bandwidth and $f_0$ is the transducer central frequency.

The individual echo waveform, produced by the interaction of the emitted pulse $P(t)$ with one reflector, can be considered under the approximation of our approach, as a replica to the emitted unitary pulse, regarding its time-shape; then $\gamma(t) = P(t)$. An example of multiecho signal centered in 2,25 MHz with a bandwidth ($\omega = 1$ MHz), generated by a computational algorithm based on this model, is shown in Figure 1(a).

As a more realistic reference, a signal with around 2,25 MHz of central frequency, acquired from an experimental phantom (based on agar and tridistilled water), is shown in Figure 1(b); four layers of glass microspheres were embedded in the central axis of the biologic phantom, to simulate a quasiregular distribution. Here, the interarrival time between echoes is not constant and some echoes appear to be superimposed.

2.3. Mathematical Modeling of Statistical Type for a Nonuniform Multiecho Trace. The model explained above is considered in the literature as a basic bioultrasonic signal pattern for numerical simulation of the echotraces resulting from ultrasound interaction with biological tissue. Nevertheless, there are more complex approaches to mathematically describe the nature of the bioultrasonic signals, more properly.

In real patient tissues, in spite of the semiuniform distribution of scattering in some kind of organs, the irregular behavior still increases a little respect to the last figure, as can be seen in Figure 2(a), for an ultrasonic trace acquired from a sample of pig liver, by using ultrasonic irradiation with a 2 MHz broadband transducer.

And, in Figure 2(b), a 5 MHz echo-trace from a computational phantom is shown.

A model describing this type of traces from biological tissues uses a random distribution of scattering with a certain degree of statistical regularity [16]. The same acoustic conditions for the interaction with each single reflector, as those considered in Section 2.2, are maintained in this model: no important dispersion or diffraction, punctual reflectors, and far field conditions. Thus, individual echo, $\gamma(t)$, preserves the form of the original emitted pulse, $P(t)$. But, now, the internal scattering distribution is modeled with a statistical model that approximates the echo-nature produced by a specific kind of tissue. In this case, the resulting multiecho signal, $s(t)$, can be expressed as

$$s(t) = \sum_{m=1}^{n} A_m \gamma_m(t - t_m),$$  \hspace{1cm} (3)

where $t_m$ is the random receiving time delay of the $m$th echo that, in this case, does not depend on a regular distance $d$; the amplitude $A_m$ of $\gamma_m(\cdot)$ is considered as a random variable, and $s(t)$ is the random model that depends on the random variables $A_m$ and $\tau_m = t_m - t_{m-1}$ (the inter-arrival time between echoes from consecutive scatters).

And we obtain the mathematical expectation over $s(t)$

$$E[s(t)] = \sum_{m=1}^{n} E[A_m \gamma_m(t - t_m)] = \gamma(t) \otimes \sum_{m=1}^{n} A_m \delta(t - t_m),$$  \hspace{1cm} (4)

where $E[\cdot]$ is the expected value over waveforms $[s_m(t)]$, $\gamma(t)$ is the common pattern assumed for all the unitary individual echo functions, and $\otimes$ represents the time convolution operator.

In consequence, the multiecho signals acquired from biological tissues, could be modeled as a convolution between the individual echo function $\gamma(t)$ and the sum of the impulse sampling functions $\delta(t - t_m)$ governed by a random time variable $(\tau_m)$.

When the tissue has a regular structure, then the interarrival time standard deviation is small compared with the mean value, whereas if the tissue has an irregular composition, then the standard division will attain a high value.

In the following sections of this work, a gamma distribution is used to approximate the statistical behavior of the interaction of the tissue structure with the ultrasonic traveling pulses. All the models considered here were applied in computational simulation, considering a monodimensional path. See waveform of Figure 3 as an example.

2.4. Modeling the Behavior of Scattered Ultrasonic Echoes under Temperature Variations, and Detection Method of Their Effects on the Frequency Spectra. The presence of a number of pulsed ultrasonic echo-signals created by scattering in inspected biological media, which have certain uniformity in the spatial distribution of their scatters, offers the opportunity to exploit spectral analysis advantages, allowing the detection of well-defined frequency peaks associated with the spatial repetition rate of the tissue internal structures. Spectral analysis techniques can be applied to semiregular composition tissues and some relatively heterogeneous structures, to find peaks shifts related to clinical parameters, for example: temperature increments, inflammation, or edema.

In the following, a classical technique for spectral analysis on biological media is resumed, and an improved procedure, proposed by the paper’s authors, is described. This resolves the current problem arising in some applications where high resolution is required for frequency peak shift detection (for instance, when it is necessary to achieve a thermal resolution of 0,1°C in several inner parts of a tissue).
2.4.1. Classical Thermal Estimation Techniques for Precise Spectral Analysis of Echoes. Spectral analysis techniques have been applied to ultrasonic signals in order to know frequency peaks changes in the echoes and to relate them with the thermal changes originating those. The more precise of them [10] was carried out using the power spectrum density (PSD) obtained by an autoregressive (AR) model [20–22], to find, in a noninvasive manner, temperature changes in biological phantoms or tissues. And, after it, some optimizations were proposed to improve the thermal resolution and application protocols [18]; in addition, specific quality indexes were established to comparatively evaluate the distinct ultrasonic methods proposed for thermal estimation [13].

In this subsection, it is mathematically shown the linear relation existent between the changes thermally induced on the fundamental frequency related to a semiregular scattering structure into biological tissues and the related temperature variations.

The theoretical fundamentals on which this analysis is based on are as follows.

(a) The tissue, from an ultrasonic point of view, can be seen as a lattice of scatters semiregularly spaced among them by an average distance “d”.

(b) “d” varies proportionally with the temperature changes, and its increments are determined by the coefficient of thermal expansion:

\[ d(T) = d_0(1 + \alpha \Delta T), \]
where $d_0$ is the initial average distance between scatters, $\alpha$ is the linear coefficient of thermal expansion, and $\Delta T$ is the temperature variation.

(c) The speed of sound proportionally changes with the temperature.

In these conditions, the average inter-arrival time between the echoes received, by an ultrasonic transducer with proper bandwidth, is associated to a fundamental resonance frequency (and its harmonics) depending on $d$ and speed of sound, $v$, in this way:

$$f_x = \frac{xv(T)}{2d(T)},$$

where $f_x$ is the $x$th harmonic frequency, $x = 1$ represents the fundamental frequency, and $T$ is the temperature. Therefore, changes in $f_1$ and its harmonics (overtones) are proportional to thermal changes, as is detailed in the following expression:

$$\Delta f_x(T) = \frac{x}{2d_0} \left[ \frac{dv(T)}{dT} \right]_{T=T_0} - av_0 \Delta T. \quad (7)$$

In (7), $\Delta f$ is the frequency shift, $x$ the harmonic number, $dv(T)/dT$ the relative change in the sound speed with temperature, and $v_0$ the sound speed in the tissue at the base temperature $T_0$ [10].

In order to obtain a reasonable frequency resolution in the PSD distribution, a calculation using a parametric method is performed, which supposes that the analyzed signal (data sequence $s(n)$) is the result of filtering a white noise of average power similar to the unit [20–22]. Suppose the well-known filter function $Y(z)$:

$$Y(z) = \frac{B(z)}{A(z)} = \frac{\sum_{i=0}^{p} z^{-i}b_i}{1 + \sum_{i=1}^{p} z^{-i}a_i}, \quad (8)$$

then, a good resolution PSD of the signal is given by

$$S_{xx}(f) = |Y(f)|^2 \bar{S}_{ww}(f) = \sigma^2_n \frac{|B(f)|^2}{|A(f)|^2}, \quad (9)$$

where $S_{xx}(f)$ is the high resolution PSD of the signal, $\bar{S}_{ww}(f)$ the PSD of the input sequence, $Y(f)$ the frequency response of the model, and $\sigma^2_n$ the white noise variance.

The random process $s(n)$ is the ultrasonic signal under analysis, generated by a model of poles and zeros called Autoregressive Moving Average when $q = 0$ and $b_0 = 1$:

$$Y(z) = \frac{1}{A(z)} \quad (10)$$

and its output, $s(n)$, is known as autoregressive (AR) process with order $p$.

In consequence, the PSD for an autoregressive process model is given by

$$S_{xx}(f)_{AR} = \frac{\sigma^2_n}{|A(f)|^2}. \quad (11)$$

To obtain the model parameters, $a_i$, there are several algorithms that have been developed, one of the most known is the Yule Walker method based on the data autocorrelation estimation. A relation between the signal autocorrelation, $\varepsilon_{xx}$, and these parameters can be calculated by means of the following equations [21]:

$$\varepsilon_{xx}(n\mu) = \begin{cases} \sum_{i=1}^{p} a_i \varepsilon_{xx}(\mu - i), & m > 0, \\ \sum_{i=1}^{p} a_i \varepsilon_{xx}(\mu - k) + \sigma^2_n, & m = 0, \\ \varepsilon_{xx}(-n\mu), & m < 0. \end{cases} \quad (12)$$

2.4.2. Improved Procedure Proposed for HR Spectral Estimation of Small Thermal Changes. The main limitation of the above-described temperature estimation technique, based on advanced spectral analysis of ultrasonic echoes, is related to its maximum resolution achievable in the measure of the frequency peaks shifts, subsequently reducing the final resolution in the diagnosis parameter (i.e., in the resolution for thermal estimation, or evaluation of small tissue inflamations for early detection of infection pathologies); this limitation appears even for the more favorable parametric cases of the technique described in the last paragraph.

In order to overcome this limitative aspect for precise diagnosis by noninvasive thermal estimation, a new signal processing step is proposed by authors to be added to the analytical procedure, looking for the consecution of a higher frequency resolution, that with the basic spectral approach detailed in the previous subsection. Initial results from our improved procedure for processing the multiple power spectra involved in multipoint measures provide a better resolution than using previous ultrasonic estimation options. In addition, the Burg method is applied here as an alternative option to the classical approach for power spectrum estimation, giving a better final frequency resolution. In our estimation of the AR parameters by Burg method, a minimization of the direct and inverse errors of the linear predictors is made, with the restriction that AR parameters should satisfy the Levinson-Durbin recursion.

The estimations of the direct and inverse linear prediction are defined as

$$\hat{x}(n) = -\sum_{k=1}^{m} a_m(k)x(n-k), \quad (13)$$

$$\hat{x}(n - m) = -\sum_{k=1}^{m} a^*_m(k)x(n + k - m),$$

where $a_m(k)$, $0 \leq k \leq m - 1$, $m = 1,2,\ldots, p$, are the prediction coefficients. And the corresponding direct and inverse errors, $f_m(n)$ and $g_m(n)$, are defined as

$$f_m(n) = x(n) - \hat{x}(n),$$

$$g_m(n) = x(n - m) - \hat{x}(n - m). \quad (14)$$

The minimum square error is given by

$$\varepsilon_m = \sum_{n=m}^{N-1} \left[ |f_m(n)|^2 + |g_m(n)|^2 \right]. \quad (15)$$
This error is minimized selecting the prediction coefficient according to the restriction to satisfy the Levinson-Durvin recursion given by
\[
a_m(k) = a_{m-1}(k) + K_m a_{m-1}^*(m-k), \quad 1 \leq k \leq m-1, \quad 1 \leq m \leq p,
\]
(16)
where \(K_m = a_m\) is the m reflection coefficient of the predictor lattice filter and can be expressed as
\[
\hat{K}_m = \frac{-\sum_{n=m}^{N-1} f_{m-1}(n) g_{m-1}^*(n-1)}{(1/2)[\hat{E}_m^f + \hat{E}_m^b]}, \quad m = 1, 2, \ldots p.
\]
(17)
\(\hat{E}_m^f\) and \(\hat{E}_m^b\) are an estimation of the total square error \(E_m\).

The Burg algorithm computes reflection coefficients of the equivalent lattice structure and Levinson-Durvin algorithm is used to obtain AR model parameters. Based on estimation of AR parameters, the Power Spectrum can be estimated as
\[
P_{xx}^{\text{BU}}(f) = \frac{\hat{E}_p}{1 + \sum_{k=1}^{p} \hat{a}_p(k) e^{-j2\pi fk}}.
\]
(18)

The main advantages of the Burg method to estimate AR model parameters are (a) higher frequency resolution, (b) stable AR model, and (c) better computation efficiency [21]. So, for the cases considered here with multiple short-data registers (needed when thermal gradients must be analysed, to obtain certain spatial discrimination in ultrasonic estimation), our improved method could achieve an excellent temperature resolution for distinct points separated a few millimetres; thermal resolutions even better than a tenth of \(\degree C\) can be obtained, if a high enough overtone order is selected for the shift analysis.

The high resolution (HR) thermal detection is completed by properly applying and adapting, to our estimation problem involving rather short-time windows, a procedure in certain way parallel to some techniques applied in other digital signal processing areas, by properly decomposing the echotraces in many sufficiently small fractional time-windows and artificially extending their digital lengths in all of them, before to be parametrically analyzed in the power spectrum domain with an improved frequency resolution. Each resulting time fringe is previously extended, before and after of the occurrence of each original acquired short echo-segment, with many null-value new samples in number enough to attain a total of \(N_f\) digital samples. So, the needed high resolution in the frequency domain can be attained for the subsequent power spectra calculated with Burg method from the extended digital registers associated to the successive time subtraces, instead the original registers with \(N_i\) samples, \(N_f = xN_i\).

The new processing proposed multiplies the frequency resolution of the PSD algorithm.

For implementing it, a number of new register vectors (\(\text{FRV}_j\)) are arranged by properly extending the original \(m\) registers generated by segmentation of the whole echo-trace acquired in the computational phantom or in the biological tissue, \(s_j(n)\):
\[
\text{FRV}_j = \begin{cases} 0_1, 0_2, \ldots, 0_{(x-1)N_i/2}; s_j(1), s_j(2), \ldots, s_j(N_i); \\ 0'_1, 0'_2, \ldots, 0'_{(x-1)N_i/2} \end{cases}, \quad (j = 1, 2, \ldots, m).
\]
(19)

Preliminary results obtained with an improvement respect to other AR parametric method (but based on Yule-Walker equations), and focused to get a higher thermal resolution, are presented in [13], using the tenth harmonic of the fundamental resonance frequency associated to the medium scattering. This already represented an excellent resolution in temperature (0.12\(^\degree C\)), for instance for the hyperthermia purposes intended in that work. These promising first results, for measuring tissue temperature into patient organs, were proved to have a convenient near-to-linear dependence with the frequency shifts observed in the acquired ultrasonic echo-signals.

In the current paper, these already good results are even further improved, by doing the above-described technique extension, introducing the Burg calculation in this context and getting smaller frequency sampling steps in the power spectrum density, making so possible to detect temperature changes with resolution as low as 0.08\(^\degree\)C, for a number of distinct organ points located at neighboring places.

And in relation to the capability of this option related with the spatial resolution in thermal estimation purposes, a favorable first indication was obtained using this type of echo-trace processing, and properly choosing the length of the elemental fractional times of the multiple windows in which the whole echo-trace must be decomposed.

So, in Figures 4(a) and 4(b), it can be clearly seen that a reasonably good correlation, between the thermal relative increments in a number of points of the propagation media and certain frequency displacements observed, can be obtained, by analyzing (in this case) the shifts in the tenth harmonic of the resonance frequency related to the average separation among internal scatters into a tissue phantom. It confirms that it is possible to make an ultrasonic estimation of positive (a) and negative (b) arbitrary temperature gradients in biological media. Thermal gradients, shown as red curves in Figure 4, correspond to distributions along the central axis of a phantom during a laboratory heating procedure with a therapy ultrasound transducer and following the experimental protocol explained in [23].

These temperature gradients were introduced as input data for simulation of received echo-traces from two phantom zones of 12 mm each one, and then, a frequency analysis was performed over 20 time-windows of each echo-trace; so, frequency shifts of the tenth harmonic were evaluated in each window. The values of these shifts, with regard to
temperature for distinct depths, are shown in Figure 4. It can be appreciated a good correlation with temperature changes for all the depths.

3. Results and Discussion

3.1. Evaluation of the New HR Spectral Technique for Thermal Estimation. Three specific computational methods were performed for this evaluation, applying them to inspect potential capacities of our improved spectral analysis technique to comply with the main aspects, around changes detection in the echo-signals behavior, which could be related to physical variations on tissue with diagnostic significance.

(i) The first evaluation method is oriented to an accurate assessment of the thermal resolution that potentially this tool is capable of providing, in the detection of the small changes (±0.1°C) required in early detection of initial infections or tumors on real tissues (e.g., hepatitis).

(ii) The second evaluation method analyses affections of noisy signals on high-resolution PSD results. The noise immunity, reached by the spectral technique itself, is a crucial factor due to the complex nature of real echo-signals; in fact, they contain noisy components that must be ignored, and, therefore, it is important to know the sensibility, of the main spectral processing stages, to the noise induced in the echo-traces, in order to design an efficient filtering preprocessing.

(iii) The third evaluation method is for studying the HR spectral results for random reflectors distributions, describing scattering in real biological tissues. Multiecho-signals with different standard deviations were processed to obtain their PSD, with the objective of providing a qualitative study considering the potential application of the theoretic HR spectral technique proposed here for possible future early diagnosis on different tissue compositions: from uniform and regular tissue structures to complex and heterogeneous internal organs in patients.

3.1.1. Limits on Resolution for Noninvasive Thermometry Using HR Spectral Analysis. In order to find the theoretic limits of the HR spectral analysis for thermometry in a favorable case (supposing a rather ideal frame), an extension of this technique was tested with well-controlled echographic ultrasonic signals, by numerically emulating typical echo-traces acquired from ideal regular biological media, and trying to detect very small changes in the frequency values related to very-light temperature variations, even of the order of 0.05°C. To ensure repetitive and comparable conditions for echoes generation, it was decided to simulate a set of pulsed multiecho signals in a specific temperature range (30-31°C) for three small thermal increments of 0.05°C, 0.08°C, and 0.1°C. The regular model in which the computational simulation was based on is described by (1) and (2). Previously to apply our HR spectral technique finding the resonance frequencies and associated harmonics, a mathematical calculation (based on theoretical fundaments) was performed to establish the expected values for the harmonics, and then selecting the most convenient for shift analysis.

A speed of sound of 1540 m/s and an average distance between scatters of 1.1 mm were supposed for an ideal tissue similar to liver. Looking only for becoming possible a numerical indication of the achieving of very-high thermal resolutions, searching their theoretic limits, the central frequency of the simulated transducer was ideally fixed for our simulation at 30 MHz, and an initial temperature equal to 30°C was considered. This elevated ultrasonic frequency only should be applicable in the medical practice for a particular thin biological tissue or sample (of only a few centimeters in depth), due to its extreme acoustical attenuation.

The fundamental resonance frequency \( f_1 \) in the scattered propagation media, for these parameters, was computed.
with (6), and a value of 700 KHz was obtained. Later, the harmonic of $f_1$, nearest to the transducer central frequency value, was properly chosen, in order to avoid that the selected harmonic was cut away due to filtering effects of the own testing ultrasonic transducer. So, the 43rd harmonic was selected with a frequency value of 30.1 MHz. For completing the spectral analysis, the expected frequency shifts of this 43rd harmonic, due to three defined temperature rises, were determined by means of the expression (7). In the Table 1, the calculated frequency displacements for the three studied basic steps in temperature increments are listed.

Graphical and numerical results were obtained, calculating the power spectral density of the simulated multiecho signals, by means of a computational algorithm developed for this objective. In Section 3.2, the results of each analysis stage are discussed.

3.1.2. Evaluation of the Sensibility to Noise for the HR Spectral Estimation Technique. An extended analysis of the sensibility to noise intends to raise an evaluation process to our improved spectral technique, when it is applied to ultrasonic echoes contaminated with increasing relative levels of noise, in order to establish the sensibility threshold level (in SNR terms) of this procedure and investigate which factors are mainly affected by the induced noise (when this happens).

The initial ultrasonic multiecho signals, to be used for it, were computationally simulated in base to the simplest mathematical model described in Section 2.2 for regular texture tissues, equal as for the further analysis, considering a speed of sound of 1540 m/s and an average distance among scatters of 5 mm in this case, which produce a fundamental resonance frequency of 154 KHz.

Then, thermally altered signals were generated in a temperature range (30°C–50°C), in 2°C steps. And the SNR levels were calculated by an algorithm that generates white Gaussian noise amplitudes based on the signal power. The generated noises had average powers with values ensuring that the SNR was in a range between 3 dB and 120 dB. Finally, these SNR levels were added to multiecho signals, and the noise sensibility was analyzed from the power spectral density of each signal, with SNR: 1, 3, 6, 12, 30, 60, and 120 dB. The observed behaviors on the PSD’s are discussed in Section 3.2.

3.1.3. Spectral Analysis Applied to Echoes from Statistical Randomly Distributed Scatters. Several nonuniform distributed multiecho traces were generated, varying standard deviation of the inter-arrival time between consecutive scattering echoes. Signals with a quasi-uniform echo distribution, and also with great variation in scatter distance, were obtained for an initial temperature of 30°C. A sound velocity of 1540 m/s and an average inter-arrival time of 800 ns were considered. This corresponds to an average distance between scatters of 0.6 mm and an average fundamental medium resonance of 1.2 MHz. The transducer central frequency is 10 MHz with a bandwidth of 1.5 MHz.

The high resolution power spectral density was obtained in each signal, for analyzing frequency peaks behaviors and their changes with echoes inter-arrival time variations.

3.2. Discussion of Results in the Three Evaluations of the HR Spectral Technique. The results obtained in each specific evaluation case, planned in Section 3.1, are presented and discussed in following subsections, each one corresponding with results of each case.

3.2.1. Analysis of Limits in the Basic Thermal Resolution. A specific signals processing was carried out for three signals sets, considering constant temperature raises $\Delta T$ of 0.05°C, 0.08°C, and 0.1°C. The functional parameters for computing the PSD’s were settled to ensure the achieving of the required frequency resolution. For the signals set that simulates the effects of a temperature rise from 30 to 31°C, in steps of 0.05°C, it was not possible to obtain an adequate and coherent PSD’s result, due to “sampling” limitations in a typical portable computing context; in fact, for getting a good frequency resolution, giving a step around 400 Hz, the PSD calculation requires a very large number of samples (in the order of $16 \times 10^6$), and the available portable hardware (Laptop HP, AMD Turion 64 x 2 processor, 2 GB of memory) for signal processing did not fulfill the memory requirements for the algorithm computation. As a future work, in order to solve this hardware limitation, an increment in memory capacity should be considered, that in terms of a clinical application, it represents just a higher cost tool with not technological limitations associated in this aspect.

In the other evaluations cases planed, the PSD computation could be performed without mayor problems. A zoom of the 43rd harmonic peak shifts obtained by PSD display, for increments of 0.08°C and 0.1°C, is shown in Figures 5(a) and 6(a), where the displacement of the selected frequency peak can be clearly appreciated in each case.

In Figure 5(b), the 43rd harmonic shift values, versus a thermal rise from 30 to 36°C, are shown, in steps of 0.08°C. A quasilinear relation can be appreciated in the behavior of this harmonic with temperature changes.

The average frequency shifts, obtained per each 0.08°C of rising, were jumps of 733.59 Hz. Nevertheless, it must be noted that an anomalous jump of 1.921 KHz (i.e., a light increment of 458 Hz) was produced every 0.32°C interval. It can be produced, perhaps, due to accumulative percentage errors related to PSD frequency resolution. This is a significant factor to be taken into account to avoid light measurement errors, which could be smoothed by some averaging technique, for instance, after performing several times the PSD calculation for echo-signals obtained in the same temperature range but setting lightly different initial temperatures in each time.

### Table 1: Expected displacements due to basic temperature rises for the 43rd harmonic.

<table>
<thead>
<tr>
<th>Temperature rise (°C)</th>
<th>Harmonic displacement (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>871.66</td>
</tr>
<tr>
<td>0.08</td>
<td>697.03</td>
</tr>
<tr>
<td>0.05</td>
<td>435.83</td>
</tr>
</tbody>
</table>
And in Figure 6(b), the 43rd harmonic shifts versus a thermal rise from 30.1 to 30.6°C, in steps of 0.10°C, are shown. In this case, a linear relation can be also appreciated in the behavior of this harmonic with the temperature changes. The average displacement, obtained in this harmonic, from a temperature increment of 0.1°C was 927.18 Hz.

3.2.2. Noise Sensibility Analysis. Frequency peak values alterations related to the corresponding overtones from the calculated PSD distributions were obtained, for the simulated echo-signals with distinct added noises described above, and the following interesting phenomena were observed.

(a) All the PSD plots obtained for a certain noise level present a shift from the nominal overtone value (frequency peak corresponding to signal without noise). In order to evaluate the noise sensibility of the spectral estimation, several SNR levels were generated and processed; in this paper the most representative SNR levels are presented to show the performance of technique under low and high level SNR conditions. Taking a particular case, in the 13 harmonic of the signals (with SNR = 1, 3, 6 and 120 dB) at 30°C, the greatest error detected corresponds to the signal with a SNR = 3 dB; the expected theoretical value of this harmonic was 2.0020 MHz, but the real value (from a nonnoisy signal) was 2.0276 MHz, and a value of 2.0244 MHz was obtained for a noisy signal with an SNR = 3 dB, which means a difference...
of $-1.2143^\circ C$ from the case without noise. This represents a rather significant error, for instance, on applications of thermal monitoring during treatments of hyperthermia.

(b) Amplitudes of frequency peaks corresponding to overtones of the fundamental resonance also were modified with the noise level increments, in some cases.

(c) Signal with a little added noise giving a high SNR = 30, 60 and 120 dB did not present a detectable displacement in their harmonic resonance values in respect to the signal without noise. This could be interpreted as a preliminary indication of SNR threshold for signal immunity in the spectral analysis to be applied to noisy signals.

In Figures 7(a) and 7(b), the 13 and 15 harmonic curves for signals, taken at 30°C, but with different SNR levels, are shown for five distinct SNR values, selected as the more significant among all the curves calculated; for intermediate values below 120 dB, the frequency alteration in overtones by these noise levels can be considered not relevant.

3.2.3. Results of Spectral Analysis with Nonregular Scattering Echo-Signals. Figures 8 to 10 show simulated signals, in MHz range, with an average inter-arrival time equal to 800 ns and a variance equal to 0.0064 ps$^2$ (S.D. = 80 ns), 0.64 ps$^2$ and 6.4 ps$^2$ (corresponding to a standard deviation S.D. of 80 ns, 0.8 μs and 2.52 μs), respectively, and theirs power spectral densities. The quasiregular signal, which corresponds to the smallest variance signal (shown in Figure 8), presents a very well-defined frequency peak value of 9.8345 MHz and several peaks of smaller amplitude located in greater and smaller values. This PSD behavior is related to the quasiuniform distribution of scatters (Figure 8(b)), which produce the resonant peak nearest to the “ideal 8th harmonic value” of 10 MHz, which would be obtained in the case that no deviations exist.

The following cases correspond to signals with higher variance, 0.64 ps$^2$ and 6.4 ps$^2$, in inter-arrival time between echoes (Figures 9(b) and 10(b) resp.). In the PSD’s obtained for the cases shown on Figures 9(a) and 10(a), new
frequency peaks can be distinguished, and their amplitudes tend to grow proportionally, increasing with variance, and diminishing the relevance of just one peak related to scatters distribution.

4. Conclusions and Future Perspectives

The ultrasonic estimation of little internal thermal gradients into patient tissues could be an effective method as a complementary tool for future noninvasive early diagnosis. The use of techniques based on spectral changes detection in ultrasonic echo-traces seems to be a promising option in this context, but associated spatial resolutions must be improved, in order to detect thermal differences among very close tissue points, as required for instance in initial phases with very small tumors.

Limitations of current research proposals to achieve a noninvasive ultrasonic thermal estimation inside tissues by overtone spectral analysis were analyzed with controllable and repetitive biological and numerical phantoms, giving some ways to overcome them.

By a mathematical modeling of thermal echo alterations, the possibility of achieving good temperature resolutions has been investigated. So, the applicability of an improved approach (for thermal estimation processes from the outer of scattered biological phantoms) generated by the authors, to achieve high-resolution in temperature (up to 0.08°C) has been shown by performing computer simulation of realistic models for multiple-echo ultrasonic traces coming from scattered media, like liver.

An accurate evaluation of performance was performed, for raw bioultrasonic signals patterns (deterministic echo-pulses from regular structure phantoms, and also more complex echo-traces from randomly distributed scattered media). The potential effectiveness of our approach, as a possible reliable diagnosis tool, was demonstrated. It is based on an implementation of the Burg algorithm and adding a new processing step to obtain a higher resolution in the frequency peaks measure of the spectrum overtone.

Other advantage of this approach, in respect to possible alternatives based on complex imaging systems, is that only one transducer and signal acquisition channel are needed.
The sensibility of the new spectral measurement technique, with regard to different levels of time variance and noise in the echoes, has been evaluated, using realistic bioultrasonic signals contaminated with noise, for SNR ranging between 1 and 120 dB. The technique shows a reasonable robust response to echo variance and for SNR above of 3–6 dB, which is fulfilled by the most of ultrasonic echo-signals acquired from biological tissues. Nevertheless, looking forward a practical low-cost ultrasonic implementation (e.g., based on a commercial PC-compatible card), it is recommended to consider at least a simple general purpose analog preprocessing hardware for band-pass filtering of the echo-signals, before being sent for software spectral analysis for instance in a portable computer. In this way, possible undesirable frequency peaks shifts, due to the presence of some noise in the echoes, could be avoided.

But, there are still some aspects that have to be investigated and improved to achieve a whole robust application of the HR echo spectral estimation technique, as usable ultrasonic signal processing tool, clinically available as dedicated instrumental units for practical and accurate diagnosis on distinct tissues. The improvements to be made in the estimation procedure would be related with the development of a number of software options for the detection algorithm to match it to different tissues (liver, muscle, breast, fat presence, etc.), and also for trying to combine this HR spectral technique with other possible measurement ultrasonic techniques, developed in the time and phase domains. In particular, it seems of quite interest, for some noninvasive diagnostic applications, the combination of the HR spectral analysis with advanced ultrasonic elastography.
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The design and implementation of new configurations of mental health services to meet local needs is a challenging problem. In the UK, services for common mental health disorders such as anxiety and depression are an example of a system running near or at capacity, in that it is extremely rare for the queue size for any given mode of treatment to fall to zero. In this paper we describe a mathematical model that can be applied in such circumstances. The model provides a simple way of estimating the mean and variance of the number of patients that would be treated within a given period of time given a particular configuration of services as defined by the number of appointments allocated to different modes of treatment and the referral patterns to and between different modes of treatment. The model has been used by service planners to explore the impact of different options on throughput, clinical outcomes, queue sizes, and waiting times. We also discuss the potential for using the model in conjunction with optimisation techniques to inform service design and its applicability to other contexts.

1. Introduction

Health treatment activities where arriving patients might have to wait for treatment and where duration of treatment follows a certain probability distribution have often been modelled using queueing theory. A classic example is the study of accident and emergency departments in acute hospitals [1, 2]. However in situations where “treatment” consists of a set of distinct treatment types, with the possibility of queues at each treatment stage, and the possibility of receiving a given type of treatment more than once, the use of queuing theory becomes very complex [3, 4].

The provision of mental health care for depression and anxiety in the primary care system is one such complex system. A configuration for mental health care delivery called “stepped care” is advocated for patients with common mental health problems [5, 6] to replace traditional systems (see Figure 1). Stepped care [7] is based on two principles: (a) “least burden,” so that an intervention received by a patient should be effective and appropriate whilst burdening the patient and the health care system as little as possible [8] and (b) “self-correction,” the provision of a system in place to detect lack of improvement, which in turn leads to alternative more intensive treatments being offered [9]. Thus, in a stepped care system, patients are typically first considered for low-intensity interventions such as guided self-help, group work, or a short course of individual therapy. High-intensity interventions typically involve many sessions with a highly trained professional, such as a cognitive behavioural therapist. There are many different types of both low-intensity and high-intensity interventions, and an individual patient can step both “up” to, or between, high intensity treatments and “down” to, or between, low-intensity treatments.

The introduction of stepped care within an existing mental health care framework is challenging. Planning the delivery of stepped care requires decisions concerning the treatments to be offered, the number and type of staff, the protocol for how patients transfer between treatments, and the balance of provision between low and high intensity treatments. The other key feature of mental health care systems other than their complexity is that they are often
operating at capacity. This is more feasible than in acute hospital environments since patients in the queue effectively wait “at home” using little resource.

In this paper we describe a mathematical model we have developed to help planners design a stepped care mental health system [10, 11], by providing rapid estimates of throughput and changes in waiting times for different potential configurations. This model was implemented within a software tool that was distributed to pilot primary mental health care providers [11]. We note that the mathematics presented here, although discussed in the specific context of mental health care delivery, is intended to be generic and is suitable for many other systems that meet certain assumptions.

2. Methods: Mathematical Model

The approach used is complementary to traditional queueing theory and is most suited to systems where traffic intensities are greater than or equal to one or to a system where the starting states have large queues. It complements recent work on queueing systems where some of the servers are always busy [12]. Additionally, this analysis is not dependent on the distributions of arrivals or duration of treatment. We note that where the traffic intensity is greater than one, there is no mathematical steady state to the system (since queues will increase indefinitely). However, the features of the system can still be explored within a specified time frame to understand better the distribution of demand between servers and the potential impact of increased or redistributed capacity.

2.1. A Single Treatment Slot

2.1.1. Assumptions. The unit of capacity we consider in this analysis is a time slot in a diary (e.g., a therapy session) and we assume that patients are treated in discrete sessions. A given time slot in a diary is assumed to be devoted to one, and only one, distinct treatment type. We further assume that a patient takes at least one session to be treated, and that at the start of the modeled period there is no patient currently undergoing treatment (i.e., at \( t = 0 \) the time slot is either empty or a patient has just started their treatment). We assume that durations of treatment of different patients are independent of one another.

2.1.2. Notation. For \( x \geq 1 \), let \( p_x \) denote the probability that a patient’s treatment time is exactly \( x \) time units. Define \( p_0 = 0 \).

For \( x \geq 1 \), let \( s_x \) denote the probability that a patient’s treatment time is strictly longer than \( x \) time units. Define \( s_0 = 1 \).

For \( i \geq 1, t \geq 1 \) let \( r_{i,t} \) be the probability that exactly \( i \) patients have completed their treatment and that no other patient has started their treatment by time \( t \). Define \( r_{i,0} = 0 \) for \( i \geq 1 \).

For \( i \geq 1, T \geq 1 \), let \( f_{i,T} \) be the probability that at time \( T \) exactly \( i \) people have completed their treatment. Note that another patient may have started. Define \( f_{i,0} = 0 \) for \( i \geq 1 \).

2.1.3. The Distribution for the Number of People Who Have Completed Treatment by Time \( T \). We begin by considering \( r_{i,t} \), the probability that by time \( t \geq 1 \) exactly one person has arrived and left and no one else has yet started

\[
r_{i,t} = p_t. \tag{1}
\]

We can then define \( r_{i,t} \) iteratively:

\[
r_{i,t} = \sum_{k=1}^{t} r_{i-1,k} f_{i-1,k} = \sum_{k=1}^{t} r_{i-1,k} p_{t-k}. \tag{2}
\]

Thus we have derived an expression for the probability that at some time \( t \), \( i \) people have been treated and no one else has yet started. To relax this latter condition, we now consider \( f_{i,T} \), the probability that at some time \( T \), exactly \( i \) people have completed their treatment. We use \( r_{i,k} \) to calculate this and for a given time \( T \):

\[
f_{i,T} = \sum_{k=1}^{T} r_{i,k} s_{T-k}. \tag{3}
\]

2.2. A Network of Treatment Slots. We now extend the concept of a single treatment slot to a network of treatment slots that can be thought of as representing a given system.

2.2.1. Notation. Consider a treatment slot of type \( i \), for \( i = 1 \cdots L \) and absorbing exit states of type \( i \), for \( i = L+1 \cdots M \). There are a constant number, \( N_i \), of each type of treatment slot or exit state for \( i = 1 \cdots M \) where \( N_i = 1 \) for \( i = L + 1 \cdots M \).

Let \( a_{ij} \) be the probability that a person leaving a slot of type \( i \), for \( i = 1 \cdots M \) goes to a treatment slot or exit state of type \( j \) for \( j = 1 \cdots M \). Define \( a_{ij} = 0 \), for all \( i = L + 1 \cdots M \) and \( j = 1 \cdots M \) (i.e., no one leaves an exit state).

Define the random variable \( X_i \) as the number of people who have left a single treatment slot of type \( i \), in a given time period for \( i = 1 \cdots L \). The expectation and variance of \( X_i \) are denoted \( E(X_i) \) and \( \text{Var}(X_i) \), and we assume that these quantities are well defined.

Let \( \lambda_i \) be the Poisson arrival rate from outside the system to a slot of type \( i \). Define \( \lambda_i = 0 \), for all \( i = L + 1 \cdots M \) (i.e., no arrivals to exit states from outside the system).

Define the random variable \( W_{ij} \) as the number of people who have arrived at the queue for any slot of type \( j \) from
a single treatment slot \( i \), in a given time period for \( j = 1 \cdots M \) and \( i = 1 \cdots L \).

Define the random variable \( Y_{ij} \) as the number of people who have arrived at the queue for any slot of type \( j \) from all \( N_i \) treatment slots \( i \), in a given time period for \( j = 1 \cdots M \) and \( i = 1 \cdots L \).

Define the random variable \( Y_j \) as the number of people who have arrived at the queue for any slot of type \( j \) in a given time period for \( j = 1 \cdots M \).

Define \( B(p) \) as the Bernouilli distribution with parameter \( p \), where \( 0 \leq p \leq 1 \).

Define \( G_Y(s) \) as the generating function associated with any given probability distribution \( Y \).

2.2.2. General Results from Probability Theory. For a constant number \( N_i \) of independent random variables \( X_i \),

\[
E \left( \sum_{k=1}^{N_i} X_i \right) = \sum_{k=1}^{N_i} E(X_i) = N_i E(X_i),
\]

\[
\text{Var} \left( \sum_{k=1}^{N_i} X_i \right) = \sum_{k=1}^{N_i} \text{Var}(X_i) = N_i \text{Var}(X_i).
\]

If a positive integer-valued distribution \( Z \) has generating function \( G_Z(s) \) and a probability distribution \( Y \) has generating function \( G_Y(s) \) then the distribution \( W = \sum_{i=1}^{N_i} Y_i \) has generating function:

\[
G_W(s) = G_Z(G_Y(s)).
\]

Additionally the expectation and variance of \( Y \) are given by

\[
E(Y) = G_Y'(1),
\]

\[
\text{Var}(Y) = G_Y''(1) + E(Y) - E^2(Y).
\]

Proof of these results can be found in Grimmett and Stirzaker [13].

2.3. Flows through a Treatment in a General Network. Consider a treatment in a general network as shown in Figure 2. Here we consider flows in and out of a constant number, \( N_i \), of units of capacity of type \( j \). In this “always full” system, people arriving at a treatment slot of type \( j \) will first enter a queue of unlimited size. The number of people in a queue waiting to enter any treatment slot of type \( j \) is denoted \( Q_j \). In what follows, we assume that there is no balking, but balking could be added to the system by specifying a maximum queue size.

As shown in Figure 2, flows into the queue for any slot of type \( j \) can come from either other units of capacity of type \( i \neq j \) or from outside the system for \( j = 1 \cdots L \). In the special case of an exit state, there are no external arrivals and only one state of each type.

2.3.1. Inputs from a Treatment Slot of Type \( i \). For each person leaving a particular treatment slot of type \( i \), for \( i = 1 \cdots L \), we can consider their destination as a Bernouilli trial, where they will enter the queue for a slot of type \( j \) with probability \( \alpha_{ij} \). Over a given time period, we thus have a random number \( X_i \) of Bernouilli trials. Then

\[
W_{ij} = \sum_{k=1}^{X_i} B_k(\alpha_{ij}).
\]

From (5) and (6) we obtain the following (a more detailed derivation is given in the appendix):

\[
E \left( W_{ij} \right) = \alpha_{ij} E(X_i),
\]

\[
\text{Var} \left( W_{ij} \right) = \alpha_{ij}^2 \text{Var}(X_i) + \alpha_{ij} \left( 1 - \alpha_{ij} \right) E(X_i).
\]

Equation (8) give the expectation and variance for the total number of people who have arrived at the queue for a treatment slot of type \( j \) from a particular treatment slot of type \( i \) over the given time period. However, we have a block of \( N_i \) units of capacity of type \( i \) so we use (4) to derive the total number of people, \( Y_{ij} \), who arrive at the queue for any treatment slot of type \( j \) from the block of units of capacity of type \( i \) over the given time period:

\[
E \left( Y_{ij} \right) = N_i E(X_i),
\]

\[
\text{Var} \left( Y_{ij} \right) = N_i \left( \alpha_{ij}^2 \text{Var}(X_i) + \alpha_{ij} \left( 1 - \alpha_{ij} \right) E(X_i) \right).
\]

Thus

\[
E \left( Y_{ij} \right) = \lambda_j + \sum_{i \neq j} \alpha_{ij} N_i E(X_i),
\]

\[
\text{Var} \left( Y_{ij} \right) = \lambda_j + \sum_{i \neq j} \left( \alpha_{ij}^2 N_i \text{Var}(X_i) + \alpha_{ij} \left( 1 - \alpha_{ij} \right) N_i E(X_i) \right),
\]

where the sum is over all different types of treatment slot \( i, i = 1 \cdots L \). Note that \( \alpha_{ij} \) and \( \lambda_j \) can equal zero.

In circumstances where the network is always full, the output from units of capacity of type \( j \) for \( j = 1 \cdots L \) is not dependent on the input into the queue. Thus the expected output from units of capacity of type \( j \) for \( j = 1 \cdots L \) is

\[
E(\text{out}) = N_j E(X_j),
\]

\[
\text{Var}(\text{out}) = N_j \text{Var}(X_j).
\]
We are now in a position to consider the expectation and variance of the change in the queue size \( Q_j \):

\[
E(\Delta Q_j) = \sum_{i \neq j} \alpha_{ij} N_i E(X_i) + \lambda_j - N_j E(X_j),
\]

\[
\text{Var}(\Delta Q_j) = \sum_{i \neq j} \left( \alpha_{ij}^2 N_i \text{Var}(X_i) + \alpha_{ij} \left(1 - \alpha_{ij}\right) N_i E(X_i)\right) + \lambda_j + N_j \text{Var}(X_j).
\]

Note that the variance of the change in queue size can be very large if there are a large number of potential inputs for that particular type.

For a patient waiting to receive treatment for a mental health problem, waiting time in a queue is more likely to be of concern than the actual number of people waiting. Let \( \frac{1}{\mu_j} \) represent the mean number of sessions required to treat a patient in a unit of capacity of type \( j \) for \( j = 1 \ldots L \). We can estimate the change in waiting time, \( \Delta P_j \) for an individual arriving in the queue \( Q_j \) as

\[
\Delta P_j = \frac{E(\Delta Q_j)}{\mu_j N_j}, \quad j = 1 \ldots L.
\]

### 2.4. Potential for Optimisation

The linear nature of the equations above in terms of \( N_j \) suggests the possibility that linear programming techniques might be used to optimise the configuration of the stepped care system according to some relevant criteria. An illustrative optimisation is given below where there are a set of treatment types \( j \) and a desired outcome \( k \) (for instance successful discharge) and the intention is to find the allocation of sessions to types of treatments that maximises the number of people achieving the desired outcome. We note that different objective functions can be defined and that optimisation functionality was not included in the software tool [11] produced as part of this project.

#### 2.4.1. Objective Function

Maximise:

\[
Z = \sum_{j \neq k} \alpha_{jk} N_j E(X_j), \quad j = 1 \ldots L, L < k \leq M.
\]

#### 2.4.2. Constraints

1. \( N_j \) are positive integers, \( j = 1 \ldots L \)
2. Total number of therapy sessions per week: \( \sum_{j=1}^{L} N_j \leq S \) for some integer \( S \).

### 3. Results: Illustrative Example

This mathematical model has been implemented as part of a project examining the implementation of stepped care systems [11]. Here we give an illustrative example of its use on a hypothetical mental health care system and the subsequent potential for optimisation.

In this system there are three types of appointments available: an initial screening appointment, a low-intensity therapy appointment, and a high-intensity therapy appointment. People are either referred by their GP (General Practitioner) into the system in which case they begin with an assessment appointment or they can self-refer directly to low-intensity therapy treatment.

The proportion of patients moving between different types of appointment is shown in Table 1.

<table>
<thead>
<tr>
<th>From \ To</th>
<th>Assessment</th>
<th>Low intensity</th>
<th>High intensity</th>
<th>Completed treatment</th>
<th>Dropped out of treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment</td>
<td>0%</td>
<td>40%</td>
<td>20%</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Low intensity</td>
<td>0%</td>
<td>0%</td>
<td>20%</td>
<td>50%</td>
<td>30%</td>
</tr>
<tr>
<td>High intensity</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>80%</td>
<td>20%</td>
</tr>
</tbody>
</table>

The health system managers have 100 weekly appointments available to cover all types of appointment. For the purposes of this example, we assume that the number of weekly booked sessions a patient uses for each type of treatment is exponential with means of 1, 3, and 6 for assessments, low-intensity and high-intensity sessions respectively. The arrivals and capacity allocation for the current system are given in Table 2.

### Table 2: Arrivals to the system and allocation of resources within the system.

<table>
<thead>
<tr>
<th>Appointment type</th>
<th>Average number of new, external arrivals every week</th>
<th>Weekly appointment slots allocated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Low intensity</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>High intensity</td>
<td>0</td>
<td>30</td>
</tr>
</tbody>
</table>

(3) Total number of sessions for a treatment of type \( j \) is dependent on number of therapists qualified to deliver that type of treatment and thus there are capacity constraints for each treatment type: \( N_j \leq S_j \), where \( S_j \) are positive integers, \( j = 1 \ldots L \).

(4) Specify a maximum increase in waiting time of \( W \) weeks at each step:

\[
E(\Delta Q_j) \leq WN_j \mu_j, \quad j = 1 \ldots L.
\]
appointment slots to appointment types to maximise the number of patients who successfully complete treatment in a 26-week period, according to the following constraints.

1. There can be a maximum of 100 total allocated appointments.
2. The maximum increase in average waiting time for an assessment is 4 weeks.
3. The maximum increase in average waiting time for either low or high intensity treatment is 8 weeks.
4. There must be at least 20 assessment sessions, 30 low-intensity, and 20 high-intensity sessions every week.

We ran this optimisation problem using Microsoft Excel Solver (version 2003). We note that Microsoft Solver is a standard add-in to Microsoft Excel and there exist several resources on its use within Excel (e.g., [14]). The new allocation and the output parameters calculated using the model are given in columns 4 and 5 of Table 3.

The suggested appointment schedule has resulted in a more even distribution of the expected waits for each type of treatment and increased the expected total number of people completing treatment over the 6-month time frame.

4. Limitations

A clear limitation is the assumption that the system is always busy. However, application of the model to any given system would still provide the maximum possible throughput of the system over a given period of time. In the context of a mental health system, other limitations apply. Firstly, all patients are considered to be homogeneous and no allowance is made for patients with different characteristics (for instance presenting problem) having different duration of stay distributions or different pathways through the system. Secondly, in this analysis, time is considered to be defined by the number of treatment slots and thus application to a system where sessions are not regularly spaced in time is more complicated. Finally, “holding” or “blocking back” behaviour is not accounted for in the model, in that both the duration of treatment and the destination of patients from each treatment are assumed independent of the state of the system.

5. Discussion

This mathematical model was developed in response to a specific problem within the configuration of mental health care services [10]. As part of that project, the model (without the optimisation aspect) has been implemented within a software tool developed to help planners explore the consequences of different configurations for a given mental health service. Details of the software tool and its use in designing stepped care systems can be found in the project final report [11].

We have described a simple way of analysing throughput and flows for a networked system in the situation where a system is always busy or where this is a reasonable approximation. We note that this is not a steady-state model and instead considers changes in mean output, queue sizes and waiting times over a relatively short (6 months) time period. We have also shown how optimisation techniques might be applied to the subsequent design of a network in the context of a mental health system.

This approach could be useful in other health systems where “servers” (whether beds, clinicians or other resources are always busy) but a key assumption that needs to be met is that there will always be a queue. In practice this assumption is less likely to be valid for systems where queues involve people waiting in a physical allocated space (for instance, in an emergency department) than where people can “virtually” wait at home. Nonetheless, considering such busy systems over a short amount of time using these sorts of models can provide insight into the allocation of resources and management of arrivals to complement standard steady state queuing theory.

Appendix

Remember that the random variable $W_{ij}$ is defined as the number of people who have arrived at the queue for any slot of type $j$ from a single treatment slot $i$, in a given time period for $j = 1 \cdots M$ and $i = 1 \cdots L$.

For each person leaving a particular treatment slot of type $i$, for $i = 1 \cdots L$, we can consider their destination as a Bernoulli trial, where they will enter the queue for a slot of type $j$ with probability $a_{ij}$. Over a given time period, we thus have a random number $X_i$ of Bernoulli trials. Then

$$W_{ij} = \sum_{k=1}^{X_i} B_k \left( a_{ij} \right). \quad \text{(A.1)}$$
From (5) we know that
\[ G_{X_i}(s) = G_{X_i}(G_{B}(s)). \]  
(A.2)

and thus
\[ G'_{X_i}(s) = G'_{X_i}(G_{B}(s))G'_{B}(s), \]  
(A.3)
\[ G''_{X_i}(s) = G''_{X_i}(G_{B}(s))(G_{B}(s))^2 + G'_{X_i}(G_{B}(s))G''_{B}(s). \]

It is a standard result that \( G_{B}(s) = (1 - \alpha_{ij}) + \alpha_{ij}s, \) and so using this and (6) we obtain the following:
\[ E(W_{ij}) = \alpha_{ij}E(X_i), \]  
\[ \text{Var}(W_{ij}) = \alpha_{ij}^2 \text{Var}(X_i) + \alpha_{ij}(1 - \alpha_{ij})E(X_i). \]  
(A.4)
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Obstructive sleep apnea (OSA) has become an important public health concern. Polysomnography (PSG) is traditionally considered an established and effective diagnostic tool providing information on the severity of OSA and the degree of sleep fragmentation. However, the PSG method is time consuming and labor intensive [2, 3], requiring overnight evaluation in a sleep laboratory, dedicated systems, and attending personnel. Accurate identification of an apnea event requires the direct measurement of upper airway airflows and respiratory efforts. Therefore, the development of a simple and effective predictive method for OSA diagnosis is important.

There are many inspections for OSA methods, including the O2 Pulse Oximeter, the body mass index (BMI), and the two-stage method (BMI-attached O2 Pulse Oximeter and questionnaire-attached O2 Pulse Oximeter). However, patients are still required to wear the O2 Pulse Oximeter overnight, which is very inconvenient for them [4–6].

Mahalanobis-Taguchi System (MTS) is a collection of methods that was proposed as a forecasting and classification technique using multivariate data developed by Dr. Taguchi [7, 8]. MTS integrates Mahalanobis distance and Taguchi’s robust engineering. Mahalanobis distance is used to construct a multidimensional measurement scale and to define

1. Introduction

According to the National Institutes of Health, 50–70 million Americans are affected by chronic sleep disorders and intermittent sleep problems that can significantly diminish health, alertness, and safety. Untreated sleep disorders have been linked to hypertension, heart disease, stroke, depression, diabetes, and other chronic diseases. Recently, the Institute of Medicine in its report estimated that sleep disorders and sleep deprivation constitute an inadequately addressed public health problem, and "hundreds of billions of dollars a year are spent on direct medical costs related to sleep disorders, such as doctor visits, hospital services, prescriptions, and over-the-counter medications." According to the National Highway Traffic Safety Administration, drowsy driving claims more than 1,500 lives and causes at least 100,000 motor vehicle crashes each year [1].

Polysomnography (PSG) is traditionally considered an established and effective diagnostic tool providing information on the severity of obstructive sleep apnea (OSA) and the degree of sleep fragmentation. However, the PSG method is time consuming and labor intensive [2, 3], requiring overnight evaluation in a sleep laboratory, dedicated systems, and attending personnel. Accurate identification of an apnea event requires the direct measurement of upper airway airflows and respiratory efforts. Therefore, the development of a simple and effective predictive method for OSA diagnosis is important.

There are many inspections for OSA methods, including the O2 Pulse Oximeter, the body mass index (BMI), and the two-stage method (BMI-attached O2 Pulse Oximeter and questionnaire-attached O2 Pulse Oximeter). However, patients are still required to wear the O2 Pulse Oximeter overnight, which is very inconvenient for them [4–6].
a reference point of the scale with a set of observations from a reference group. Taguchi’s robust engineering is applied to determine the important features and then optimize the system. Thus far, MTS has been successfully used in various applications [9–13].

Multiclass Mahalanobis-Taguchi system (MMTS) breaks the limitation of MTS, in which only one Mahalanobis space is constructed for one problem and establishes an individual Mahalanobis space for each class to accomplish multiclass classification and feature selection tasks simultaneously. MMTS also inherits the robustness of classification from MTS [13]. The classification capability and feature selection stability of MMTS were both confirmed [14].

Therefore, this study used MMTS for OSA prediction to provide a convenient and fast prediction method. A comparison was also made between MMTS and other methods, including logistic regression (LR), back propagation neural network (BPN), learning vector quantization (LVQ), support vector machine (SVM), C4.5 decision tree, and rough set (RS).

2. Materials and Methods

Following the approval from the Cathay General Hospital, Taipei, Taiwan, this study gathered 124 subjects (90 men and 34 women) who were referred for clinical suspicions of OSA from October 2007 to July 2008. The patients were consecutively recruited from the outpatient clinic and taken through data preprocessing to prepare for the training and the testing data sets. Inconsistent data were deleted, and missing values in the analysis were ignored, leaving 86 subjects (62 diseased and 24 nondiseased) for our analysis.

The collected OSA data had 12 attributes, including anthropomorphic measurements (i.e., age, gender, height, weight, body mass index (BMI)), systolic blood pressure (SBP), diastolic blood pressure (DBP), frequency of desaturation (DI3, DI4), frequency of paroxysmal leg movements per hour (PLM), and questionnaire measurements (ESS, DI3) Frequency of desaturation (saturation index <3% in an hour)
K DI4 Frequency of desaturation (saturation index <4% in an hour)
L PLM Frequency of paroxysmal leg movement in an hour

Table 1: The OSA attributes.

<table>
<thead>
<tr>
<th>No.</th>
<th>Item.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Gender</td>
<td>Gender (1, 2)¹</td>
</tr>
<tr>
<td>B</td>
<td>Age</td>
<td>Years (0–100)</td>
</tr>
<tr>
<td>C</td>
<td>BW</td>
<td>Weight (Body weight, in kg)</td>
</tr>
<tr>
<td>D</td>
<td>BH</td>
<td>Height (body height, in cm)</td>
</tr>
<tr>
<td>E</td>
<td>BMI</td>
<td>Body Mass Index (body mass index, in kg/m²)</td>
</tr>
<tr>
<td>F</td>
<td>SBP</td>
<td>Systolic blood pressure (mm Hg)</td>
</tr>
<tr>
<td>G</td>
<td>DBP</td>
<td>Diastolic blood pressure (mm Hg)</td>
</tr>
<tr>
<td>H</td>
<td>ESS</td>
<td>Daytime sleepiness survey scale (0–24, 24=Worst daytime sleepiness situation)</td>
</tr>
<tr>
<td>I</td>
<td>SOS</td>
<td>Snoring survey score (0–100, 0=Worst snoring score)</td>
</tr>
<tr>
<td>J</td>
<td>DI3</td>
<td>Frequency of desaturation (saturation index &lt;3% in an hour)</td>
</tr>
<tr>
<td>K</td>
<td>DI4</td>
<td>Frequency of desaturation (saturation index &lt;4% in an hour)</td>
</tr>
<tr>
<td>L</td>
<td>PLM</td>
<td>Frequency of paroxysmal leg movement in an hour</td>
</tr>
</tbody>
</table>

¹: Male, 2: Female.

SOS). The explanations for each attribute are presented in Table 1.

MMTS, which was developed by Su and Hsiao as a diagnostic and forecasting technique, uses multivariate data developed according to the MTS framework. It is used for simultaneous multiclass classification and feature selection. MMTS comprises four main implementation stages: construction of a full-model measurement scale with Mahalanobis space of each class as the reference; validation of the full-model measurement scale; feature selection; future prediction with important features.


In this stage, the problem and all related features are defined, representative examples are collected to construct the individual Mahalanobis space for each class, and a full-model measurement scale is established. To enhance accuracy in constructing the measurement scale, the Gram-Schmidt orthogonalization process is applied to eliminate multicollinearity from among the features, making the covariance matrix almost singular and the inverse matrix invalid.

Assume that there are k classes in a d-dimensional space. For each class Ci(i = 1, 2,..., k), the examples sampled from its population are defined as “normal” while the examples coming from other k – 1 classes are defined as “abnormal.” The Mahalanobis space MSi is formed by the nt normal examples sampled from Ci. A(p)ni, A(p)2ni,..., A(p)dni denote the standardized feature vectors of MSi standardized by the feature means and standard deviations of MSi. The Gram-Schmidt feature vectors of MSi, orthogonalized on the basis of MSi, that is, U(p)i, are sequentially constructed from l = 1 to l = d by the following Gram-Schmidt setting:

\[ U(p)_l = A(p)_l - \sum_{q=1}^{l-1} t(p)_{lq} \times U(p)_q, \]
where $A_{lj}^{(p)}$ is the $l$th feature vector of $MS_l$ standardized by $MS_p$, $U_{qj}^{(p)}$ is the $q$th feature vector of $MS_p$, $t_{ij}^{(p)}$ is the Gram-Schmidt vector of the $q$th feature of $MS_p$, and $U_{qj}^{(p)}$ is the Gram-Schmidt vector of the $q$th feature of $MS_p$.

The Mahalanobis distance from any example $r$ to $C_i$ can be calculated using the Gram-Schmidt orthogonalization process as follows. First, the features in example $r$ are standardized using the feature means and standard deviations of $MS_i$. The Mahalanobis distance from example $r$ to $C_i$, that is, $MD^{(i)}$, using the Gram-Schmidt orthogonalization process is calculated as the following equation:

$$MD^{(i)}_r = \frac{1}{d} \times \sum_{q=1}^{d} \frac{u_{iq}^{(i)} \cdot \zeta_{qj}^{(i)}}{\zeta_{qj}^{(i)}}$$

where $d$ is the number of features, $u_{iq}^{(i)}$ is the Gram-Schmidt vector of the $q$th feature in example $r$ processed by $MS_i$, and $\zeta_{qj}^{(i)}$ is the standard deviations of $U_{qj}^{(i)}$ for $p = i$.

For the $n_i$ normal examples in $MS_i$, their Mahalanobis distances are to $C_i$ ($i = 1, 2, \ldots, k$) using the Gram-Schmidt orthogonalization process. With these Mahalanobis distances, the center point and the unit distance for each class can be defined, by which the reference base for the measurement scale is determined.

2.2. Stage 2: Validation of the Full-Model Measurement Scale. In this stage, the effectiveness of discrimination among different classes is validated through the full-model measurement scale. Therefore, the Mahalanobis distance to each Mahalanobis space is calculated for each example. The measurement scale is then validated by examining the reapparability of the Mahalanobis distances corresponding to the examples with different classes.

For $C_i$, $i = 1, 2, \ldots, k$, the corresponding abnormal examples from the other $k - 1$ classes are used to validate the measurement scale. To do so, the Mahalanobis distances from the abnormal examples to $C_i$ should be computed using (3). According to the MTS theory, the Mahalanobis distances of abnormal examples will be much larger than those of normal examples if the measurement scale is good. However, for $C_i$, $i = 1, 2, \ldots, k$, if there is no significant difference between the normal and abnormal Mahalanobis distances, then the constructed Mahalanobis space cannot suitably represent the corresponding real normal condition. Moreover, we should return to the beginning of the whole problem and perform some checks on the completeness of considered features or on the representative of the collected examples used to construct Mahalanobis space.

2.3. Stage 3: Identification of the Important Features. In this stage, orthogonal arrays and signal-to-noise ratio are used to identify the important features for multiclass classification.

Each of the original $d$ features is first set with two experiment levels. Level 1 includes the feature in constructing the Mahalanobis space while Level 2 excludes the feature. Afterward, an appropriate orthogonal array is chosen, and the $d$ features are assigned into different columns of orthogonal array. Inside the orthogonal array, every row (run) presents a different level combination of features. For each run, the features with Level 1 are used to construct the Mahalanobis space for $C_i$, $i = 1, 2, \ldots, k$. In addition, the $MD^{(p)}_j$ for $j = 1, 2, \ldots, n_i$, $i = 1, 2, \ldots, k$, and $p = 1, 2, \ldots, k$ are calculated according to (3) and are regarded as the output of each run. Thus, in each run, there will be $n_i$ normal Mahalanobis distances and $\sum_{q=1}^{k} n_q$ abnormal Mahalanobis distances produced for $C_i$, where $q \neq i$. When an example $r$ comes from $MS_i$, a high ratio $MD^{(p \neq i)}_j / MD^{(p = i)}_j$ is expected. For this reason, the signal-to-noise ratio $\eta$ corresponding to each run of orthogonal array is computed using the concept of the larger-the-better type and is defined using the following equation:

$$\eta = \sum_{i,p=1}^{k} \left[ -10 \times \log_{10} \left( \frac{1}{n_i} \times \sum_{j=1}^{n_i} \frac{MD^{(p \neq i)}_j}{MD^{(p = i)}_j} \right) \right] = \sum_{i,j=1}^{k} \eta_{ip},$$

where $n_i$ is the number of examples in the Mahalanobis space $MS_i$; $MD^{(p = i)}_j$ is the Mahalanobis distance from the $j$th example in $MS_i$ to class $C_p$ and $p = i$; and $MD^{(p \neq i)}_j$ is the Mahalanobis distance from the $j$th example in $MS_i$ to class $C_p$ and $p \neq i$.

For the $l$th feature, $SN^*_l$ is used to represent the average signal-to-noise ratio of all runs including the feature, whereas $SN^*_l$ represents the average signal-to-noise ratio of all runs excluding the feature. Independently evaluating the effect of each main factor is allowable because orthogonal arrays are used. Thus, the “effect gain” of each feature can be directly calculated using the following equation:

$$\text{Gain}_l = SN^*_l - SN^-_l.$$  

If the effect gain corresponding to a feature is positive, the feature may be important and may be considered as worth keeping. However, a feature with negative effect gain should be removed.

2.4. Stage 4: Future Prediction with Important Features. In this final stage, a reduced model measurement scale is constructed using the important features and then validated. A “weighted Mahalanobis distance” is employed to be the
distance metric for classification. By simply classifying examples into the class with the minimum weighted Mahalanobis distance, the classification can be achieved.

The measurement scale is reconstructed using the feature subset $R$ composed of $\delta$ important features identified in the third stage. This scale is called the “reduced model measurement scale.” Similarly, for $MS_i$, $i = 1, 2, \ldots, k$, the validations of the scale should be applied using the corresponding abnormal examples to ensure that this reduced model has a good ability to discriminate among different classes. The weighted Mahalanobis distance weighing the different features in the Mahalanobis distance according to the corresponding effect gains obtained in the third stage is used for classification after the reduced model measurement scale is validated. The weighted Mahalanobis distance from any example $r$ to $C_i$ is computed through the following equation:

$$WMD_{r,i} = \frac{1}{\delta} \times \sum_{l \in R} w_l \times \frac{u_{rl,i}^2}{\zeta_{rl,i}}$$

where $\delta$ is the number of features in the reduced model, $w_l$ is the weight of the $l$th feature in the reduced model, $u_{rl,i}^2$ is the Gram-Schmidt vector of the $l$th feature of example $r$ processed by $MS_i$ in the reduced model, and $\zeta_{rl,i}$ is the standard deviations of $U_{rl,p}$ in the reduced model for $p = i$.

The weight of the $l$th feature, that is, $w_l$ in the reduced model can be acquired by normalizing the corresponding effect gain obtained in the third stage as

$$w_l = \frac{\text{Gain}_l}{\sum_{l \in R} \text{Gain}_l},$$

where $\text{Gain}_l$ is the effect gain of the $l$th feature in the reduced model.

Based on this reduced model, a classification can be achieved by simply classifying examples into the class with minimum weighted Mahalanobis distance, and thus, the classification accuracy can be acquired. Importantly, a test experiment should be implemented using the unknown examples to confirm the classification ability of the reduced model.

Note that the validation stage (Stage 2) plays an important role in MMTS algorithm. Stage 2 aims to check if the measurement scale is constructed well. That is, it is used to ensure that the measurement scale has the basic ability to discriminate the examples used to construct the Mahalanobis space and the examples out of the space. A valid measurement scale also implies that the important features of a problem have been considered and the representative examples have been collected for analysis. A comprehensive feature set and representative examples are prerequisites for establishing a good MMTS model. Moreover, Stage 3 of MMTS, the feature selection stage, is meaningless if valuable features are not considered and included at the beginning of problem analysis. Thus, the validation stage is also a way for checking the completeness of features and the representation of collected examples, and it is needed for ensuring the quality of the established MMTS model (Figure 1).

The four stages of implementing MMTS are shown in Figure 1. For details on MMTS, refer to Su and Hsiao [14].

3. Implementation

PSG, a multiparametric test used in sleep medicine, provides reliable data on OSA through comprehensive recordings of biophysiological changes that occur during sleep. It involves the following data: electroencephalogram (EEG), electrooculogram (EOG), electromyogram (EMG), heartbeat, and oximeter of the lobe. Scoring is accomplished through the Rechtschaffen method, which grades the severity of sleep apnea by the number of events per hour and is reported as a respiratory disturbance index (RDI). Patients were placed into four groups: the group with an RDI value <5 is normal; 5–15 is mild; 15–30 is moderate; >30 events per hour is characterized as having severe sleep apnea. In this study, MMTS was employed in the classification of OSA patterns.

To illustrate the effectiveness of MMTS for OSA prediction, comparisons were made between MMTS and other methods, including LR, BPN, LVQ, SVM, C4.5 decision tree, and RS. LR was first established as an analytical tool in epidemiology. It is used extensively in the medical and social sciences and has become the accepted “standard” in various research areas.

Artificial neural networks (ANNs) are computer programs modeled after the biological nervous system and are capable of recognizing complex patterns in data based on experience. These programs have been demonstrated as promising classification tools because their learning ability allows them to determine optimum nonlinear relationships between classes and to feature patterns from data sets. Both BPN and LVQ are common types of ANNs. On the other hand, SVMs have been successfully applied to classification and regression problems such as character recognition developed by Su and Hsiao [15]. A decision tree is a decision support tool that uses a tree-like graph or model of decisions and their possible consequences, including chance event outcomes, resource costs, and utility. The decision tree is the most efficient approach to addressing classification issues. The RS theory was introduced by Pawlak and is a mathematical tool. This theory provides a tool to mine knowledge as decision rules from a database or web-based information among others [16].

In this comparison, SVM was implemented using LIB SVM, which provides an efficient parameter selection tool using cross-validation through a parallel grid search performed under the kernel of the radial basis function type. Both BPN and LVQ are ANN models constructed for this study using the Professional II PLUS software. The parameters of BPN and LVQ contain the learning rate, momentum, and number of hidden nodes, which were optimized through trial and error to determine the combinations of the minimum root mean square errors. All the results of the C4.5 decision tree in this comparison were operated using the software tool see [17]. Finally, RSES and Weka software were used to implement RS and LR for classification problems, respectively. Statistical analysis was
Define the problem
Collect normal examples from each class which are used for constructing the corresponding mahalanobis space and the “full model measurement scale”
Calculate the mahalanobis distance from each example to each class using Gram-Schmidt process
Use the abnormal examples to validate the scale of each mahalanobis space
Screen the important features using orthogonal arrays and SN ratio
Use the normal examples with the important feature to construct a new mahalanobis space for each class and establish the “reduced model measurement scale”
Calculate the weighted mahalanobis distance from each example to each class using Gram-Schmidt process
Use the abnormal examples to validate the scale for each mahalanobis space
Classify examples into the class with the minimum weighted mahalanobis distance
Test this reduced classification model using unknown examples
Use the reduced model for future application

Figure 1: Procedure of implementing MMTS.

performed using SPSS v.14.0 (Statistical Package for Social Science, Chicago, IL).

4. Results
The subjects, including 66 men and 20 women, ranged in age from 11 to 78 years, with a mean age of 48.3 years (±11.87). Mean height was 165.97 (±7.34) mean weight was 69.05 (±11.31); mean BMI was 24.98 kg/m² (±3.13); mean SBP was 124.64 (±17.62); mean DBP was 81.23 (±10.46), mean ESS score was 10.07 (±6.38) mean SOS score was 50.23 (±21.20), mean DI3 was 92.76 (±121.66), mean DI4 was 92.47 (±121.70); and mean PLM was 2.72 (±0.68). These results are summarized in Table 2.

This study separated the collected OSA data into two parts: Group I and Group II (Table 3). Group I was used to establish the model, whereas Group II was used to test the developed model. In the classification performance, the average classification rate of OSA obtained by each algorithm of Group II is shown in Table 4.

Table 4 shows the test results of the OSA data set. The obtained average accuracies of MMTS, LR, BPN, LVQ, SVM, C4.5 decision tree, and RS were 84.38%, 55.33%, 34.04%, 47.22%, 53.82%, 63.54%, and 13.20%, respectively. Results showed that MMTS had an accuracy of 84.38% on the OSA prediction, outperforming the other methods. Therefore, MMTS can be applied to assist doctors in foreseeing an OSA diagnosis before running the PSG test, thereby allowing a more effective use of medical resources.

5. Discussion
5.1. OSA. In this study, six important features, including age, weight, SBP, DBP, DI3, and DI4, are identified using MMTS. The other features not selected using MMTS include gender, height, BMI, ESS, SOS, and PLM. The following section briefly discusses these selected features.

Patients were placed into four groups: the group with an RDI value <5 is normal; 5–15 is mild; 15–30 is moderate; and >30 events per hour is characterized as having severe sleep apnea [18]. For the RDI value, higher is worse, lower is better.
Table 2: Demographic data, N = 86.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>1.23</td>
<td>1</td>
<td>0.42</td>
<td>1-2</td>
</tr>
<tr>
<td>Age</td>
<td>48.3</td>
<td>49</td>
<td>11.87</td>
<td>11–78</td>
</tr>
<tr>
<td>height</td>
<td>165.98</td>
<td>167</td>
<td>7.34</td>
<td>151–184</td>
</tr>
<tr>
<td>weight</td>
<td>69.04</td>
<td>68</td>
<td>11.31</td>
<td>49–116</td>
</tr>
<tr>
<td>BMI</td>
<td>24.98</td>
<td>24.78</td>
<td>2.13</td>
<td>18.34–34.26</td>
</tr>
<tr>
<td>SBP</td>
<td>124.64</td>
<td>122.5</td>
<td>17.62</td>
<td>83–178</td>
</tr>
<tr>
<td>DBP</td>
<td>81.23</td>
<td>81</td>
<td>10.46</td>
<td>53–108</td>
</tr>
<tr>
<td>ESS</td>
<td>10.07</td>
<td>11</td>
<td>6.38</td>
<td>0–24</td>
</tr>
<tr>
<td>SOS</td>
<td>50.23</td>
<td>46</td>
<td>21.20</td>
<td>18–95</td>
</tr>
<tr>
<td>DI3</td>
<td>92.76</td>
<td>37.5</td>
<td>121.66</td>
<td>0–550</td>
</tr>
<tr>
<td>DI4</td>
<td>92.47</td>
<td>36</td>
<td>121.70</td>
<td>0–550</td>
</tr>
<tr>
<td>PLM</td>
<td>2.72</td>
<td>0</td>
<td>8.68</td>
<td>0–47.1</td>
</tr>
</tbody>
</table>

1SD: Standard Deviation.

Table 3: The OSA data.

<table>
<thead>
<tr>
<th></th>
<th>Nondisease (normal)</th>
<th>Disease (mild)</th>
<th>Disease (moderate)</th>
<th>Disease (severe)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group I (training data)</td>
<td>16</td>
<td>23</td>
<td>10</td>
<td>8</td>
<td>57</td>
</tr>
<tr>
<td>Group II (testing data)</td>
<td>8</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>29</td>
</tr>
</tbody>
</table>

In most studies, the age index is often used in the prediction model of OSA disease [19, 20]. OSA has two possible underlying causes: an anatomically vulnerable airway and neurologically unstable breathing control. As people grow older, their ability to control force in their airway weakens, thereby worsening their breathing. Thus, age is influential both neurologically and in the airway. This study found that hemodynamic parameters such as DBP, and SBP were more relevant to the development of OSA. For the Age, DBP and SBP, higher is worse, lower is better.

The ID3 and ID4 indices are the frequencies of desaturation (index <3% in an hour and index <4% in an hour, resp.). These indices can explain why there is more severe desaturation than the one predicted in alveolar hypoventilation, as demonstrated in OSA patients [4, 5]. In other words, oxygen desaturation occurs more often in proportion to the frequency of respiratory disturbances in OSA subjects [21].

Both SOS and ESS are the questionnaires that help decide whether a patient has a sleep problem. ESS measures daytime sleepiness and is often used clinically to screen for manifestations of behavioral morbidity associated with OSA [22]. SOS, in comparison, is another recently described questionnaire for evaluating patients with snoring problems. Although SOS is a subjective instrument, it is valid, reliable, and sensitive to clinical changes [23]. These questionnaires are effective in determining whether a patient has OSA problems; however, they are not helpful in determining the severity of sleep apnea. All patients were administered with the Chinese versions of SOS and ESS as the laboratory test routine. All surveys were validated and considered statistically equivalent to their original English versions [24, 25]. For ESS range 0–24, higher is worse. For SOS 0–100, higher is better.

Gender as a factor has only been recognized recently. Several studies have tried to provide an explanation for the male predominance in OSA, including differences in anatomical size, greater collapsibility of the upper airway, greater increase in upper airway resistance in men, and hormonal changes in women [17, 26]. However, gender is not helpful in determining the severity of sleep apnea.

BMI is a statistical measurement that compares weight and height. It is considered a useful index to estimate the body’s level of obesity. Obesity is often seen in OSA patients, yet, in experimental results, BMI is not an important feature. The reason is that BMI is routinely used in PSG lab; therefore we checked this feature. However, our data show there is poor correlation between BMI and OSA severity; as a result, BMI is not included in the MMTS model to predict OSA.

PLM represents the frequency of paroxysmal leg movements per hour during night sleep and indicates the severity of sleep disturbance caused by this particular disease. A higher PLM contributes to worse situation.

5.2. Methods. To illustrate the effectiveness of MMTS for OSA prediction, comparisons were made between MMTS and other methods, including LR, BPN, LVQ, SVM, C4.5 decision tree, and RS. The observation made on the MMTS is significantly better than that of other classifications of algorithms. On the other hand, from the viewpoint of implementation, MMTS does not require any parameters to optimize its execution, whereas other techniques such as BPN and SVM consume much time in fine-tuning the parameters. The performance of these parameter-attached classification or feature selection techniques is always sensitive to the parameter determination. Effectively determining the best combination of parameter settings to optimize algorithm output remains a pending issue.
Table 4: A comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>Selected attributes</th>
<th>Pattern</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>normal</td>
<td>87.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mild</td>
<td>66.67%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>severe</td>
<td>83.33%</td>
</tr>
<tr>
<td></td>
<td>Age, weight, SBP,</td>
<td></td>
<td>Average</td>
</tr>
<tr>
<td></td>
<td>DBP, DI3 DI4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMTS</td>
<td>Gender, age, height,</td>
<td>normal</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td>weight, BMI, SBP,</td>
<td>mild</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td>DBP, ESS, SOS, DI3,</td>
<td>moderate</td>
<td>33.33%</td>
</tr>
<tr>
<td></td>
<td>DI4, PLM</td>
<td>severe</td>
<td>100.00%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>Gender, age, height,</td>
<td>normal</td>
<td>25.00%</td>
</tr>
<tr>
<td></td>
<td>weight, BMI, SBP,</td>
<td>mild</td>
<td>33.33%</td>
</tr>
<tr>
<td></td>
<td>DBP, ESS, SOS, DI3,</td>
<td>moderate</td>
<td>11.11%</td>
</tr>
<tr>
<td></td>
<td>DI4, PLM</td>
<td>severe</td>
<td>66.70%</td>
</tr>
<tr>
<td>BPN</td>
<td>Gender, age, height,</td>
<td>normal</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td>weight, BMI, SBP,</td>
<td>mild</td>
<td>16.67%</td>
</tr>
<tr>
<td></td>
<td>DBP, ESS, SOS, DI3,</td>
<td>moderate</td>
<td>11.11%</td>
</tr>
<tr>
<td></td>
<td>DI4, PLM</td>
<td>severe</td>
<td>100.00%</td>
</tr>
<tr>
<td>LVQ</td>
<td>Gender, age, height,</td>
<td>normal</td>
<td>37.50%</td>
</tr>
<tr>
<td></td>
<td>weight, BMI, SBP,</td>
<td>mild</td>
<td>66.67%</td>
</tr>
<tr>
<td></td>
<td>DBP, ESS, SOS, DI3,</td>
<td>moderate</td>
<td>11.11%</td>
</tr>
<tr>
<td></td>
<td>DI4, PLM</td>
<td>severe</td>
<td>100.00%</td>
</tr>
<tr>
<td>SVM</td>
<td>Age, height, weight,</td>
<td>normal</td>
<td>37.50%</td>
</tr>
<tr>
<td></td>
<td>BMI, SBP, DBP, ESS,</td>
<td>mild</td>
<td>66.67%</td>
</tr>
<tr>
<td></td>
<td>SOS, DI3, DI4, PLM</td>
<td>moderate</td>
<td>11.11%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>severe</td>
<td>100.00%</td>
</tr>
<tr>
<td>C4.5</td>
<td>Age, weight, BMI,</td>
<td>normal</td>
<td>37.50%</td>
</tr>
<tr>
<td></td>
<td>SBP, SOS, DI4</td>
<td>mild</td>
<td>50.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>66.67%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>severe</td>
<td>100.00%</td>
</tr>
<tr>
<td>RS</td>
<td>Gender, Age, weight,</td>
<td>normal</td>
<td>25.00%</td>
</tr>
<tr>
<td></td>
<td>SBP, ESS, SOS</td>
<td>mild</td>
<td>16.67%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>moderate</td>
<td>11.11%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>severe</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

6. Conclusions

In recent years, OSA has become an important public health concern. A complete and thorough sleep checkup has to be conducted in a sleep laboratory or medical center, and the patient has to undergo the PSG test in a particular bed for the entire night. Various sensory devices are used on the patient to monitor overnight physical conditions, allowing the complete sleeping structure to be observed and any unusual sleeping condition to be detected. Doctors use the information obtained as the basis for diagnosis. The numerous steps in the PSG test to diagnose OSA are thus costly and time consuming. In this study which applies MMTS, the patient simply needs to wear the monitoring systems (e.g., oximeter) around the wrist like a watch and conduct an at-home overnight test. The monitoring systems are connected to a sensor wire clip placed on a fingertip. The obtained data are used in MMTS to anticipate the OSA diagnosis. Therefore, because it is extremely simple and convenient, this method can be useful for doctors in predicting an OSA diagnosis in advance before running the PSG test, allowing for a more effective use of medical resources.
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The ratio of observed-to-expected deaths is considered a measure of hospital quality and for this reason will soon become a basis for payment. However, there are drivers of that metric more potent than quality: most important are medical documentation and patient acuity. If hospitals underdocument and therefore do not capture the full “expected mortality” they may be tempted to lower their observed/expected ratio by reducing “observed mortality” through limiting access to the very ill. Underdocumentation occurs because hospitals do not recognize, and therefore cannot seek to confirm, specific comorbidities conferring high mortality risk. To help hospitals identify these comorbidities, this paper describes an easily implemented spreadsheet for evaluating comorbid conditions associated, in any particular hospital, with each discharge. This method identifies comorbidities that increase in frequency as mortality risk increases within each diagnostic grouping. The method is inductive and therefore independent of any particular risk-adjustment technique.

1. Introduction

Risk of death in a hospitalized patient—and therefore the number of deaths expected in a hospital—is usually calculated using demographic and coded diagnostic and procedural information. A variety of private companies, trade organizations, and government agencies have developed mathematical models for calculating expected mortality; most of them employ roughly the same data set and use similar techniques of logistic regression [1–6]. The ratio between actual and expected deaths is widely considered to reflect quality of care, and as hospital performance data circulate ever more widely on the internet, this ratio has become a metric of increasing prominence [7, 8].

Soon risk-adjusted mortality will be of importance also to hospital revenue. Last year, the Center for Medicare and Medicaid Services (CMS) announced plans to withhold from each hospital a percentage of payments derived from diagnosis-related groupings (DRGs). These funds will be kept in a national pool and redistributed using indicators of quality and patient satisfaction chosen by CMS. A hospital may lose all of its withheld payments or receive well over twice the amount withheld. Observed-to-expected mortality in three DRGs is scheduled in 2014 to become one of the factors determining the percentage returned [9].

As hospitals attempt to maximize payment, they will take straightforward steps to increase compliance with those processes identified by CMS as quality related. They will also create initiatives to improve patient satisfaction. However, it is more difficult to conceive what specific measures a hospital might employ to decrease observed-to-expected mortality overall. With an important financial stake but no available strategy to protect that stake, hospitals will approach observed-to-expected mortality with concern.

To patients as well as insurance companies, there is undeniable appeal in a metric that purports to compare life-saving prowess between hospitals. Many will want to choose a hospital based perhaps largely on such a metric. It is therefore important both to make certain that the metric is fairly applied and to understand the limits on our ability to identify institutions that prevent death.

1.1. Observed Deaths. Observed deaths, the numerator, are usually an unavoidable result of end-stage or sudden and overwhelming illness. These deaths, and not the relatively few cases for which quality issues are determinative, mainly populate the numerator of observed/expected mortality. Because marginally preventable deaths are relatively uncommon, numerator variations tend to be more responsive to the acuity of a hospital’s patients than to the quality of its...
1.2. Expected Deaths. Not only institutional acuity but also choice of risk adjustment paradigm influences the denominator ("expected deaths"). Current methods of risk adjustment have been shown to predict death with variable accuracy and to disagree with each other substantially and often [10–12].

Variability in these calculations of mortality risk arises from the intrinsic difficulty in assessing severity of the principal diagnosis itself, particularly using administrative data that lack clinical detail. ICD-9 disease categories underlying all risk adjustment capture subtle differences in etiology but characterize severity less well, mainly by appending comorbidities. Yet severity of the principal diagnosis is of the first importance in predicting death, and mortality is also influenced by demographic and psychosocial factors, such as access to care and treatment setting [13, 14]. Like disease severity, the effect of these factors is not well captured by ICD-9.

Describing interactions among the intrinsic severity of a principal diagnosis, psychosocial factors, and the large number of possible comorbid conditions is the major mathematical problem of risk adjustment. Opportunities are many for excluding important variables and associations, for under- and overfitting, and for model instability due to variable colinearity. Inclusion of late-occurring, virtually certain comorbidities that contribute heavily to risk in a particular DRG (or other grouping) and often only in the company of other particular comorbidities, but that coefficient is rarely large. Clinicians and coders cannot easily pick out these large-coefficient comorbidities because there are too many combinations of risk level, grouping, and comorbidity to keep track of. In addition, the majority of institutions purchase risk adjustment services that are proprietary; the general logic of their method is available, but specific determinants of risk are usually not.

A hospital, therefore, may not easily identify characteristic comorbidities that contribute heavily to risk in that particular hospital’s common clinical groupings. It is desirable to find the comorbid conditions most relevant to risk of death for any particular illness and using any risk-adjustment method. Also useful to individual hospitals would be a more general list of those conditions that often contribute to local mortality risk in a range of locally common illnesses.

2. Methods

2.1. Data Sources. We approached this problem using a simple spreadsheet applied to our risk-adjusted data in two different risk adjustment methodologies, 3M (St. Paul, MN) and University Healthcare Consortium (UHC, Chicago IL). Downloads came from our decision support system (McKesson HBOC, San Francisco, CA) for the 3M method and from UHC. The Institutional Review Board approved this approach and waived the requirement for individual patient consent in analyzing this deidentified patient data.

2.2. Data Manipulations. Risk adjustment data from these sources were downloaded onto separate Excel spreadsheets (Microsoft, Redmond, WA). Spreadsheet manipulation was divided into two phases: first, counting the number of instances of each comorbidity in each clinical grouping (APRDRG for 3M or base MSDRG for UHC) and second, identifying in each clinical grouping those comorbidities whose prevalence increased markedly between contiguous...
Figure 1: Organization of the right side of the UHC risk level "above" spreadsheet to count occurrences of comorbidities in each of the 100 commonest base MSDRGs.

Figure 2: Slope of comorbidity prevalence among the commonest 100 base MSDRGs in all four levels of risk in the UHC methodology. Comorbidities are shown in descending order of slope magnitude.

and across all four) risk categories. These changes in prevalence were measured as slopes (Figure 2).

Discharge level data was downloaded onto the left hand side of eight spreadsheets, one for each of the four risk adjustment levels in each risk adjustment methodology. Separate columns contained for each discharge the groupings APRDRG, MSDRG, and base MSDRG (UHC), and up to 50 coded comorbid conditions. Each sheet was sorted by the grouping used in that risk adjustment methodology so that discharges in the same grouping were in contiguous rows.

Counting comorbid conditions was achieved by creating a grid on the right of each spreadsheet defined by the hundred commonest groupings (displayed along a row as column headings) and (to the left of these displayed in a column as row headings) all the comorbidities that occurred once or more often. Cells at the junction of a particular comorbidity row and a particular grouping column were programmed to calculate the number of times this comorbidity occurred in discharges belonging to that grouping (within the level of risk to which the current spreadsheet was assigned). This is shown in Figure 1.

In order to count comorbidities in these cells, a text statement was developed for each cell that would, later, be converted to a calculating formula. The text statement is shown in Figure 1 (above the arrow) as it was written in the formula bar for the highlighted cell. This statement was assembled from concatenated fragments such as "=" and ")" (also shown in Figure 1 below the formula bar), whose spreadsheet location was specified in the formula bar text. As the text statement was entered into each cell, adjusted to reflect the particular row and column of that cell, the cell processed “concatenate” commands and cell references in the text, displaying the simpler statement shown in the highlighted cell in Figure 1. This simplified statement, copied and "pasted as value," was next converted to a formula in all grouping columns by using the Excel command “replace” to change “=” to “". This apparently purposeless maneuver actually forces each cell to reexamine the text statement and then treat it as a formula.

With the text statement changed to a formula, each cell now directs that occurrences of the comorbidity named in the current row be counted among the spreadsheet’s 50 columns devoted to comorbidities. However, this comorbidity count is to be limited to the range of rows containing patients in the grouping named by the current column. For example, suppose in Figure 1 that the current cell in
The “Above” risk level spreadsheet is the one highlighted at the junction of MSDRG 88 (the grouping naming the current column) and “V 8545 BMI > 69 adult” (the comorbidity naming the current row). The highlighted cell is instructing that all instances of “v8545” be counted in the 50 comorbidity columns (“s” through “bo”). However, counting must occur only in the row range that contains discharges in the “Above” risk level of MSDRG 88 (rows 8434 through 8545).

The first of these rows was found in this clinical grouping column (MSDRG in Figure 1) using Excel’s “match” function with the grouping name and risk level. Finding the last row was achieved by adding to the “match” result the number of rows containing that name (using the “countif” function).

In this manner, the number of occurrences of each comorbidity among patients belonging to each grouping was calculated in a matrix format. Occurrences in individual groupings or across any number of groupings could then readily be summed at each level of risk. Prevalence was reported as the number of comorbidity occurrences divided by the number of discharges, either in a single grouping or across a range of groupings.

The second step in spreadsheet manipulation was to evaluate changes in the prevalence of each comorbidity, either within a particular grouping or across the commonest groupings, as risk levels increase. This was achieved by transferring the list of calculated comorbidity prevalences for each risk level into a new spreadsheet and determining rate of change in these values (slope) for each comorbidity condition between risk levels from minor to extreme (APRDRG) or well below to well above (UHC). Those morbidities with the largest slopes were then identified by sorting (Figure 2).

### 3. Results

The 100 commonest groupings (accounting for about 90% of discharges) were examined all together in both risk adjustment methods, and the ten commonest (about 30%) were examined from the perspective of individual grouping.

Shown in Table 1 are comorbidities with the largest 25 slopes across all risk levels for the 100 commonest groupings in the two risk adjustment systems. The two methods shared 18 of the 25.

### 4. Discussion

Using this inductive method, we identified comorbid conditions that were associated with increases in morbidity risk category at a particular institution. It appears that the method, applied here to two, could be used for many risk-adjustment paradigms. Hospitals now focus on educating doctors about the importance of documenting comorbid conditions that increase the complexity and reimbursement of common DRGs. Perhaps equally important in maximizing revenue and hospital reputation will be educating doctors to identify and document those conditions that increase risk of death. Risk may be measured by different insurers using different methods, making an inductive approach to assessing the results of any method easier for a hospital than trying to duplicate each method.

An important limitation of this approach is that it cannot distinguish diagnoses defining increased risk from those associated with increased risk. The first is clearly a subgroup of the second, raising questions not about sensitivity but the specificity of this method. An important topic for future study is whether the likelihood increases with its slope that a particular comorbidity places rather than accompanies patients into a higher risk category.

Knowledge of comorbidities associated with risk has, of course, the potential both to improve and to undermine precision in risk adjustment. Just as it is likely for a hospital to undercode comorbid conditions that it does not know to be important, so the possibility of overcoding arises when a hospital knows or suspects which diagnoses will increase reported risk of death (and therefore improve its observed/expected mortality). On the other hand, it can be
argued that hospitals, which already suffer regulatory and financial consequences when they are found to overcode, should not also, through ignorance of the basis for risk, be systematically encouraged to underestimate their expected mortality [20, 21]. In assessing the effect of this or other methods that may be developed to deconstruct risk adjustment paradigms, it is important to measure the effect both on recognition and documentation of conditions that would otherwise be missed and on reporting of conditions that are not in fact present. As risk-adjusted mortality grows to be more important a measure, these studies will hopefully be performed.

Finally, it should be noted that widespread use of any technique that accurately increases documentation and coding as a specific and rapid response to the results of risk adjustment may in turn affect the process of risk adjustment itself. For example, a comorbidity more widely reported being a specific and rapid response to the results of risk adjustment may in turn a technique that accurately increases documentation and coding. Therefore, risk adjustment methodology for university health system’s clinical data base, 2011, http://www.ahrq.govQUAL/mortality/Meurer.pdf.
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A novel method for predicting maximum recommended therapeutic dose (MRTD) is presented using quantitative structure property relationships (QSPRs) and artificial neural networks (ANNs). MRTD data of 31 structurally diverse Antiretroviral drugs (ARVs) were collected from FDA MRTD Database or package inserts. Molecular property descriptors of each compound, that is, molecular mass, aqueous solubility, lipophilicity, biotransformation half life, oxidation half life, and biodegradation probability were calculated from their SMILES codes. A training set (n = 23) was used to construct multiple linear regression and back propagation neural network models. The models were validated using an external test set (n = 8) which demonstrated that MRTD values may be predicted with reasonable accuracy. Model predictability was described by root mean squared errors (RMSEs), Kendall’s correlation coefficients (tau), P-values, and Bland Altman plots for method comparisons. MRTD was predicted by a 6-3-1 neural network model (RMSE = 13.67, tau = 0.643, P = 0.035) more accurately than by the multiple linear regression (RMSE = 27.27, tau = 0.714, P = 0.019) model. Both models illustrated a moderate correlation between aqueous solubility of antiretroviral drugs and maximum therapeutic dose. MRTD prediction may assist in the design of safer, more effective treatments for HIV infection.

1. Introduction

Acquired immunodeficiency syndrome (AIDS) is a degenerative disease of the immune and central nervous systems caused by the human immunodeficiency virus (HIV). There are an estimated 33.2 million people living with HIV/AIDS globally [1–3]. Of this number, 22.5 million are in Sub-Saharan Africa, which represents 67.8% of the global number [3]. Antiretroviral drugs (ARVs) may be classified as nucleoside reverse transcriptase inhibitors (NRTIs), nucleotide reverse transcriptase inhibitors (NtRTIs), non-nucleoside reverse transcriptase inhibitors (NNRTIs), protease inhibitors (PI), and more recently as fusion or integrase inhibitors [4, 5]. Since most ARVs have low aqueous solubility and poor bioavailability, several alternative drug delivery strategies have been proposed to optimize systemic concentrations [6, 7]. The important biopharmaceutical properties that need to be considered for effective ARV delivery systems might include solubility, pKa, lipophilicity, permeability, stability in biological fluids, gastrointestinal metabolism, and where possible viral reservoir targeting [6, 8, 9]. To overcome suboptimal biopharmaceutical properties, ARVs are often prescribed at high daily doses which increase the occurrence of adverse side effects and toxicities [10, 11]. Combination therapy, comprising at least three anti-HIV drugs, has become a standard treatment of AIDS [12], but here again the potential for adverse side effects and drug-related noncompliance increases. To address these issues, computational methods have been used to predict dose-limiting toxicities of a few antiretroviral drugs [13, 14] or to optimize ARV formulations [15, 16]. The ability to predict maximum therapeutic dose directly from molecular structure is both clinically and scientifically attractive in terms of treatment management and reducing drug development costs [17]. Unfortunately, such models for drugs used in the treatment of AIDS do not yet exist. Accurate prediction
of the MRTD for antiretroviral type compounds would be particularly useful in formulation studies so that clinically relevant extrapolations on drug dissolution and permeability can be made earlier in the drug development process [17–20]. Several recent studies have been conducted to define a relationship between the dose and physicochemical properties of the drug [20, 21], or to investigate the underlying mechanisms of drug toxicity and bioaccumulation [20, 22]. Still, the prediction of optimal dose continues to challenge pharmaceutical scientists because of its complexity and variability between different organisms. Artificial neural networks (ANNs) have emerged as a powerful tool suitable for processing complex relationships between molecular stimuli and biological system responses [23]. Examples include prediction of warfarin maintenance dose [24], gentamicin steady-state plasma concentrations [25], skin permeability [26], and prediction of HIV drug resistance [27]; supporting data for these and other studies suggest the utility of neural network modeling for predicting maximum therapeutic doses.

We believed that since the MRTD estimates are derived from human data, they would provide a more relevant, accurate, and specific estimate for toxic dose levels compared to risk assessment models based on animal data alone. In this article, we predict the MRTD of antiretroviral drugs from their molecular structures using relevant molecular property descriptors and neural network software as a data mining tool. Predictive performance of the models were evaluated and statistically compared with the results obtained clinically or reported in the literature. The application of predictive models in the design of safe, effective antiretroviral drug delivery systems is discussed.

2. Materials and Methods

2.1. Chemoinformatic Software and Modeling Tools. The physicochemical descriptors, molecular weight (MW), aqueous solubility (ASol), and lipophilicity (AlogP) were determined using ALOGPS 2.1. Virtual Computational Chemistry Laboratory, (http://www.vcclab.org/) [28, 29]. Bioaccumulation descriptors, log biotransformation half life (logBioHL), oxidation half life (OxidHL), and biodegradation probability (P[BD]) were determined using EPI Suite v.4.10 (http://www.epa.gov/oppt/sf/tools/methods.htm) [30, 31]. All inferential statistics and MRTD data analysis was performed using MedCalc v.12 (MedCalc Software bvba, Belgium). Artificial neural network analysis was performed using Tiberius Data Mining Software v.6.1.9 (Tiberius Data Mining Software Ltd. Pty, UK).

2.2. MRTD Training and Validation Datasets. The MRTD of 31 structurally diverse antiretroviral drugs were taken from the FDA MRTD database or package inserts. This “clinical MRTD” dataset was randomly split into training and validation subsets as shown in Table 1. Subsequently, each of the calculated descriptors and clinical MRTD values were correlated by multiple linear regression analysis and the results used to identify statistically significant property descriptors. An error back propagation algorithm was used for network training, with learning rate set at 0.7. A tangent sigmoid transfer function on the first layer and two neurons with a nonlinear transfer function on the hidden layer were minimalistic structures used to reduce over-fitting. Results of MRTD versus molecular property descriptors with multiple correlation coefficients are listed in Table 2. For the neural network model training, correlation and error statistics are listed in Table 3.

2.3. Model Validation and Statistical Comparisons. The predictability of each of the multiple linear regression (MLR) and neural network (TNN) models was evaluated by a cross-validation procedure [32]. Each model was constructed on the basis of the same training dataset and was subsequently used to predict the excluded test data. Statistical comparisons were performed between the clinical MRTD and predicted MRTD values using the root mean squared error (RMSE), Kendall’s correlation coefficient (tau), P-value, and Bland Altman plots for methods comparisons.

3. Results

3.1. Model Predicted versus Actual MRTD Estimates. In this multivariable system, a quantitative relationship between certain molecular property descriptors and maximum recommended therapeutic dose was characterized using two datasets (i.e., MRTD and TEST). A multiple linear regression (Table 2) and a 6-2-1-neural network model (Figure 1) for the prediction ARVs maximum dose were constructed. Table 1 lists summary statistics for the molecular property descriptors and corresponding MRTD values in each dataset. The ARVs in this study, although few in number, covered a broad range (CV equal to 40% or greater) in terms of the physicochemical (MW, ASol, AlogP) and bioaccumulation properties (logBioHL, OxidHL, P[BD]) included. A significant difference in mean ASol between training set (6.1489 g/L) and TEST set (0.436 g/L) was noted although corresponding changes in lipophilic character were not as great. Multiple linear regression analysis was performed with results listed in Table 2. A statistically significant but modest correlation between two of the six descriptors, that is, P[BD]
### Table 1: Clinical MRTD data consisted of 23 training set compounds (italic) and 8 test set compounds (bold). Mean and standard deviation statistics are shown indicating the distribution and central tendency of each molecular property descriptor.

<table>
<thead>
<tr>
<th>Drug</th>
<th>MRTD (mg/kg/day)</th>
<th>OxidHL (days)</th>
<th>P[BD] (%)</th>
<th>logBioHL (days)</th>
<th>AlogP (:)</th>
<th>ASol (g/L)</th>
<th>MW (Da)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acyclovir</td>
<td>13.30</td>
<td>0.135</td>
<td>0.5475</td>
<td>−2.2874</td>
<td>−1.45</td>
<td>8.65</td>
<td>225.21</td>
</tr>
<tr>
<td>Ancitabine</td>
<td>20.00</td>
<td>0.139</td>
<td>0.2005</td>
<td>−2.418</td>
<td>−2.62</td>
<td>3.20</td>
<td>225.21</td>
</tr>
<tr>
<td>Delaviridine</td>
<td>6.67</td>
<td>0.034</td>
<td>0.0014</td>
<td>−2.3428</td>
<td>2.77</td>
<td>0.086</td>
<td>456.57</td>
</tr>
<tr>
<td>Didanosine</td>
<td>6.67</td>
<td>0.140</td>
<td>0.5085</td>
<td>−1.9956</td>
<td>−1.26</td>
<td>6.43</td>
<td>236.23</td>
</tr>
<tr>
<td>Famciclovir</td>
<td>25.00</td>
<td>0.051</td>
<td>0.991</td>
<td>−3.6235</td>
<td>0.13</td>
<td>1.32</td>
<td>321.38</td>
</tr>
<tr>
<td>Foscarnet</td>
<td>120.00</td>
<td>13.37</td>
<td>0.772</td>
<td>−2.4547</td>
<td>−1.63</td>
<td>16.76</td>
<td>126.01</td>
</tr>
<tr>
<td>Indinavir</td>
<td>16.70</td>
<td>0.038</td>
<td>0.0501</td>
<td>−4.6478</td>
<td>3.26</td>
<td>0.048</td>
<td>613.81</td>
</tr>
<tr>
<td>Lofexidine</td>
<td>0.040</td>
<td>0.123</td>
<td>0.0792</td>
<td>0.9861</td>
<td>3.31</td>
<td>0.15</td>
<td>259.14</td>
</tr>
<tr>
<td>Lamivudine</td>
<td>5.00</td>
<td>0.06</td>
<td>0.0719</td>
<td>−3.9261</td>
<td>−1.29</td>
<td>2.76</td>
<td>229.26</td>
</tr>
<tr>
<td>Rimantadine</td>
<td>3.33</td>
<td>0.171</td>
<td>0.4624</td>
<td>0.4539</td>
<td>3.28</td>
<td>0.009</td>
<td>179.31</td>
</tr>
<tr>
<td>Ribavirin</td>
<td>200.00</td>
<td>0.264</td>
<td>0.8963</td>
<td>−2.8715</td>
<td>−1.92</td>
<td>33.17</td>
<td>244.21</td>
</tr>
<tr>
<td>Valacyclovir</td>
<td>50.00</td>
<td>0.044</td>
<td>0.944</td>
<td>−3.3309</td>
<td>−1.03</td>
<td>1.49</td>
<td>326.41</td>
</tr>
<tr>
<td>Zalcitibine</td>
<td>0.0375</td>
<td>0.096</td>
<td>0.0909</td>
<td>−3.5083</td>
<td>−1.29</td>
<td>7.05</td>
<td>211.22</td>
</tr>
<tr>
<td>Zanamivir</td>
<td>0.333</td>
<td>0.038</td>
<td>0.8247</td>
<td>−4.4141</td>
<td>−2.29</td>
<td>1.49</td>
<td>332.32</td>
</tr>
<tr>
<td>Zidovudine</td>
<td>10.00</td>
<td>0.139</td>
<td>0.0432</td>
<td>−3.0445</td>
<td>−0.1</td>
<td>16.35</td>
<td>267.28</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>33.33</td>
<td>0.052</td>
<td>0.9780</td>
<td>−3.9394</td>
<td>4.04</td>
<td>0.002</td>
<td>670.84</td>
</tr>
<tr>
<td>Darunavir</td>
<td>53.00</td>
<td>0.094</td>
<td>0.0001</td>
<td>−1.8175</td>
<td>1.76</td>
<td>0.067</td>
<td>547.66</td>
</tr>
<tr>
<td>Tipranavir</td>
<td>6.670</td>
<td>0.043</td>
<td>0.0000</td>
<td>−0.0265</td>
<td>5.71</td>
<td>0.0002</td>
<td>602.66</td>
</tr>
<tr>
<td>Ritonavir</td>
<td>20.00</td>
<td>0.105</td>
<td>0.9488</td>
<td>−4.61</td>
<td>4.24</td>
<td>0.0012</td>
<td>720.94</td>
</tr>
<tr>
<td>Maraviroc</td>
<td>20.00</td>
<td>0.129</td>
<td>0.0700</td>
<td>−0.2247</td>
<td>4.3</td>
<td>0.0106</td>
<td>513.66</td>
</tr>
<tr>
<td>Tenofovir</td>
<td>10.00</td>
<td>0.048</td>
<td>0.0016</td>
<td>−3.0098</td>
<td>−1.51</td>
<td>1.87</td>
<td>287.21</td>
</tr>
<tr>
<td>Nelfinavir</td>
<td>25.00</td>
<td>0.055</td>
<td>0.6868</td>
<td>−1.6709</td>
<td>6.00</td>
<td>0.0002</td>
<td>567.78</td>
</tr>
<tr>
<td>Stavudine</td>
<td>1.333</td>
<td>0.088</td>
<td>0.0768</td>
<td>−3.082</td>
<td>−0.8</td>
<td>40.51</td>
<td>224.21</td>
</tr>
</tbody>
</table>

**n** 23.00 23.00 23.00 23.00 23.00 23.00 23.00

**Mean** 28.54 0.672 0.402 −2.5133 0.939 6.15 362.72

**SD** 45.53 2.769 0.394 1.5738 2.809 10.90 178.20

**CV%** 159.52 412.00 97.00 −62.620 299.04 177.25 48.86

**Abacavir**

**Emtricitabine**

**Raltegravir**

**Nevirapine**

**Efavirenz**

**Fosamprenavir**

**Atazanavir**

**Lopinavir**

**n** 8.00 8.00 8.00 8.00 8.00 8.00 8.00

**Mean** 20.32 0.114 0.143 −2.672 2.05 0.436 433.20

**SD** 20.29 0.067 0.344 1.278 1.878 0.753 180.48

**CV%** 99.86 58.99 241.30 62.62 299.04 177.25 48.86

(Rz = 0.427, P = 0.035), ASol (Rz = 0.476, P = 0.014) and actual MRTD value is noted. MRTD values appear to increase with P[BD], ASol, and OxidHL; but decrease with increasing logBioHL, AlogP, or MW. The multiple correlation coefficient (MCC = 0.7727), residual error (RSD = 33.89), and ANOVA (P = 0.013) indicate acceptable predictability of the multiple regression model for ARVs for the prediction of MRTD is as follows:

\[
\text{MRTD} = -34.3303 - 12.20 \times \text{AlogP} + 2.1249 \times \text{ASol} + 15.90 \times \log\text{BioHL} + 0.2159 \times \text{MW} + 5.659 \times \text{OxidHL} - \text{P}[\text{BD}] + 4.5133 \times \log\text{BioHL} + 0.2159 \times \text{MW} + 5.659 \times \text{OxidHL} - \text{P}[\text{BD}].
\]
Table 2: The results of the multiple linear regression analysis for antiretroviral drugs versus MRTD. In the training dataset only two of the six molecular descriptors showed a statistically significant correlation with therapeutic dose, that is, $P[BD]$ ($P = 0.0349$) and ASol ($P = 0.0140$). A multiple regression model equation coefficients are listed with their standard errors, coefficient of determination ($R^2 = 0.5970$), multiple correlation coefficient ($MCC = 0.7727$) and residual standard deviation ($RSD = 33.89$).

<table>
<thead>
<tr>
<th>Multiple linear regression independent variables</th>
<th>Coefficient</th>
<th>SE</th>
<th>$P$-value</th>
<th>$R^2$</th>
<th>$RSD$</th>
<th>$MCC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>−34.3303</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlogP</td>
<td>−12.1995</td>
<td>6.6976</td>
<td>0.0873</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASol</td>
<td>2.1239</td>
<td>0.7697</td>
<td>0.0140</td>
<td></td>
<td>0.476</td>
<td></td>
</tr>
<tr>
<td>logBioHL</td>
<td>15.9000</td>
<td>8.0377</td>
<td>0.0654</td>
<td></td>
<td></td>
<td>−0.071</td>
</tr>
<tr>
<td>MW</td>
<td>0.2159</td>
<td>0.1015</td>
<td>0.0494</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OxidHL</td>
<td>5.6589</td>
<td>2.8478</td>
<td>0.0643</td>
<td></td>
<td>0.448</td>
<td></td>
</tr>
<tr>
<td>P[BD]</td>
<td>46.5133</td>
<td>20.1746</td>
<td>0.0349</td>
<td></td>
<td></td>
<td>0.427</td>
</tr>
</tbody>
</table>

ANOVA F-ratio = 3.9507 \( P = 0.013 \)

Table 3: The results of the neural network analysis for antiretrovirals drugs versus MRTDs. All molecular descriptors show weak correlation with MRTD except for ASol, OxidHL, and P[BD]. The 6-2-1 neural network model predicted training set MRTD values with high accuracy ($R^2 = 0.992$, MAX = 13.64, $P < 0.001$). No multicollinearity between independent variables was observed in the training set.

<table>
<thead>
<tr>
<th>6-2-1 neural network Model versus clinical MRTD</th>
<th>Correlation coefficients</th>
<th>$R^2$</th>
<th>MAX</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlogP</td>
<td>−0.221</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASol</td>
<td>0.476</td>
<td></td>
<td>0.226</td>
<td></td>
</tr>
<tr>
<td>logBioHL</td>
<td>−0.071</td>
<td></td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td>MW</td>
<td>−0.116</td>
<td></td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td>OxidHL</td>
<td>0.448</td>
<td></td>
<td>0.201</td>
<td></td>
</tr>
<tr>
<td>P[BD]</td>
<td>0.427</td>
<td></td>
<td>0.182</td>
<td></td>
</tr>
</tbody>
</table>

ANOVA F-ratio = 1340.73 \( P < 0.001 \)

The results of the neural network model for antiretroviral MRTDs is shown in Table 3. All molecular descriptors show weak correlation with MRTD except ASol, OxidHL, and P[BD]. The 6-2-1 neural network predicted training set MRTD values with high accuracy ($R^2 = 0.992$, MAX = 13.64, $P < 0.001$). No multicollinearity between independent variables was observed in the training set. SPSS code for the 6-2-1 neural network may be executed as follows:

```
COMPUTE Var1 = ((OxidHL * (-0.543086558961242)) + 3.63976611815824) + ((Pr_BD_ * (-5.67413921537257)) + 2.81153598121711) + ((LogBioHL * (0.40828801067156)) + 0.747514104338025) + ((ALogP * (-0.04107624611641)) + 0.79000076287146) + ((PSol * (-2.55399028293542E-02)) + 0.517313285798853) + ((MW * (1.40343495376914E-02)) − 5.94322423917294) + 3.86733992096867.
```

```plaintext
COMPUTE Var2 = ((OxidHL * (8.23491975851945E−02)) − 0.551904322215974) + ((Pr_BD_ * (3.12529587401663)) − 1.54885841057524) + ((LogBioHL * (0.431493610228662)) + 0.79000076287146) + ((ALogP * (-0.04107624611641)) + 6.94188559367329E−02) + ((PSol * (4.12997852310367E−02)) − 0.83653127983639) + ((MW * (1.0507856802304E−03)) − 0.444983569959981) + 9.28741349960935E-02.
```

```plaintext
COMPUTE Var3 = −0.535249116383622.
```

Execute.

```plaintext
COMPUTE Var1 = 0.108990432215974 * Var1.
COMPUTE Var2 = 1.44376333322051 * (Exp(Var2) − Exp(−Var2)) / (Exp(Var2) + Exp(−Var2)).
COMPUTE Var3 = Var3.
```
Table 4: Test dataset Goodness of fit comparisons. Clinical MRTD values from 8 ARVs were using as an external test dataset the validate model predictability. Model performance is characterized here in terms of root means squared error (RMSE), Kendall’s correlation coefficient (tau), and Type II error probability (P-value).

<table>
<thead>
<tr>
<th>Drug</th>
<th>MRTD</th>
<th>MLR</th>
<th>SE</th>
<th>TNN</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abacavir</td>
<td>10.00</td>
<td>−10.6738</td>
<td>427.4060</td>
<td>6.4861</td>
<td>12.3474</td>
</tr>
<tr>
<td>Emtricitabine</td>
<td>4.00</td>
<td>−23.9239</td>
<td>779.7441</td>
<td>3.3678</td>
<td>0.3996</td>
</tr>
<tr>
<td>Raltegravir</td>
<td>30.07</td>
<td>0.0628</td>
<td>900.4320</td>
<td>19.7700</td>
<td>106.0900</td>
</tr>
<tr>
<td>Nevirapine</td>
<td>3.00</td>
<td>−54.1862</td>
<td>3270.2614</td>
<td>−16.5700</td>
<td>382.9849</td>
</tr>
<tr>
<td>Efavirenz</td>
<td>10.10</td>
<td>−10.2863</td>
<td>415.6012</td>
<td>−5.7782</td>
<td>252.1172</td>
</tr>
<tr>
<td>Fosamprenavir</td>
<td>46.70</td>
<td>44.0515</td>
<td>7.0145</td>
<td>50.7500</td>
<td>16.4025</td>
</tr>
<tr>
<td>Atazanavir</td>
<td>5.35</td>
<td>11.4360</td>
<td>37.0393</td>
<td>29.8700</td>
<td>601.2304</td>
</tr>
<tr>
<td>Lopiravir</td>
<td>53.33</td>
<td>42.6361</td>
<td>114.3594</td>
<td>64.5900</td>
<td>126.7876</td>
</tr>
<tr>
<td>Mean</td>
<td>20.32</td>
<td>−0.1105</td>
<td>RMSE = 27.27</td>
<td>19.06</td>
<td>RMSE = 13.67</td>
</tr>
</tbody>
</table>

Kendall’s tau 0.714 0.643
P-value 0.019 0.035

Execute.

COMPUTE Tiberius_MRTD = (((Var1 + Var2 + Var3)/2.0) + 0.5) * 199.9625 + 0.0375.

Execute.

3.2 Model Validation and Statistical Comparisons. Each of the models was then validated using external TEST MRTD dataset and a cross-validation procedure. Model “goodness of fit” and predictability are summarized in Table 4. RMSE of the 6-2-1 neural network (RMSE = 13.67) was substantially less the multiple linear regression model (RMSE = 27.27). Comparison of model predictivity was confirmed with TNN having maximum squared error (SE = 601.23) compared to MLR (SE = 3270.26). Model Figure 3 correlation with the clinical MRTD values using Kendall’s correlation coefficient was, however, greater for the MLR (tau = 0.714, P = 0.019) than the resultant 6-2-1 neural network model (tau = 0.643, P = 0.035). Bland Altman plots for methods comparison further illustrate the predictive value of the neural network (TNN) and multiple linear regression (MLR) models. The upper and lower limits of agreement for the MLR (58.3, −17.4) and TNN (29.8, −27.3) are illustrated in Figure 2. While it can be seen that all of the differences lie between these limits, MLR model limits of agreement were wider than the TNN model, which were more narrow and nearly symmetrical.

4. Discussion

MRTD values and SMILES codes for antiretroviral drugs were collected from the FDA MRTD database which is a highly reliable source pharmacologic activity based on extensive clinical evidence (http://www.fda.gov/cder/). The ALOGPS+ program was used for the calculation of molecular mass (MW), solubility (ASol), and lipophilicity (AlogP) without alteration. The precision and robustness of these tools are well established in the pharmaceutical and modeling community and its predictive power concerning the input parameters in question are published on the company website (http://www.vcclab.com/) and cited in the manuscript [28, 29, 33]. Independent validation of the parameters calculated with ALOGPS has been published [33, 34] and the estimates were found to be appropriately accurate for the use intended. The bioaccumulation input parameters, oxidation half life (oxidHL), log biotransformation half life (logBioHL), and biodegradation probability (P[BD]) were calculated using the EPI Suite software which is publically available and has been validated in hundreds of modeling experiments for the estimated parameters. EPI Suite software is continuously updated and the predictive power of its latest version is always available at the website (http://www.epa.gov/oppt/sf/tools/methods.htm). None of
the parameters were log-transformations of the software output but instead used as direct input values for the training set. Although some of the predictor values ranged over 3 orders of magnitude, this did not appear to adversely affect comparisons of the MLR or ANN methods. Furthermore, because of the highly diverse nature of antiretroviral compounds in terms of physicochemical descriptors and split-data validation procedure with randomly selected training and test sets instead of cross-validating scheme. It is our intention to adapt the method as new ARV drugs become listed in evolving FDA database.

We began our study looking at dose-related adverse effects of commercial antiretroviral drugs or new ARVs in development. Although the appearance of serious long-term metabolic complications, such as cardiovascular disturbances [35], hyperlipidemia [35, 36], and diabetes, have been extensively reported [35, 37], few reports on computational models to predict these dose-limiting toxicities [38, 39] can be found in the literature. A mathematical model to predict the optimal dosing regimen for AIDS therapy has been reported [40], but in this case, CD4+ cell counts and knowledge of the adherence interval of individual patients is required to adjust the dose. While the model was effective at reducing dose-limiting toxicities in an AIDS patient population, it cannot be applied to nonapproved ARV formulations or to drugs in development. Since the overwhelming majority of anti-HIV drugs demonstrate efficacy over a small range of treatment doses, MRTD predicting models would be beneficial to the drug delivery scientist who needs to design experiments based on the most effective therapeutic dose of the medication [41]. The MRTD is empirically derived from human clinical trials, thus it is a direct measure of the threshold for dose-related adverse effects in humans. Prediction of the MRTD from molecular structure is of importance for both new and existing drugs which may require modifications to improve their aqueous solubility or bioavailability in vivo. ARVs fit this description also and are excellent subject molecules for predictive modeling to estimate maximum dose. Unfortunately, the number of antiretroviral drugs with established MRTD is yet small, so the development of models specifically of ARVs is both tedious and rare.

The molecular descriptors used in this study were selected to represent physicochemical (MW, AlogP, ASol) and bioaccumulation (OxidHL, P[BD], logBioHL) property influences therapeutic dose. Although molecular weight does not strongly correlate with toxicity of most compounds, the larger the molecular size of a compound, the smaller its membrane permeability and diffusion coefficient become [34]. Therefore, compounds with higher weights are less likely to be absorbed, which limits their systemic toxicity. Results of this study predict no correlation between molecular weight and maximum ARV dose. In contrast, bioactivity and drug toxicity almost always increase with increasing lipophilicity. This is due in part to the fact that lipophilic molecules tend to cross cellular membranes more readily increasing exposure and residence in the body. In addition, lipophilic drugs are characterized by increased plasma protein binding, thus an assessment of lipophilicity is almost always included in the physicochemical evaluation of a drug because of its close association with pharmacologic, permeability and potential bioaccumulation [42, 43]. Our
results here did not indicate AlogP or lipophilic character as having any influence on ARV dose. The aqueous solubility of a compound significantly affects its absorption and distribution characteristics. Typically, low solubility goes along with a poor absorption and, therefore, its systemic toxicity reduced, however, local irritability may develop and/or reduced elimination rates, both are characteristic of drugs with low aqueous solubility. For highly potent drugs, increasing solubility usually enhances the elimination rate and lowers systemic half life. [44]. This means that for ARVs with low aqueous solubility, some correlation with maximum therapeutic dose (as we has shown) is likely to be observed.

Any chemical (even water) can produce toxic side effects in the body if allowed to accumulate to sufficiently large concentrations. While much of the effort in bioaccumulation modeling [43, 45] has been initiated by scientists estimating the equilibrium distribution of chemicals between organisms and their environments (e.g., fish-water, plants-soil), effective physicochemical property estimation routines (i.e., PERs) have resulted from these studies that may be applied to similar biodistribution problems in pharmaceutical research. For example, oxidation half life (OxidHL) is an estimate of the molecules ability to form stable hydroxyl radicals or to interact with such moiety under ambient conditions. Formation of hydroxyl-radicals is often associated with dose-limiting toxicities. Although in our studies, oxidation half life was not statistically significant in the prediction of MRTD. Another bioaccumulation descriptor, biotransformation half life (logBioHL), is the (linearized) fraction of drug mass in the whole body that has been metabolized per day. Our estimates do not account for the formation of specific metabolites which may be toxic nor do they identify specific pathways in the process (i.e., phase I redox reactions or phase II type conjugation reactions). Consequently, logBioHL was not correlated with MRTD in the present study and was a weaker bioaccumulation property descriptor in comparison to oxidation half life or biodegradation probability P[BD]. The probability of biodegradation attempts to combine both oxidative and biotransformation susceptibility of the structure to give an estimate of overall persistence. P[BD] estimates are based upon molecular fragments [46–48] and in our investigation showed only moderate correlation with MRTD in both multiple linear regression and neural network models. Each of the models was evaluated for predictive accuracy and by statistical comparison. In terms of predictability, root mean squared errors were larger for the multiple linear regression than the neural network model. Some advantages of ANN over MLR models were illustrated in the current study.

Artificial neural networks (ANNs) are biologically inspired data-mining algorithms which work by detecting the patterns and relationships in data. We used the back propagation rule in which the neural network is trained to map a set of input data by iterative adjustment of the weights. A tangent sigmoid transfer function on the first layer and two neurons with a nonlinear transfer function on the hidden layer were minimalistic structures used to reduce overfitting. Our training processes for TNN were allowed to run until no change in RMSE was observed for 20 minutes, at which point the model was saved. This learning method is commonly used for neural network predictive models given dose-response type data. However, ANNs have several limitations, a major theoretical concern is the “black box” nature of the output, that is, conclusions are generated without mechanistic explanations. ANNs also are limited by the quality of their data and may need to be retrained periodically if its performance changes over time. This is not necessarily counterproductive, since it indicates robustness in the model which adapts to changes in the predictive criteria. Real-time monitoring of the training process is also important since overtraining can easily occur, especially when the datasets are small in size. This is may be one of the unique advantages of real-time visualization of the data-mining process allowing the investigator to make “intermediate evaluations” of model predictability and then continue training until the reliability and accuracy required of the predictions are met.

In conclusion, antiretroviral drugs are a chemically diverse class of compounds in terms of both physicochemical properties and bioaccumulation potential. However, commercial ARVs may be categorized for predictive modeling purposes into two groups based on aqueous solubility and lipophilic character, in which hydrophilic compounds may be administered at higher doses (MRTD) and prediction of their MRTD value may be possible using simple multiple linear regression models. In contrast, the prediction of MRTD values for antiretrovirals with poorer aqueous solubility would be the most effective when the neural network approach is used and when both physicochemical and bioaccumulation property descriptors are available for training. With regard to future studies, ANN represents a promising tool for predicting maximum therapeutic dose, especially for antiretroviral drugs with narrow therapeutic index in the treatment of AIDS.

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlogP</td>
<td>Calculated octanaol/water partition coefficient</td>
</tr>
<tr>
<td>ASol</td>
<td>Aqueous solubility</td>
</tr>
<tr>
<td>CV</td>
<td>Coefficient of variation</td>
</tr>
<tr>
<td>R²</td>
<td>Coefficient of determination</td>
</tr>
<tr>
<td>MLR</td>
<td>Multiple linear regression</td>
</tr>
<tr>
<td>MRTD</td>
<td>Maximum recommended therapeutic dose</td>
</tr>
<tr>
<td>MAX</td>
<td>Maximum absolute error</td>
</tr>
<tr>
<td>MW</td>
<td>Molecular weight</td>
</tr>
<tr>
<td>MCC</td>
<td>Multiple correlation coefficient</td>
</tr>
<tr>
<td>OxidHL</td>
<td>Oxidation half life</td>
</tr>
<tr>
<td>P[BD]</td>
<td>Biodegradation probability</td>
</tr>
<tr>
<td>TNN</td>
<td>Tiberius Neural Network</td>
</tr>
<tr>
<td>QSPR</td>
<td>Quantitative Structure Property Relationships</td>
</tr>
<tr>
<td>RSD</td>
<td>Residual standard deviation</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root mean squared error</td>
</tr>
<tr>
<td>SMILES</td>
<td>Simplified molecular input line entry system</td>
</tr>
<tr>
<td>SE</td>
<td>Squared error</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>Rₜ</td>
<td>Zero order correlation coefficient</td>
</tr>
</tbody>
</table>
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Introduction. Clostridium difficile-associated disease (CDAD) is treated using antibiotics, which often leads to the emergence of antibiotic-resistant bacteria such as vancomycin-resistant enterococci (VRE). This study estimated the impact of a non antibiotic treatment for CDAD on VRE prevalence. Methods. A previously published model describing the impact of in-hospital antibiotic use on VRE prevalence was adapted to include CDAD treatment. Simulations compared the prevalence of VRE when nonantibiotic versus antibiotic therapy was used. Results. Nonantibiotic treatment in 50% of CDAD patients resulted in an 18% relative reduction in the prevalence of VRE colonization compared with antibiotic use only. Sensitivity analysis found the model to be most sensitive to rates of antibiotic initiation and discontinuation, prevalence of VRE in admitted patients, length of stay of colonized patients, probability of CDAD acquisition, and hand-washing compliance. Conclusion. Nonantibiotic treatment of patients hospitalized with CDAD may significantly reduce the incidence of VRE colonization.

1. Introduction

The bacterium Clostridium difficile is the most common cause of hospital-acquired diarrhea, accounting for up to 25% of all cases of antibiotic-associated diarrhea [1, 2]. Rates of colonization of inpatients with C. difficile may be as high as 50% for patients hospitalized for more than four weeks [3]. The incidence of C. difficile-associated disease (CDAD) has been growing on the basis of data from the National Nosocomial Infections Surveillance system [3]. Importantly, outbreaks of severe CDAD cases have occurred in several hospitals because of the emergence of a new C. difficile strain with increased virulence and antibiotic resistance [4, 5]. This more virulent bacterial strain results in more admissions to the intensive care unit, colectomies, and death than other strains [4, 5]. A recent study reported that in the United States, the incidence of adult CDAD hospitalizations doubled from 5.5 cases per 10,000 population in 2000 to 11.2 per 10,000 cases in 2005, and the age-adjusted CDAD-related case-fatality rate rose from 1.2% in 2000 to 2.2% in 2004 [6].

Current treatment of CDAD involves antibiotic therapy with either metronidazole or vancomycin. However, there has been a growing interest in the development of nonantibiotic therapies for CDAD and other nosocomial infections in order to reduce antibiotic use in hospitals, where the goal is to limit the emergence and spread of antibiotic-resistant bacteria such as vancomycin-resistant enterococci (VRE) [7]. The use of such antibiotics can eradicate antibiotic-susceptible bacterial strains in the gastrointestinal flora, thereby allowing the overgrowth of subpopulations of antibiotic-resistant bacteria [8, 9]. In the case of C. difficile treatment, both metronidazole and vancomycin are associated with the promotion of VRE. This overgrowth is evidenced by the cocolonization of C.
difficile and VRE that occurs in 20% to 34% of patients, which may reflect *C. difficile*-directed antibiotic exposure as well as other common risk factors for these pathogens [10–12].

It has been suggested that nonantibiotic treatment of CDAD may offer an opportunity to reduce antibiotic use in hospitals and could ultimately decrease the prevalence and burden of VRE. For example, although ultimately unsuccessful, the enterotoxin-binding polymer tolevamer (Genzyme, Inc.) was investigated for the treatment of CDAD in 2008 [13, 14]. More recently, a number of small studies have reported on the successful use of fecal donor instillation therapy (FDIT) for the treatment of patients with CDAD [15–17]. Used for decades in some hospitals, only recently has the effectiveness of this therapy been documented in the literature. In a retrospective study of 40 patients with recurrent CDAD, 83% of patients were successfully treated with FDIT, having met the study’s endpoint of no further hospital contact due to CDAD symptoms within 80 days of therapy. While in the study’s protocol patients were treated with metronidazole or vancomycin until resolution of symptoms, all antimicrobial therapy was discontinued on the evening prior to donor stool transplantation [18].

The objective of this study was to estimate the potential impact of a nonantibiotic treatment for CDAD on the prevalence of VRE within a hospital setting. A mathematical model was used to estimate and compare the prevalence of VRE with current antibiotic therapies for CDAD versus nonantibiotic therapies such as FDIT.

### 2. Methods

The current model (Appendix) extends a previously published model by D’Agata and colleagues (2005) that described the impact of antibiotic use on VRE prevalence within a hospital setting [19]. The model considers the admission of patients with and without VRE to a hospital and their consequent risks of CDAD and VRE acquisition. Since VRE is predominantly spread from patient-to-patient via the contaminated hands or clothes of health care workers (HCWs), the complex interactions between patients and HCWs were also incorporated into the model. The model describes the transmission dynamics of VRE in a 400-bed hospital. The original model compartmentalized patients into those receiving (right side of Figure 1) and not receiving (left side of Figure 1) antibiotics, and those who were VRE-colonized (bottom boxes in Figure 1) and those who were not (top boxes in Figure 1). The original model was then extended to include CDAD status. Each of the four original boxes was divided into an outer and inner box, and CDAD positive (CDAD+) patients were included in the inner boxes 3, 4, 5, and 6. These boxes included CDAD patients who were not receiving antibiotics and were either uncolonized (Box 3) or colonized (Box 5) with VRE as well as individuals who were receiving antibiotics and were either uncolonized (Box 4) or colonized (Box 6) with VRE.

All model parameter values are provided in Table 1. Except where noted below, the same values from D’Agata and colleagues’ model were used. These values were originally obtained from pharmacy records and an observational HCW study at Beth Israel Deaconess Medical Center [19]. The spread of VRE between patients and associated movement between compartments occurred because of HCWs whose hands were contaminated with VRE after contact with a colonized patient (Figure 2). The interaction between patients and HCWs included the number of contacts with a patient during routine patient care and compliance with hand hygiene (Table 1). The latter was an important inclusion, since hand hygiene will remove VRE from HCWs’ hands and thereby prevent transmission of VRE to patients. It was assumed that patients who were colonized with VRE were on contact precautions and therefore less likely to contaminate HCWs. The implementation of these precautions is standard practice in hospital settings and requires HCWs to don gloves and gowns prior to entering the room of a VRE-colonized patient in order to prevent HCW contamination [20].

The movement between compartments was also influenced by the proportion of patients who were started on antibiotics or in whom antibiotics were discontinued. It was assumed that patients receiving antibiotics were more likely to contaminate an HCW, since studies have documented that antibiotic exposure results in increased VRE stool densities and a greater likelihood of skin contamination (Table 1) [9]. Although contamination of HCWs’ clothes and inanimate surfaces contribute to VRE dissemination, these factors were omitted in order to simplify the model [21].

The probability of colonization per contact between uncolonized CDAD patients on antibiotics and contaminated HCW (0.16) was based on an assumption that contact precautions for CDAD+ patients would decrease the probability of contamination by 60% compared to patients without CDAD [22]. These values were obtained from studies focusing on *Acinetobacter* spp. The daily probability of patients on antibiotics to transit to CDAD+ (15/14 = 1.07%) was based on an overall risk of CDAD infection for antibiotic-treated patients of 15% and an average length of stay of 14 days, as per the original model [19]. The daily probability of CDAD resolution of 27.03% × 100 (3 × 9 + 10 × 0.1) was based on the assumption that 90% of CDAD cases resolve within 3 days and 10% require 10 days [23].

The model was run until it reached a steady state, and the total numbers of patients in each state was compared in two scenarios: (1) all patients received antibiotics for treatment of CDAD in hospital and (2) a subgroup of CDAD patients received a nonantibiotic treatment for CDAD with equal efficacy to antibiotic therapy. First, to simulate current care for CDAD with antibiotic therapy and the lack of a nonantibiotic treatment option, the transition probabilities for entry into boxes 3 and 5 were set to zero. Second, to simulate the impact of avoiding antibiotic exposure with the use of a nonantibiotic therapy for CDAD, 50% of patients acquiring CDAD were assumed to discontinue antibiotics and move to boxes 3 and 5.
3. Sensitivity Analyses

Univariate sensitivity analyses were conducted for percent of CDAD+ patients that stop antibiotics and start a nonantibiotic treatment, number of colonized patients admitted per day, length of stay of colonized patients, percentage of hand-washing compliance, percentage of uncolonized patients on antibiotics that become CDAD+, and time to symptoms resolution of colonized CDAD+ patients on antibiotics.

4. Results

The distributions of patients in each steady state under both scenarios are summarized in Table 2. Under the first scenario, where antibiotics were used for all CDAD+ patients (\( \sigma = 0.0 \)), of the approximately 400 patients in the steady state, 60 (15.0%) were colonized with VRE, 194 (48.5%) were on antibiotics, and 6 (1.5%) were CDAD+, all of whom were on antibiotics (Table 2). Under the second scenario, where 50% of CDAD+ patients discontinued antibiotics in favor of a nonantibiotic treatment (\( \sigma = 0.5 \)), VRE colonization was reduced. In this scenario, the total number of patients on antibiotics declined to 185 (46.3%) and the number of CDAD+ patients receiving antibiotics declined to 3 (0.75%). The total number of patients who were VRE-colonized at any given time declined from 60 to 49 (from 15.0% down to 12.25%), an absolute decline of 2.75% and a relative decline of 18%. Assuming a 400-bed hospital and 25 patients per bed a year, this outcome translates into 275 avoided cases of VRE colonization per year.

Results of the sensitivity analyses are presented in Figure 2. In all analyses, the nonantibiotic use scenario was associated with a lower prevalence of VRE colonization. In the nonantibiotic scenario, the percentage of VRE-colonized
uncolonized patients on antibiotics that become CDAD+ increased (Figure 2(e)). With both antibiotic and nonantibiotic therapies, the percentage of VRE-colonized patients increased notably when the number of colonized patients admitted per day increased (Figure 2(b)) or the length of stay of colonized patients increased (Figure 2(c)).

Table 1: Parameters used in modeling the effect of antibiotic versus nonantibiotic treatment of CDAD on VRE colonization.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Patients</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_p$</td>
<td>number of patients in the hospital</td>
<td>400</td>
</tr>
<tr>
<td>$\rho$</td>
<td>ratio of patients to HCW</td>
<td>4</td>
</tr>
<tr>
<td>$\lambda_{\text{off}}$</td>
<td>CDAD–, uncolonized, off antibiotic: admission rate</td>
<td>50.1 per day</td>
</tr>
<tr>
<td>$\gamma_{\text{off}}$</td>
<td>CDAD–, uncolonized, off antibiotic: average length of stay</td>
<td>5 days</td>
</tr>
<tr>
<td>$\lambda_{\text{on}}$</td>
<td>CDAD–, uncolonized, on antibiotic: admission rate</td>
<td>2.505 per day</td>
</tr>
<tr>
<td>$\gamma_{\text{on}}$</td>
<td>CDAD–, uncolonized, on antibiotic: average length of stay</td>
<td>14 days</td>
</tr>
<tr>
<td>$\lambda_{\text{C–}}$</td>
<td>CDAD–, colonized, off antibiotic: admission rate</td>
<td>0.334 per day</td>
</tr>
<tr>
<td>$\gamma_{\text{C–}}$</td>
<td>CDAD–, colonized, off antibiotic: average length of stay</td>
<td>28 days</td>
</tr>
<tr>
<td>$\lambda_{\text{C+}}$</td>
<td>CDAD–, colonized, on antibiotic: admission rate</td>
<td>0.501 per day</td>
</tr>
<tr>
<td>$\gamma_{\text{C+}}$</td>
<td>CDAD–, colonized, on antibiotic: average length of stay</td>
<td>28 days</td>
</tr>
<tr>
<td>$\tau_{\text{stop}}$</td>
<td>CDAD–, uncolonized, on antibiotic: stop antibiotic</td>
<td>15% per day</td>
</tr>
<tr>
<td>$\tau_{\text{start}}$</td>
<td>CDAD–, uncolonized, off antibiotic: start antibiotic</td>
<td>15% per day</td>
</tr>
<tr>
<td>$\tau_{\text{C–}}$</td>
<td>CDAD–, colonized, on antibiotic: stop antibiotic</td>
<td>4% per day</td>
</tr>
<tr>
<td>$\tau_{\text{C+}}$</td>
<td>CDAD–, colonized, off antibiotic: start antibiotic</td>
<td>16% per day</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>fraction of CDAD+, on antibiotic: stop antibiotic</td>
<td>0.5</td>
</tr>
<tr>
<td>$\delta_{\text{on}}$</td>
<td>average number of contacts between uncolonized CDAD– patients on antibiotic and contaminated HCW</td>
<td>8 per day</td>
</tr>
<tr>
<td>$\delta_{\text{off}}$</td>
<td>average number of contacts between uncolonized CDAD– patients on antibiotic and HCW</td>
<td>8 per day</td>
</tr>
<tr>
<td>$\beta_{\text{on}}$</td>
<td>probability of colonization per contact between uncolonized CDAD– patient on antibiotic and contaminated HCW</td>
<td>0.024</td>
</tr>
<tr>
<td>$\beta_{\text{off}}$</td>
<td>probability of colonization per contact between uncolonized CDAD– patient on antibiotic and contaminated HCW</td>
<td>0.06</td>
</tr>
<tr>
<td>$\omega_{\text{on}}$</td>
<td>CDAD–, uncolonized, on antibiotic: transit to CDAD+</td>
<td>1.07% per day</td>
</tr>
<tr>
<td>$\omega_{\text{off}}$</td>
<td>CDAD–, colonized, on antibiotic: transit to CDAD+</td>
<td>1.07% per day</td>
</tr>
<tr>
<td>$\delta_{\text{on}}$</td>
<td>CDAD+, colonized, on antibiotic: transit to CDAD–</td>
<td>27% per day</td>
</tr>
<tr>
<td>$\delta_{\text{off}}$</td>
<td>CDAD+, colonized, off antibiotic: transit to CDAD–</td>
<td>27% per day</td>
</tr>
<tr>
<td>$\delta_{\text{C+}}$</td>
<td>CDAD+, uncolonized, on antibiotic: transit to CDAD–</td>
<td>27% per day</td>
</tr>
<tr>
<td>$\delta_{\text{C–}}$</td>
<td>CDAD+, uncolonized, off antibiotic: transit to CDAD–</td>
<td>27% per day</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>fraction of AB patients that transit to CDAD+ and stop AB</td>
<td>0.0 or 0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Health care workers</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{\text{C+}}$</td>
<td>average number of contacts between HCW and colonized CDAD+ patients</td>
<td>10 per day</td>
</tr>
<tr>
<td>$\alpha_{\text{C–}}$</td>
<td>average number of contacts between HCW and colonized CDAD+ patients</td>
<td>10 per day</td>
</tr>
<tr>
<td>$\kappa_{\text{on}}$</td>
<td>probability of contamination per contact between uncolonized HCW and colonized CDAD– patient on antibiotic</td>
<td>0.4</td>
</tr>
<tr>
<td>$\kappa_{\text{off}}$</td>
<td>probability of contamination per contact between uncolonized HCW and colonized CDAD– patient off antibiotic</td>
<td>0.4</td>
</tr>
<tr>
<td>$\kappa_{\text{on}}$</td>
<td>probability of contamination per contact between uncolonized HCW and colonized CDAD+ patient on antibiotic</td>
<td>0.16</td>
</tr>
<tr>
<td>$\kappa_{\text{off}}$</td>
<td>probability of contamination per contact between uncolonized HCW and colonized CDAD+ patient off antibiotic</td>
<td>0.16</td>
</tr>
<tr>
<td>$\mu$</td>
<td>average duration of HCW contamination</td>
<td>48 minutes</td>
</tr>
<tr>
<td>$\eta$</td>
<td>hand-washing compliance factor between 0 and 1</td>
<td>0.6</td>
</tr>
</tbody>
</table>

CDAD = *clostridium difficile*-associated disease; VRE = vancomycin-resistant enterococci; HCW = health care worker; CDAD+ = *clostridium difficile*-associated disease positive; CDAD– = *clostridium difficile*-associated disease negative; AB = antibiotics.
5. Discussion

The association between antibiotic use in hospitals and the colonization of patients with antibiotic-resistant bacteria such as VRE is well documented [24]. This finding has spurred research into nonantibiotic options for the treatment of nosocomial infections such as CDAD. For example, the anionic polymer tolevamer (Genzyme, Inc.) was developed...
to neutralize clostridial toxins without adversely affecting the normal flora of the gut [13, 14]. Results from a phase III trial revealed that the recurrence rate of CDAD was reduced significantly when compared with vancomycin and metronidazole; however, the study failed to meet its primary endpoint due to the high dropout rate associated with tolevamer [25]. As the development of the therapy was subsequently halted, its impact on the prevalence of VRE is unknown.

More recent publications have reported on the safety and effectiveness of FDIT for the treatment of CDAD. This therapy involves the introduction of a stool transplant into the duodenum or colon via a gastroscope or colonoscope, respectively, to repopulate the microflora of the bowel [15, 16]. Although used for decades, particularly in Scandinavian countries, the clinical data describing FDIT are limited; still, available reports suggest that the treatment is safe and effective even in patients with refractory CDAD [15–17]. A recent review of 16 publications concluded that 91% of all reported patients with recurrent C. difficile infection who were treated with FDIT were cured after one or more infusions [26]. The impact of FDIT on the prevalence of VRE, however, remains uncertain.

The availability of a nonantibiotic treatment for CDAD raises interesting questions regarding its possible impact on the prevalence of VRE compared with conventional antibiotic therapy. Our study adapted an existing model of VRE prevalence within a hospital setting to study the possible effect of the introduction of a nonantibiotic treatment for CDAD. The study found that treatment of 50% of patients with CDAD with a nonantibiotic regimen resulted in an approximately 2.75% absolute reduction (18% relative reduction) in VRE-colonized patients compared with a scenario, whereby all CDAD patients received antibiotics. This reduction in VRE prevalence represents a meaningful impact within a hospital, given the costs associated with the management of VRE-colonized patients and potential clinical impact of VRE infections. For a 400-bed hospital, the analysis estimated a reduction of 275 cases of VRE colonization. On the basis of an average cost of contact precautions of USD $2,694.01 (CDN $3,191.83 at exchange of 0.844034), this would result in cost savings of approximately USD $740,800 a year [27]. A small reduction in VRE prevalence may also have a substantial impact on the clinical outcome and costs of VRE infections. VRE infection has been observed to occur in as many as 11.1% of VRE-colonized patients [12]. The cost to treat a patient with a VRE infection has been reported as approximately USD $13,000 [28]. The mortality rate for a VRE infection has been estimated as 39% to 49% [29]. On the basis of the current model, an 18% reduction in VRE prevalence could avert as many as 30.5 cases of VRE

### Table 2: Distribution of patients and health care workers with or without VRE colonization on the basis of antibiotic versus nonantibiotic treatment of CDAD.

<table>
<thead>
<tr>
<th>Patient colonization/HCW contamination status</th>
<th>AB status</th>
<th>Model with AB only</th>
<th>Model with AB and non-AB</th>
<th>Change with non-AB</th>
<th>Difference with non-AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>uncolonized CDAD – patient</td>
<td>off</td>
<td>195.176</td>
<td>202.555</td>
<td>increases</td>
<td>7.390</td>
</tr>
<tr>
<td>uncolonized CDAD – patient</td>
<td>on</td>
<td>140.383</td>
<td>143.553</td>
<td>increases</td>
<td>3.170</td>
</tr>
<tr>
<td>colonized CDAD – patient</td>
<td>off</td>
<td>10.7197</td>
<td>9.0598</td>
<td>decreases</td>
<td>–1.6599</td>
</tr>
<tr>
<td>colonized CDAD – patient</td>
<td>on</td>
<td>47.3343</td>
<td>38.4389</td>
<td>decreases</td>
<td>–8.8954</td>
</tr>
<tr>
<td>uncolonized CDAD+ patient</td>
<td>on</td>
<td>4.7467</td>
<td>2.4307</td>
<td>decreases</td>
<td>–2.3160</td>
</tr>
<tr>
<td>colonized CDAD+ patient</td>
<td>on</td>
<td>1.6721</td>
<td>0.6798</td>
<td>decreases</td>
<td>–0.9923</td>
</tr>
<tr>
<td>uncolonized CDAD+ patient</td>
<td>off</td>
<td>0.0</td>
<td>2.4535</td>
<td>increases</td>
<td>2.4535</td>
</tr>
<tr>
<td>colonized CDAD+ patient</td>
<td>off</td>
<td>0.0</td>
<td>0.6570</td>
<td>increases</td>
<td>0.6570</td>
</tr>
</tbody>
</table>

### Patient Totals at Steady State

<table>
<thead>
<tr>
<th></th>
<th>AB status</th>
<th>Model with AB only</th>
<th>Model with AB and non-AB</th>
<th>Change with non-AB</th>
<th>Difference with non-AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>total patients</td>
<td>400.03</td>
<td>399.828</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total VRE-colonized patients</td>
<td>59.7361</td>
<td>48.83555</td>
<td></td>
<td>decreases</td>
<td>–10.8905</td>
</tr>
<tr>
<td>total CDAD+ patients</td>
<td>6.4188</td>
<td>6.2210</td>
<td></td>
<td>decreases</td>
<td>–0.1978</td>
</tr>
<tr>
<td>total CDAD+ patients on AB</td>
<td>6.4188</td>
<td>3.1105</td>
<td></td>
<td>decreases</td>
<td>–3.3083</td>
</tr>
<tr>
<td>total patients on AB</td>
<td>194.136</td>
<td>185.102</td>
<td></td>
<td>decreases</td>
<td>–9.034</td>
</tr>
</tbody>
</table>

### Percentage of Patients Colonized at Steady State

<table>
<thead>
<tr>
<th></th>
<th>AB status</th>
<th>Model with AB only</th>
<th>Model with AB and non-AB</th>
<th>Change with non-AB</th>
<th>Difference with non-AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of all patients colonized</td>
<td>14.930%</td>
<td>12.214%</td>
<td></td>
<td>decreases</td>
<td>–2.716%</td>
</tr>
<tr>
<td>% CDAD– patients colonized</td>
<td>14.749%</td>
<td>12.068%</td>
<td></td>
<td>increases</td>
<td>–2.681%</td>
</tr>
<tr>
<td>% CDAD+ patients colonized</td>
<td>26.050%</td>
<td>21.488%</td>
<td></td>
<td>decreases</td>
<td>–4.562%</td>
</tr>
</tbody>
</table>

### HCW Steady State Values

<table>
<thead>
<tr>
<th></th>
<th>AB status</th>
<th>Model with AB only</th>
<th>Model with AB and non-AB</th>
<th>Change with non-AB</th>
<th>Difference with non-AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>uncolonized HCW</td>
<td>95.3347</td>
<td>96.1513</td>
<td></td>
<td>increases</td>
<td>0.8166</td>
</tr>
<tr>
<td>contaminated HCW</td>
<td>4.6653</td>
<td>3.8487</td>
<td></td>
<td>decreases</td>
<td>–0.8166</td>
</tr>
</tbody>
</table>

CDAD = Clostridium difficile-associated disease; VRE = vancomycin-resistant enterococci; HCW = health care worker; CDAD+ = Clostridium difficile-associated disease positive; CDAD– = Clostridium difficile-associated disease negative; AB = antibiotic.
infection for a 400-bed hospital. This reduction in VRE infections could lead to a cost savings of USD $396,500 per year and could prevent up to 15 VRE-associated deaths annually.

Note that the current study excludes other types of antibiotic-resistant bacteria such as methicillin-resistant Staphylococcus aureus, which would also be affected by reduced use of antibiotics within a hospital. As such, it is likely that the study underestimates the extent of the impact of a nonantibiotic treatment for CDAD.

The study shares limitations that are common to all mathematical models in that it requires the use of data from multiple sources to model processes that have not been fully observed. The validity of such a model comes from the use of realistic assumptions and clinical review. In this case, the study was derived from a published model that was based on patterns of VRE transmission that have been widely studied and baseline parameters that were obtained from actual hospital data [19]. Given the variability that may exist for some of the model parameters, extensive sensitivity analyses were conducted. These sensitivity analyses revealed that the following variables had the most influence on the prevalence of VRE: the rate of antibiotic initiation or discontinuation in CDAD negative and positive patients, the length of stay of VRE-colonized patients, hand-washing compliance, and the number of VRE-colonized patients admitted per day. All of these variables would be expected to differ among hospitals given local infection control policies and the endemic rates of VRE colonization in the community.

6. Conclusions

Use of a nonantibiotic treatment in hospitalized patients with CDAD may significantly reduce the colonization of patients with VRE and the associated burden of disease.

Appendix

The CDAD epidemic within the hospital setting is described mathematically by a system of nonlinear ordinary differential equations. The populations under consideration are as follows: uncolonized CDAD− patients off antibiotics (\(P_{\text{off}}^{\text{on}}\)), uncolonized CDAD− patients on antibiotics (\(P_{\text{off}}^{\text{off}}\)), colonized CDAD− patients off antibiotics (\(P_{\text{off}}^{\text{off}}\)), colonized CDAD− patients on antibiotics (\(P_{\text{off}}^{\text{off}}\)), colonized CDAD+ patients off antibiotics (\(P_{\text{off}}^{\text{off}}\)), uncolonized CDAD+ patients on antibiotics (\(P_{\text{off}}^{\text{off}}\)), colonized CDAD+ patients off antibiotics (\(P_{\text{off}}^{\text{off}}\)), colonized CDAD+ patients on antibiotics (\(P_{\text{off}}^{\text{off}}\)), uncontaminated health care workers (\(H_U\)), and contaminated health care workers (\(H_C\)). Each population is a function of time (\(t\)) in days, and each population has initial conditions prescribed at time 0. The rates of change of these populations are governed by

\[
\begin{align*}
\frac{dP_{\text{off}}^{\text{off}}}{dt} &= \lambda_{U_0} - \tau_{\text{start}} P_{\text{off}}^{\text{off}} + \tau_{\text{stop}} P_{\text{off}}^{\text{off}} - \gamma_{U_0} P_{\text{off}}^{\text{off}} + \delta_{U_0} P_{\text{off}}^{\text{off}}, \\
\frac{dP_{\text{off}}^{\text{on}}}{dt} &= \lambda_{U_0} - \tau_{\text{stop}} P_{\text{off}}^{\text{on}} + \tau_{\text{start}} P_{\text{off}}^{\text{on}} - \omega_{U_0} P_{\text{off}}^{\text{on}} - \alpha_{U_0} P_{\text{off}}^{\text{on}} (1 - \eta) \frac{H_C}{Nh} P_{\text{off}}^{\text{on}} + \delta_{U_0} P_{\text{off}}^{\text{off}} - \gamma_{U_0} P_{\text{off}}^{\text{on}}, \\
\frac{dP_{\text{off}}^{\text{on}}}{dt} &= \alpha_{U_0} P_{\text{off}}^{\text{on}} (1 - \eta) \frac{H_C}{Nh} P_{\text{off}}^{\text{on}} + \delta_{U_0} P_{\text{off}}^{\text{off}} - \gamma_{U_0} P_{\text{off}}^{\text{on}}, \\
\frac{dH_U}{dt} &= -\left[\alpha_{U_0} \frac{C_{\text{off}}}{Np} + \alpha_{U_0} \frac{C_{\text{on}}}{Np}\right] \\
\frac{dH_C}{dt} &= \left[\alpha_{U_0} \frac{C_{\text{off}}}{Np} + \alpha_{U_0} \frac{C_{\text{on}}}{Np}\right]
\end{align*}
\]

Conflict of Interests

D. T. Grima and E. M. C. D’Agata have been consultants for and received research funding from Genzyme Corporation.

Funding

This work is financially supported by Genzyme Corporation.

Acknowledgment

The authors would like to acknowledge the contributions of Parisa Airia during the preparation of the paper.

References


