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In recent years, as there is continuous advancement of
emerging applications such as cyber-physical systems, social
networks, e-commerce, and 5G systems, the collection,
processing, and analysis of enterprise, government, and
personal data have become greatly convenient and wide-
spread, which makes sensitive information more vulnerable
to abuses. #erefore, it is urgent to explore secure mecha-
nisms and technologies tailored for emerging applications.

Machine learning (ML) has recently gained a renewed
interest as the technology powering it has become more
widely available and accessible to organizations of all sizes.
Applications using machine learning are being deployed in
contexts and for purposes that were not even imaginable a few
years ago. From a cybersecurity, privacy, and public safety
angle, ML brings about both opportunities and challenges for
emerging applications. On the one hand, ML can help in-
terested parties to better protect privacy in challenging sit-
uations, improving the state-of-the-art security solutions. On
the other hand, ML also presents risks of opaque decision
making, biased algorithms, and safety vulnerabilities, chal-
lenging traditional notions of privacy protection.

#is special issue aims to provide a forum for those from
academia and industry to communicate their latest results
on theoretical advances and industrial case studies that
combine ML techniques, such as reinforcement learning,
adversarial machine learning, and deep learning, with sig-
nificant problems in cybersecurity, privacy, and public
safety. Research papers can be focused on offensive and
defensive applications of ML to security. Submissions can
contemplate original research, serious dataset collection and

benchmarking, or critical surveys. Review articles are also
welcome.

Potential topics include but are not limited to the
following:

(1) Security machine learning modelling and architecture
(2) Secure multiparty computation techniques for ma-

chine learning
(3) Attacks against machine learning
(4) Machine learning threat intelligence
(5) Machine learning for cybersecurity
(6) Machine learning for intrusion detection and response
(7) Machine learning for multimedia data security
(8) Machine learning for public safety

After a thorough review process, this special issue has
selected a set of eight papers to provide new insights on the
abovementioned research areas.

#e paper entitled “An Automatic Source Code Vul-
nerability Detection Approach Based on KELM” by Gaigai
Tang, Lin Yang, Shuangyin Ren, Lianxiao Meng, Feng Yang,
and Huiqiang Wang proposes to use extreme learning
machine (ELM) to effectively improve the iterative training
efficiency. In the preprocessing of this framework, they
introduce doc2vec for vector representation and multilevel
symbolization for program symbolization. #eir experi-
mental results show that doc2vec vector representation
brings faster training and better generalizing performance
than word2vec.
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#e paper entitled “Malicious URL Detection Based on
Improved Multilayer Recurrent Convolutional Neural
Network Model” by Zuguo Chen, Yanglong Liu,
Chaoyang Chen, Ming Lu, and Xuzhuo Zhang addresses
the problem that is hard to fully express the text infor-
mation of the traditional malicious uniform resource
locator (URL) and proposes an improved multilayer re-
current convolutional neural network model based on the
YOLO algorithm. Compared with Text-RCNN, BRNN,
and other models, their experimental results show that the
method detects malicious URLs more quickly and effec-
tively and has high accuracy, high recall rate, and high
accuracy.

#e paper entitled “Towards Efficient Video Detection
Object Super-Resolution with Deep Fusion Network for
Public Safety” by Sheng Ren, Jianqi Li, Tianyi Tu, Yibo Peng,
and Jian Jiang proposes an efficient video detection object
super-resolution with a deep fusion network for public
security. By combining the advantages of the pixel-based
super-resolution algorithm and the feature space-based
super-resolution algorithm, they improve the resolution and
the visual perception clarity of the key objects. Extensive
experimental evaluations show the efficiency and effec-
tiveness of their method.

#e paper entitled “Creating Ensemble Classifiers with
Information Entropy Diversity Measure” by Jiangbo Zou,
Xiaokang Fu, Lingling Guo, Chunhua Ju, and Jingjing Chen
proposes an ensemble classifier generating algorithm to
improve the accuracy of an ensemble classification and to
maximize the diversity of its component classifiers. Com-
pared with existing classifier methods, it is demonstrated
that their method has an obvious lower memory cost with
higher classification accuracy.

#e paper entitled “Fabric Defect Detection in Textile
Manufacturing: A Survey of the State of the Art” by Chao Li,
Jun Li, Yafei Li, Lingmin He, Xiaokang Fu, and Jingjing
Chen presents a thorough overview of algorithms for fabric
defect detection. First, they briefly introduce the importance
and inevitability of fabric defect detection towards the era of
manufacturing of artificial intelligence. Second, a systematic
literature review on defect detection methods is present.
#irdly, the deployments of fabric defect detection algo-
rithms are discussed in their study. #ey provide a reference
for researchers and engineers on fabric defect detection in
textile manufacturing.

#e paper entitled “An Approach Based on the Im-
proved SVMAlgorithm for Identifying Malware in Network
Traffic” by Bo Liu, Jinfu Chen, Songling Qin, Zufa Zhang,
Yisong Liu, Lingling Zhao, and Jingyi Chen presents an
approach for identifying malware in network traffic, called
network traffic malware identification (NTMI). #eir eval-
uation results suggest that the NTMI approach can lead to
higher accuracy while achieving a lower false positive rate
compared with other identification methods. On average,
the NTMI approach achieves an accuracy of 92.5% and a
false positive rate of 5.527%.

#e paper entitled “Representativeness-Based Instance
Selection for Intrusion Detection” by Fei Zhao, Yang Xin,
Kai Zhang, and Xinxin Niu proposes two instance selection

algorithms to handle balanced and imbalanced data prob-
lems for intrusion detection. Compared with other algo-
rithms on the benchmark data sets of intrusion detection,
their experimental results verify the effectiveness of the
proposed instance selection algorithms and demonstrate
that the proposed algorithms can achieve a better balance
between accuracy and reduction rate or between balanced
accuracy and reduction rate.

#e paper entitled “Fail-Stop Group Signature Scheme”
by Jonathan Jen-Rong Chen, Yi-Yuan Chiang, Wang-Hsin
Hsu, and Wen-Yen Lin proposes a fail-stop group signature
scheme (FSGSS) that combines the features of group and
fail-stop signatures to enhance the security level of the
original group signature. Based on the aforementioned
objectives, this study proposes three lemmas and proves that
they are indeed feasible.
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Traditional vulnerability detection mostly ran on rules or source code similarity with manually defined vulnerability features. In
fact, these vulnerability rules or features are difficult to be defined accurately, which usually cost much expert labor and perform
weakly in practical applications. To mitigate this issue, researchers introduced neural networks to automatically extract features to
improve the intelligence of vulnerability detection. Bidirectional Long Short-term Memory (Bi-LSTM) network has proved a
success for software vulnerability detection. However, due to complex context information processing and iterative training
mechanism, training cost is heavy for Bi-LSTM. To effectively improve the training efficiency, we proposed to use Extreme
Learning Machine (ELM). -e training process of ELM is noniterative, so the network training can converge quickly. As ELM
usually shows weak precision performance because of its simple network structure, we introduce the kernel method. In the
preprocessing of this framework, we introduce doc2vec for vector representation and multilevel symbolization for program
symbolization. Experimental results show that doc2vec vector representation brings faster training and better generalizing
performance than word2vec. ELM converges much quickly than Bi-LSTM, and the kernel method can effectively improve the
precision of ELM while ensuring training efficiency.

1. Introduction

As software becomes more and more complicated, software
vulnerabilities caused by design flaws and implementation
errors become an inevitable problem in engineering [1].
According to statistics released by the Common Vulnera-
bilities and Exposures (CVE) [2] and National Vulnerability
Database (NVD) [3], the number of software vulnerabilities
has increased from 1600 to nearly 100000 since 1999 [4].
Software systems containing these vulnerabilities will face
serious security risks.

On the one hand, existing vulnerability detection
techniques are mostly driven by rules [5–10] and code
similarity metrics [11, 12]. Vulnerability detection rules are
usually defined by experienced experts. -e performance of
these methods is limited by the experience of experts.
Generally, the features of software vulnerabilities are very

difficult to be described accurately, which leads to the
corresponding detection rules which are also difficult to be
defined accurately and completely.

-ese problems inspired researchers to propose auto-
matic vulnerability detection (source code level). Neural
networks show great potential [13–17]. Neural networks can
automatically extract complex features from input data,
avoiding the problems of high cost, instability, and in-
completeness of manually constructing features and em-
pirically defining rules. VulDeePecker [16] utilized Bi-LSTM
[18] for software vulnerability detection. Zhen Li et al. [17]
discussed the performance of different neural networks on
vulnerability detection separately, namely, MLP, CNN,
LSTM, and Bi-LSTM. All of the above neural networks train
the detection model with an iterative training mechanism,
which usually costs a lot of time. To solve this problem, we
introduce ELM [19], which trains the detection model with a
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noniterative training mechanism. In order to improve
precision performance, we then introduce the kernel
method.

On the other hand, there are two most classical data
preprocessing methods in neural network-based automatic
vulnerability detection, namely, vector representation and
program symbolization. -e most common vector repre-
sentation method is word2vec [20], which can vectorize the
software codes into form of vector (variable length) as the
input of neural network. However, word2vec usually re-
quires additional work to further preprocess the output
vector (e.g., padding zeros). -e final vectors usually with
large dimension can heavily affect the training efficiency of
detection model. Moreover, word2vec may also lose im-
portant semantic information of the source codes, which can
affect the precision of detection model. As for program
symbolization, the normal way is to symbolize the variables
and user-defined functions in the source code at the same
time [16,17], which can be seen as a single symbolization
level of 2. -is idea ignores to consider the influence of
multiple symbolization levels on performance of vulnera-
bility detection model.

To alleviate the above problems, we propose a multilevel
symbolization method for symbolic representation and in-
troduce doc2vec [21] for vector representation. In detail, we
first obtain symbolic representations of the source codes
related to vulnerabilities through three symbolizations.
Using three levels of symbolization can significantly reduce
the noise introduced by irrelevant information of vulnerable
codes. -en, we use doc2vec to automatically transform
symbolic representation of source codes to corresponding
vector representation. Compared to word2vec used in [16],
we found that doc2vec is more suitable for modeling vector
representation because it can not only transform source
codes with arbitrary length into a fixed-length feature
representation but also grasp the semantic information of
source codes better. -ese advantages are helpful to improve
the precision and training efficiency of vulnerability de-
tection model.

-e rest of this paper is organized as follows. Section 2
discusses the work related to automatic detection of software
vulnerability. Section 3 describes the details of the proposed
automatic software vulnerability detection method. Section
4 gives the details of experimental environment and pa-
rameter configuration, experimental results, and corre-
sponding analysis. -e conclusions and future works are
presented in Section 5.

2. Related Work

2.1. Vulnerability Detection Techniques. Existing classical
vulnerability detection techniques range from making use of
manually defined features [5–10] to code similarity metrics
[11, 12]. However, there are several primary flaws among
them. First, the effort for defining vulnerability features is
error-prone and manual labor consuming. Second, the
features can hardly be integral and usually contain only
partial information about the vulnerabilities, which may lead
to high false-positive and false-negative rates [16]. Moreover,

the application of the code similarity method is limited to
vulnerabilities caused by code clones.

Vulnerability detection with traditional machine
learning techniques such as Decision Tree [22] and Support
Vector Machine (SVM) [23] mainly extracts vulnerability
features from preclassified vulnerabilities. However, vul-
nerability detection patterns based on this type of feature are
usually available for specific vulnerabilities. In the paper by
Boris Chernis [24], both simple text features (e.g., character
count, character diversity, andmaximum nesting depth) and
complex text features (e.g., character n-grams, word
n-grams, and suffix trees) are extracted from the source
codes and analyzed by using the naive Bayes classifier.
Experimental results show that simple features performed
unexpectedly better by comparing with the complex
features.

Neural networks can learn complex vulnerability fea-
tures automatically. Zhen Li [16] presented a vulnerability
detection system VulDeePecker based on deep learning,
which initiates the study of using deep learning for vul-
nerability detection. VulDeePecker collects the samples by
first extracting code gadgets from the buggy programs and
then transforming them into the vector representations
using word2vec. -e detection model is designed based on
Bi-LSTM. Siqi Ma [13] proposed a tool called VuRLE for
automatic detection and repair of vulnerabilities. VuRLE
uses the context patterns to detect vulnerabilities and
customizes the corresponding edit patterns to repair them.
Jacob A. Harer [14] implemented various machine learning
models for detecting bugs that can lead to security vul-
nerabilities in C/C++ code. Specifically, they used features
derived from the build process and the source code.
Rebecca L. Russell [15] developed a vulnerability detection
tool based on deep feature representation learning that can
directly interpret the parsed source codes. -e source codes
are firstly transformed into tokens and then embedded as
vectors for both CNNs and Recurrent Neural Networks
(RNNs). Zhen Li [25] proposed a systematic framework by
using deep learning to detect vulnerabilities that combined
syntax-based, semantics-based, and vector representations
(SySeVR). SySeVR can accommodate syntax and semantic
information pertinent to vulnerabilities. -e source codes
are successively represented by syntax-based, semantics-
based, and vector representations. Zhen Li [17] performed
a quantitative evaluation of the impacts of different factors
(e.g., data dependency and control dependency) on the
effectiveness of neural network-based vulnerability detec-
tion techniques. Zhen Li [26] presented VulDeeLocator, a
deep learning-based fine-grained vulnerability detector. It
leverages intermediate code to capture semantic infor-
mation that cannot be conveyed by source code-based
representations and presents a new idea of granularity
refinement. Xin Li [27] proposed an automated and in-
telligent vulnerability detection method in source code
based on the minimum intermediate representation
learning. -e sample in the form of source code is first
transformed into a minimum intermediate representation;
then, it is transformed into a real value vector through
pretraining on an extended corpus. -e vector is fed to
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three concatenated convolutional neural networks to ob-
tain high-level features of vulnerability.

2.2. Preprocessing Method. -e commonly used pre-
processing methods for automatic source code vulnerability
detection are program symbolization and vector represen-
tation. Zhen Li [16, 25] first maps variable names to symbolic
names (e.g., “V1” and “V2”) in a one-to-one fashion, then
maps function names to symbolic names (e.g., “F1” and
“F2”) in a one-to-one fashion, and finally uses word2vec to
perform vector representation. Gustavo Grieco [28] uses
word2vec to preprocess the dynamic features of source codes
since it was successfully used in a variety of text mining
applications. Savchenko [29] proposed a system for vul-
nerability detection based on deep learning approach, which
performs the following steps: source code preprocessing,
AST creation, code gadget extraction, and code gadget
vectorization using word2vec.

2.3.KernelMethod. -e kernel method is often used to solve
the linear indivisibility problems. Qin-Qin Tao [30] pro-
posed a locality-sensitive support vector machine using
kernel combination (LS-KC-SVM) algorithm, which solved
the large appearance variations due to some real-world
factors on face detection. Liang [31] proposed an SVM-based
method combining with the deep quasilinear kernel (DQLK)
learning for large-scale image classification. It could train
SVM on a large-scale dataset with less memory space and
less training time. Zhang [32] developed a least-squares (LS)
SVM-based identification scheme, where the system pa-
rameters were estimated in a reproducing kernel Hilbert
space. It can effectively solve the issue that LS results in low
accuracy in ill-conditioned scenarios. Lu Li [33] proposed
the AdaBoost-WCKELM made of ELM, AdaBoost, and
composite kernel method, which derived a good improve-
ment in HSI classification accuracy.

3. The Methodology

Figure 1 is an overview of the proposed automatic source
code vulnerability detection system using enhanced ELM on
the source code level. Starting with the dataset in form of
code gadget, it then obtains symbolic representation of each
code gadget using multilevel symbolization. Next, it trans-
forms the symbolic representations into vector represen-
tations with a low-dimension using doc2vec. Finally, it
applies enhanced ELM neural networks to train the detec-
tion model. As for testing, code gadget is firstly preprocessed
successively through multilevel symbolization and doc2vec,
and then the vector representations of them are input to
detection model to get the detection results. In the subse-
quent sections, we give the details of the main components
of this system.

3.1. Symbolic Representation. A code gadget is composed of
several program statements (i.e., lines of code), which are
semantically related to each other in terms of data

dependency or control dependency [16]. It can be further
transformed into a form of symbolic representation using
symbolization. -e symbolic representation is then collected
as a corpus for training the vector representation tool, such
as doc2vec.

-e benefit of symbolic representation is that it can result
in higher training effectiveness by further reducing the
length of code gadget. In symbolization, vulnerability fea-
tures of each code gadget such as local variables, user-de-
fined functions, and data types are transformed into short
and fixed-length symbolic presentations, where the same
features are mapped to the same symbolic presentation. In
this work, we deploy three symbolization types that are
shown as follows:

(i) Function calls symbolization (F): User-defined
function names are symbolically represented as FN.
-is symbolization type is assigned the priority
because vulnerability is mostly caused by improper
utilization of library/API function calls. Symboli-
zation on user-defined functions can improve the
Signal-Noise Ratio (SNR) of library/API function in
vulnerability information.

(ii) Variable symbolization (V): Variable names in-
cluding parameters and local variables are sym-
bolically represented as VN. In practice, the
variables account for a large proportion of the
codes.

(iii) Data type symbolization (T): Data types of variable
and user-defined function are symbolically repre-
sented as TN. It has the least priority since many
data types are not related to vulnerability
information.

-e symbol N mentioned above in symbolization is a
number which represents the index of the first occurrence of
the feature while noting that multiple functions may be
mapped to the same symbolic name when they appear in
different code gadgets. Moreover, all the symbolization types
will reserve keywords of C/C++ language.

We build a multilevel symbolization mechanism
according to the priority of symbolization shown in Table 1.
Level 2 includes two symbolization groups, namely, F+V
and F+T. -is is because symbolizations V and Tmay have
different effects on SNR of vulnerability information in
different datasets.

We take Sample 0 as an example to show how the
symbolization works, where the symbolization group F+V
is chosen from level 2. From Figure 2, we can observe that
there are 2 user-defined functions, 5 variables, and 2 data
types in Sample 0.

(i) In level 1, the two user-defined functions are
symbolically represented as F1 and F2.

(ii) In level 2, the five variable names are symbolically
represented as Vi, i ∈ [1, 5].

(iii) In level 3, the two data types are symbolically
represented as T1 and T2.
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As a result, through three levels of symbolization, Sample
0 is gradually simplified to a generalized symbolic repre-
sentation, which can effectively characterize different
manifestations of the same vulnerability.

3.2. Vector Representation. Since the neural network can
only accept vector as input, the symbolic representation of
source code needs to be further converted to the vector
representation. Currently, the most popular vectorization
methods are word2vec [34] and doc2vec [35].

Compared with the one-hot representation, a high-di-
mensional and sparse representation method, word2vec,
outputs a low-dimensional and dense vector representation,
which is conducive to improving training efficiency and
precision of themodel, making it widely used for vulnerability
detection recently [14, 16, 17]. However, there is a drawback
of word2vec; that is, it ignores the influence of word order that
relates to information of a sentence or a document.

doc2vec was proposed in [35], and the authors proposed
the unsupervised algorithm called ParagraphVector that can
learn fixed-length feature representation from texts with
arbitrary length, ranging from a sentence to a document.
Moreover, the ParagraphVector can memorize the topic of
the paragraph, which makes it be able to better extract global
features than word2vec.

Given the fact that word2vec converts word to vector
representation in a one-to-one fashion, thus, the length of the
converted vector varies with the length of the input text. To
satisfy the neural network requirement of input with a fixed
length, the vector generated by word2vec needs to be further
processed to obtain the corresponding fixed-length form.
Different from word2vec, doc2vec can directly output fixed-
length vectors from input texts with arbitrary length. Fur-
thermore, doc2vec can also grasp more semantic information
from the context of input text than word2vec. In summary,
doc2vec shows great potential in source code vector
representation.

3.3. Neural Network Model. ELM is a special type of feed-
forward neural network with the noniterative training
mechanism, which was proposed by Huang et al. in the 1990s
[19]. Unlike traditional neural networks, which use gradient
descent techniques to iteratively fine-tune all the parameters
of the model, ELM randomly assigns values to some pa-
rameters according to certain rules and keeps these param-
eters frozen throughout the training process, while other
parameters are calculated by the least square method. In other
words, the training mechanism of ELM is noniterative, which
can bring it much faster training speed than conventional
neural networks on some tasks with relatively large data scale.
Here, we take ELM with a single hidden layer network

Table 1: Multilevel symbolization.

Symbolization level Symbolization group
Level 1 F
Level 2 F+V; F+T
Level 3 F+V+T

Code gadget Multilevel
symbolization

Detecion
modelDoc2vec

Doc2vec

Vulnerable or
not

Neural network

Detection
modelKELM

Multilevel
symbolization

Trainig

Code gadget

Testing

1 static void goodG2B()
2 list < char ∗ > dataList ;
3 goodG2BSink (dataList);
4 void goodG2BSink (list < char ∗>
List)
5 char ∗ data = List.back ();
6 if (sscanf (data , “&d” , & n) == 1))

1 static void F1()
2 list < char ∗ > V1 ;
3 F2 (V1) ;
4 void F2 (list < char ∗> V2)
5 char ∗ V3 = V2. back ();
6 if (sscanf (V3, V4, & V5) ==1))

0.352282, 0.239948, –0.134481,
0.42993, 0.230350, 0.005943,
–0.042881 ,–0.123437, –0.129882,
......
0.161606, 0.182229, 0.113613,
–0.073532, 0.259034, –0.117222,
0.177871, –0.024659, 0.013019

Figure 1: Overview of the proposed automatic source code vulnerability detection system using KELM.

static void goodG2B()
list < char∗ > dataList;
goodG2BSink(dataList);
void goodG2BSink(list < char∗ > List)
char ∗ data = List.back();
if(sscanf(data,“&d”, &n) == 1))

(a)

static void F1()
list < char∗ > dataList;
F2(dataList);
void F2(list < char∗ > List)
char ∗ data = List.back();
if(sscanf(data,“&d”, &n) == 1))

(b)

static void F1()
list < char∗ > V1;
F2(V1);
void F2(list < char∗ > V2)
char ∗ V3 = V2.back();
if(sscanf(V3,V4, &V5) == 1))

(c)

T1 F1()
list < T2∗ > V1;
F2(V1);
void F2(list < T2∗ > V2)
T2 ∗ V3 = V2.back();
if(sscanf(V3,V4, &V5) == 1))

(d)

Figure 2: An example of multilevel symbolization of source code. (a) Sample 0. (b) Level 1 F. (c) Level 2 F+V. (d) Level 3 F+V+T.
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structure as an example to introduce its training mechanism.
-e network structure of ELM is shown in Figure 3.

3.3.1. ELM. In Figure 3, d, L, and m refer to the number of
the input layer neurons, the hidden layer neurons, and the
output layer neurons, respectively. ω is the input weights
connecting the input layer to the hidden layer, b is the
thresholds of the hidden layer neurons, and β is the output
weights connecting the hidden layer to the output layer. ω
and b are generated randomly from the range (−1, 1) and (0,
1) under a uniform distribution. -ey are kept frozen
throughout the training process of the model.

Given a training data set D � (xi, ti)|xi ∈ Rd, ti ∈􏼈

Rm}, i � 1, 2, . . . , N, the ELM model can be represented as

Hβ � T,

H �

h x1( 􏼁

⋮

h xN( 􏼁
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(1)

where T is the expected output matrix and H is the hidden
layer output matrix.
h(xi) � 􏽐

L
j�1 g(ωj · xi + bj), i � 1, 2, . . . , N, which is the

output vector of the hidden layer with respect to the input xi.
g(·) is the activation function of the ELM. And ωj · xi de-
notes the inner product of the input weights and the features
of the ith training sample. -e output weights β can be
obtained by

β � H+T �
HT λI + HHT

􏼐 􏼑
− 1
T, whenN≤L,

λI + HTH􏼐 􏼑
− 1
HTT, whenN≥L,

⎧⎪⎨

⎪⎩
(2)

where H+ refers to the Moore − Penrose generalized inverse
of H, L refers to neuron number of hidden layers, I refers to
an N identity matrix, and λ refers to a regularization factor
with a value between [0,1].

-e ELM output function is

f(x) �
h(x)HT λI + HHT

􏼐 􏼑
− 1
T, whenN≤L,

λI + HTH􏼐 􏼑
− 1
HTh(x)T, whenN≥L.

⎧⎪⎨

⎪⎩
(3)

-e optimization objective of the ELM model can be
expressed as

min 􏽘

N

i�1
f xi( 􏼁 − ti

����
����
2⎛⎝ ⎞⎠, (4)

where f(xi) and ti refer to the predictive label and the real
label of the ith sample, respectively.

3.3.2. KELM. Kernel method is an effective way to solve the
nonlinear problems by mapping the data to high-dimen-
sional space so that the nonlinear problem can be trans-
formed into a linear problem. With the combination of
kernel method, there are two benefits compared with
conventional ELM. For one thing, it solves the problem that
the number of hidden layer nodes in conventional ELM
depends on manual setting, which shows better stability
[36]. For another thing, the kernel function maps the data to
the high-dimensional space, and the distribution of the data
in the transformed space is very smooth. In fact, the smooth
new data make the classification problem easier, so the
model can show better effectiveness. Radial Basis Function
(RBF) is the preferred kernel function in our experiments
because it has only one hyperparameter which simplifies the
model configuration and training cost. RBF kernel function
can be expressed as

K(x, y) � e
− c‖x− y‖2

, (5)

where x and y represent the samples, c represents the unique
hyperparameter of Gaussian kernel function, and ‖x − y‖

denotes the norm of vectors.
-e kernel matrix for ELM can be defined as [37]

ΩELM � HTH,

ΩELMij
� h xi( 􏼁 · h xj􏼐 􏼑 � K xi, xj􏼐 􏼑.

(6)

And we can revise equation (2) when N≥L as

β � (λI + Ω)
− 1HTT, (7)

and then, the ELM output function (3) can be as follows:

f(x) � λI + HTH􏼐 􏼑
− 1
HTh(x)T

� (λI + Ω)
− 1

K x, x1( 􏼁

⋮

K x, xN( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

T.

(8)

From equation (8), we can find that ELM combined with
the kernel method can avoid the problem that the number of
hidden layer nodes in conventional ELMdepends onmanual
setting.

1

1 2 L

m21

d

β

b

Hidden layer

Output layer

Input layer

ω

Figure 3: A typical ELM with a single hidden layer network
structure.

Security and Communication Networks 5



4. Experiment and Evaluation

-e goal of our work is to construct an automatic software
vulnerability detection model with both superior precision
and efficiency. To be specific, we investigate the following
questions in experiments:

(i) Question1 (Q1): How differently do neural network
models perform on vulnerability detection?

(ii) Question2 (Q2): How differently do vector repre-
sentation methods affect the performances of neural
networks? Specifically, does doc2vec outperform
word2vec on vulnerability detection?

(iii) Question3 (Q3): What are the effects of different
symbolization on the performances of neural
networks?

4.1. Experiment Setting and Implementation

4.1.1. Dataset. In our experiments, we include the following
three datasets from [16]. Each sample is a piece of source
code with known vulnerabilities. Table 2 shows the number
of samples (i.e., source code files) in each dataset.

(i) BE-ALL includes samples with buffer error vul-
nerabilities (CWE-119) and ALL library/API
function calls.

(ii) RM-ALL includes samples with resource manage-
ment error vulnerabilities (CWE-399) and ALL li-
brary/API function calls.

(iii) HY-ALL includes samples with hybrid buffer error
vulnerabilities (CWE-119), resource management
error vulnerabilities (CWE-399), and ALL library/
API function calls.

Each dataset is partitioned into two parts with a pro-
portion of 80% and 20%, where the larger part is for
training and the other part is for testing. Each sample in the
dataset is in the form of code gadget with a ground truth
label.

4.1.2. Evaluation Metrics. In our experiment, we used the
indexes mentioned in [38] to evaluate the effectiveness of
vulnerability detection model, that is, False Positive Rate
(FPR), True Positive Rate (TPR), Precision (P), and F1-
measure (F1).-e value range of these four indicators is [0, 1].
For FPR, the closer their values are to 0, the better the per-
formance of the model is; for other indicators, the closer their
values are to 1, the better the performance of the model is.

-e quality of vector representation can be evaluated by
Cosine Similarity (cosine) between vectors in the vector
space, which can be calculated by the following formula. -e
range of cosine value is [−1, 1]. -e closer the value is to 1 or
−1, the more similar the two vectors are.

cosine(A, B) �
A · B

‖A‖2‖B‖2
, (9)

where A and B refer to vectors. Given the fact that
Cosine Similarity only considers the angle between vectors,
so that it can avoid too large output deviation due to dif-
ferent dimension of input vectors. -is is the main reason
why we choose Cosine Similarity as the evaluation metric of
vector representation.

4.1.3. Parameters Setting for Neural Networks. In our ex-
periments, we used two types of neural networks for the
vulnerability detection model, namely, Bi-LSTM and ELM.
For both, there is only one hidden layer in the network
structure. We build the following five configurations. We do
not list the configuration of AdaBoost KELM because it is
predictable that the calculation of KELM with weight and
iteration mechanism is very complex and the efficiency will
be greatly reduced.

(i) word2vec with Bi-LSTM (w+B), which was used by
VulDeePecker

(ii) doc2vec with Bi-LSTM (d+B)
(iii) doc2vec with ELM (d+ E)
(iv) doc2vec with AdaBoost ELM (d+Ada-E)
(v) doc2vec with KELM (d+KE)

We have implemented the CPU versions of Bi-LSTM
and ELM, and all the models were trained in the PC en-
vironment with CPU. For Bi-LSTM, the batch size, the
dropout rate, the number of epochs, and the number of the
hidden layer neurons were set to 64, 0.5, 2, and 60, re-
spectively, and the optimizer chosen was Root Mean Square
Prop (RMSProp). For ELM, the number of the hidden layer
neurons was set to 5000 and the activation function used
sigmoidal function. -e input weights and the hidden biases
of ELM were generated randomly from (−1, 1) and (0, 1),
respectively, under a uniform distribution. -e details of the
parameters’ configuration of ELM are given as follows.

To determine which activation function is the best
choice for the ELM-based detection model, we implement
an experiment to discuss the effectiveness of ELM with five
activation functions, respectively. -e number of neurons
is set to 250 and the dataset is HY-ALL. From the results in
Figure 4, we can find that ELM with sigmoidal function
outperforms the other activation functions on precision
and F1.

In terms of neuron configuration of ELM, we have done
several experiments to analyze the effect of a different
number of neurons on the precision of ELM as shown in
Table 3. Generally speaking, when the number of neurons
ranges from 250 to 12000, the precision of ELM gradually
increases with the number of neurons increasing, but when
the number of neurons is more than or equal to 15000, the

Table 2: Number of samples in each dataset.

Dataset Code gadgets Vulnerable code gadgets
BE-ALL 39753 10440
RM-ALL 21885 7285
HY-ALL 61638 17725
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precision of ELM begins to decline slowly. In particular,
when the number is between 250 and 5000, the precision
improvement is more obvious, while the number increases
from 5000 to 12000, the precision improvement is slight,
nearly 0.3%, and the training time increased by 4 times.
Considering the cost-effectiveness of precision improve-
ment and time consumption, we set the number of neurons
as 5000.

Kernel function plays a very important role in KELM,
which largely determines its precision performance. We
collect three commonly used kernel functions to make a
comparison experiment. -e comparison of the results
after fine-tuning is shown in Figure 5. It is clear from the
result that RBF shows the best overall performance than
the other two kernel functions. -us, the subsequent
KELM-related experiments set the RBF as the kernel
function.

4.2. Results and Evaluation

4.2.1. Results for Q1. Regarding the impacts of different
neural network models on the performances of vulnerability
detection, we evaluate the precision and efficiency of the
above five configurations on all datasets. Table 4 shows the
effect of different neural network models on vulnerability

detection precision, while Table 5 gives the efficiency of
different neural network models on vulnerability detection.
In the experiments, all three datasets are preprocessed with
the symbolization group F+V.

According to the results in Table 4, we analyze them
from two aspects: precision comparison of conventional Bi-
LSTM and ELM and enhanced effect of conventional ELM
using kernel function and AdaBoost method.

Compared with ELM, Bi-LSTM is slightly inferior in
RM-ALL, a small-scale dataset, but superior in BE-ALL and
HY-ALL, the large-scale datasets.-is may be due to the fact
that the deep learning model is more suitable for large
dataset scenarios. Besides, Bi-LSTM shows lower FPR than
ELM on all three datasets, which can be explained by the fact
that Bi-LSTM can express the long-term dependency in-
formation in the input, while ELM is based on forwarding
neural network; it is slightly inferior to Bi-LSTM in the
context processing.

For Ada-E, it outperforms conventional ELM on RM-
ALL and HY-ALL, which shows the advantage of the en-
semble learning, for example, combination enhancement.
However, it shows similar P and lower TPR than ELM on
RM-ALL, which may be due to the overfitting effect of
ensemble learning for high-precision base classifiers. It can
be seen that if the base classifier is with very high precision,
the final classifier generated by AdaBoost does not always
show the higher precision but may be worse if the basic
classifier shows high enough precision. For KE, it shows the
lowest FPR and the highest P on the three datasets compared
with the other five configurations, which benefits from its
effective way to solve nonlinear problems through high-
dimensional mapping. Besides, it also results in the lowest
TPR, but this is acceptable; it is due to the fact that the high
false-positive rate is the primary problem of vulnerability
detection tools in practical application.

From Table 5, we can find that the configuration w+B
performs the longest time for training and detection on HY-
ALL, while configuration d+B costs less than 1/30 of
configuration w+B. It is because the configuration w+B in
[16] outputs vectors with a longer dimension of 2500, which

P (%)
F1 (%)

Sigmoidal Sine Hardlim Tribas Radbas
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Figure 4: Effect of different activation function on the precision of ELM.

Table 3: Effect of different number of neurons on the precision of
ELM.

Neuron
number

FPR
(%)

TPR
(%)

P
(%)

F1
(%)

Training time
(s)

250 7.5 58.2 75.4 65.7 0.92
500 6.6 66.1 80.0 72.4 2.52
1000 6.4 72.8 81.9 77.1 7.75
3000 5.4 80.5 85.5 82.9 49.11
5000 4.4 83.6 88.3 85.9 128.72
10000 4.4 85.9 88.6 87.2 496.02
12000 4.3 85.9 88.9 87.4 640.68
15000 4.4 86.6 88.6 87.6 1143.70
20000 4.6 86.7 88.2 87.4 2201.60
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results in a higher computation complexity for Bi-LSTM.
Moreover, compared with configuration d+B, configuration
d+ E further reduces the time cost of the training and de-
tection to a few minutes. -is can be explained by the fact
that the noniterative training mechanism of ELM reduces
the computation of parameters. Ada-E improves the pre-
cision of ELM by adding the iteration mechanism and in-
troducing the weight mechanism to ELM, but these
operations increase the computational complexity.

-erefore, the training and detection time of ELM will be
multiplied accordingly. KE shows a lower efficiency than
conventional ELM because it maps the input and output to a
higher dimension for calculation which will result in a larger
computational complexity than the former.

-us, we can conclude that configuration with con-
ventional Bi-LSTM achieves a higher precision, while the
configuration with conventional ELM is more effective.
Using AdaBoost and kernel function can effectively further
improve the precision of conventional ELM in vulnerability
detection. In particular, the kernel function achieves a very
good precision improvement effect while maintaining
higher efficiency than conventional Bi-LSTM.

4.2.2. Results for Q2. To answer the second question, we
evaluate the effectiveness of the two vector representation
methods, namely, doc2vec and word2vec. We implement
experiments with four samples shown in Figure 6. Sample 2
and Sample 4 are labeled as “vulnerable,” while Sample 1 and
Sample 3 are not. We collect these four samples from dataset

Table 4: Effect of different neural network models on vulnerability detection precision.

Dataset Pattern FPR (%) TPR (%) P (%) F1 (%)

BE-ALL

w+B 2.9 82.0 91.7 86.6
d+B 3.9 83.1 88.1 85.5
d+E 4.4 81.9 86.8 84.3

d+Ada-E 3.9 82.7 88.1 85.3
d+KE 1.8 78.7 93.8 85.6

RM-ALL

w+B 2.8 95.3 94.6 95.0
d+B 3.8 90.3 91.9 91.1
d+E 3.9 92.4 94.9 92.1

d+Ada-E 2.8 83.8 93.4 88.3
d+KE 1.1 82.7 97.4 89.5

HY-ALL

w+B 5.1 83.9 86.9 85.4
d+B 3.3 83.8 91.1 87.2
d+E 4.4 83.6 88.3 85.9

d+Ada-E 3.8 84.3 89.8 87.0
d+KE 1.9 81.0 94.3 87.1

RBF Linear Polynomial

P (%)
F1 (%)

94
.3

87
.1

77
.7
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.6 74
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Figure 5: Effect of different kernel function on the precision of KELM.

Table 5: Efficiency of different neural network models on vul-
nerability detection.

Pattern
Training
code

gadgets

Detection
code gadgets

Training
time (s)

Detection
time (s)

w+B 48744 12894 36372.2 156.2
d+B 49310 12328 1543.5 3.0
d+E 49310 12328 128.7 2.7
d+Ada-
E 49310 12328 2914.0 7.8

d+KE 49310 12328 335.4 11.0
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BE-ALL and dataset HY-ALL for two experiments. And both
samples are preprocessed with symbolization group of F+V.

We evaluate the effectiveness of vector representations
by using the similarity measure cosine. -e output vector
dimension of word2vec is set to 2500, where the output
vector dimension of one word is set to 50, and the number of
words to represent a paragraph is set to 50.-e output vector
dimension of doc2vec is set to 250. -e reason of making
different output vector dimension settings of word2vec and
doc2vec is due to the fact that if both dimensions are set to be
the same (e.g., 250), then word2vec outputs vector di-
mension of one word will be 5, or the number of words to
represent a paragraph will be 5, which may have a great
influence on the effectiveness of vector representation. As a
result, the comparison of the effectiveness of word2vec and
doc2vec is carried out under the condition that they both use
a proper dimension of output vector representation.

From the perspective of vulnerability detection, in terms
of the fact that two similar samples are given different labels,
it is better to make the similarity between the two vectors
after vectorization be small as far as possible, which is
conducive to the training of vulnerability detection model
using neural network. From Table 6, we find that, for Sample
1 and Sample 2, word2vec outputs vectors with a higher
cosine value than doc2vec, while for Sample 3 and Sample 4,
it outputs a lower cosine value than doc2vec. Generally,
compared with word2vec, doc2vec can output nearly similar
or better vector representation with smaller dimension. It
can be explained by the fact that, as noted in [16], in order to
obtain a fixed length of vector representation, vectors
generated by word2vec should be padded with zeros, which
may cause the loss of semantic information of the samples.
Moreover, it is obvious that a neural network model with
low-dimension input vectors can result in good efficiency.
We can also observe that, for the same sample in different
dataset, doc2vec can output more similar cosine results than
word2vec; the biggest output cosine deviation of doc2vec is
0.008, while word2vec results in a value of 0.032. It shows
that doc2vec can perform well on large datasets. -is

conclusion also can be justified by the results in Table 4,
where the configurations with doc2vec show better results
than the ones with word2vec on HY-ALL.

4.2.3. Results for Q3. To answer the third question, we take
the configuration d+B and d+KE as baselines to discuss
whether symbolization can further improve the precision of
the neural network model. We implement experiments with
all the three datasets. And for each dataset, we apply
symbolization level from 1 to 3 for preprocessing the
datasets.

Table 7 summarizes results of how differently symbol-
ization levels affect the precision of Bi-LSTM. From the
perspective of different datasets, symbolization levels have a
bigger impact on the precision of Bi-LSTM vulnerability
detection model with smaller datasets, which shows a
maximum deviation of precision at 3.1% in BE-ALL and
2.6% in RM-ALL. However, with the largest dataset HY-
ALL, the maximum precision deviation is 0.9%. -is may be
because the scale of datasets can affect generalization per-
formance of detection model, while the impact of symbol-
ization is gradually reduced according to the scale becoming
smaller. From the perspective of symbolization levels,
configuration d+B with the symbolization level 1 shows a
better and more stable performance than other symboli-
zation levels, while the symbolization level 2 results in an
unstable performance, and the symbolization level 3 shows
the worst performance. -e main reason is that a high level
of symbolization may lose some key vulnerability infor-
mation in the source codes. Moreover, it should be men-
tioned that symbolization groups of F+T outperform than
symbolization groups of F+Vwith all datasets; it may be due
to the fact that there are many codes related to data type in
the source codes; symbolizing them can better capture the
vulnerability information.

Table 8 summarizes results of how differently symbol-
ization levels affect the precision of KELM. From the per-
spective of different datasets, symbolization levels have a big

data = ( char∗)malloc(100 ∗ sizeof( char));
goodG2BSource(data);
void goodG2B Source(char ∗ &data)
memset(data, “A” , 50 – 1);
data[50 – 1] = “\0” ;
char dest[50] = “”;
strcpy(dest, data);

(a)

char ∗ data;
data = (char∗)malloc(100 ∗ sizeof(char));
if(5 == 5)
memset(data, “A” , 100 – 1);
data[100 – 1] = “\0”;
char dest[50] = “”;
strcpy(dest, data);

(b)

data = –1;
char inputBuffer[CHAR_ARRAY _SIZE] = “”;
if(fgets(inputBuffer, CHAR_ARRAY _SIZE, stdin)! = NULL)

(c)

char inputBuffer[CHAR_ARRAY _SIZE] = “”;
if(fgets(inputBuffer, CHAR_ARRAY _SIZE, stdin)! = NULL)
data = atoi(inputBuffer);

(d)

Figure 6: Four samples used to evaluate the effectiveness of the two vector representation methods. (a) Sample 1. (b) Sample 2. (c) Sample 3.
(d) Sample 4.
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impact on the precision of the KELM-based vulnerability
detection model with dataset HY-ALL, which shows a
maximum deviation of precision at 3.2%. However, with
smaller datasets BE-ALL and RM-ALL, the maximum de-
viation precision is 1.5% and 0.8%, respectively. -is is
because the semantic changes of samples generated by
different symbolization are smaller in small datasets and
larger in large datasets. -erefore, it will cause a large de-
viation of precision performance. From the perspective of
symbolization levels, configuration d+B with the symbol-
ization group of F+T shows the best and most stable per-
formance than other symbolization levels, while the
symbolization level 1 results in a better performance than
symbolization level 3 with all the datasets. -e former
phenomenon may be due to the fact that KELM is more
suitable for extracting the vulnerability information with
dataset preprocessed by symbolization of F+T, and the
latter one can be explained by the reason mentioned above.

Furthermore, to verify the training efficiency of the
proposed multilevel symbol representation, we also give the
comparative analysis of time complexity as shown in Table 9.
From Table 9, we can observe two phenomena as follows:
one is that, for the same dataset, there is a linear downward
trend of training time as the symbolization level increases
from 1 to 3; the other is that the training time increases
correspondingly as the size of dataset increasing.Meanwhile,
compared with the symbolization level 1, symbolization level
3 improves training efficiency by about 20% on all three
datasets. -is can indicate that multilevel symbolization can
slightly improve the efficiency of preprocessing, which is not
worth mentioning when it is used to improve the precision
performance of neural networks.

5. Conclusions

We have made the first effort to use ELM to solve the
training efficiency issue of the vulnerability detection model.

Table 8: Effect of different symbolization levels on KELM
precision.

Dataset Symbolization
group

FPR
(%)

TPR
(%) P (%) F1

(%)

BE-ALL

F 2.1 83.5 93.4 88.1
F+V 1.8 78.7 93.8 85.6
F+T 2.0 83.6 93.6 88.3

F+V+T 2.3 79.1 92.3 85.2

RM-
ALL

F 1.3 88.0 97.0 92.3
F+V 1.1 82.7 97.4 89.5
F+T 1.2 87.5 97.3 92.1

F+V+T 1.3 83.1 96.8 89.5

HY-ALL

F 1.1 81.8 96.8 88.7
F+V 1.9 81.0 94.3 87.1
F+T 0.87 82.3 97.5 89.3

F+V+T 1.8 81.6 94.7 87.7

Table 6: Effectiveness of word2vec compared with doc2vec.

Sample Tool Vector dimension Cosine (BE-ALL) Cosine (HY-ALL)

1 and 2 word2vec 2500 0.832 0.828
doc2vec 250 0.642 0.639

3 and 4 word2vec 2500 0.482 0.514
doc2vec 250 0.586 0.578

Table 7: Effect of different symbolization levels on Bi-LSTM precision.

Dataset Symbolization group FPR (%) TPR (%) P (%) F1 (%)

BE-ALL

F 2.9 86.2 91.2 88.6
F+V 3.9 83.1 88.1 85.5
F+T 3.2 84.6 90.4 87.4

F+V+T 3.5 84.5 89.4 86.9

RM-ALL

F 2.8 92.2 94.1 93.1
F+V 3.8 90.3 91.9 91.1
F+T 2.6 93.5 94.5 94.0

F+V+T 3.4 90.9 92.7 91.8

HY-ALL

F 3.2 87.8 92.0 89.8
F+V 3.3 83.8 91.0 87.2
F+T 3.2 85.6 91.7 88.5

F+V+T 3.3 86.0 91.1 88.5

Table 9: Efficiency of different symbolization levels on
preprocessing.

Dataset Symbolization group Training time (s)

BE-ALL

F 1721.9
F+V 1645.5
F+T 1674.1

F+V+T 1639.3

RM-ALL

F 930.8
F+V 920.8
F+T 908.1

F+V+T 907.4

HY-ALL

F 2762.7
F+V 2693.6
F+T 2692.2

F+V+T 2665.2
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Moreover, we then introduce the kernel method to improve
the precision of ELM. Experimental results show that ELM
with the kernel method is an effective combination of both
efficiency and precision. Particularly, for the data pre-
processing issue, we find that vector representation using
doc2vec performs well on large datasets, and an appropriate
symbolization level can effectively improve the precision of
vulnerability detection. -ese experimental conclusions will
provide researchers and engineers with guidelines when
choosing neural networks and data preprocessing methods
for vulnerability detection.

-ere are several limitations of this paper, which are
expected to be researched in the future. First, from more
than one kind of single-layer feedforward neural network
that could be used for vulnerability detection, we only used
ELM in this work. Second, not limited to the kernel method,
we expect to explore other methods to improve the precision
of ELM subsequently. -ird, the datasets used in our ex-
periment are provided by a single source, and more datasets
from different sources can be expanded to verify the ef-
fectiveness of our proposed approach.

Data Availability

Previously reported vulnerability data were used to support
this study and are available at https://github.com/CGCL-
codes/VulDeePecker. -ese prior studies (and datasets) are
cited at relevant places within the text as references [16].
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(e traditional malicious uniform resource locator (URL) detectionmethod excessively relies on thematching rules formulated by
the network security personnel, which is hard to fully express the text information of the URL. (us, an improved multilayer
recurrent convolutional neural network model based on the YOLO algorithm is proposed to detect malicious URL in this paper.
First, single characters are mapped to dense vectors using word embedding, and the dense vectors are participated in the training
process of the whole model according to the structural characteristics of the URL in the method. (en, the CSPDarknet neural
network model based on the improved YOLO algorithm is proposed to extract features of the URL. Finally, the extracted features
are used to evaluate malicious URL by the bidirectional LSTM recurrent neural network algorithm. In order to verify the validity
of the algorithm, a total of 200,000 URLs are collected, including 100,000 normal URLs labeled “good” and 100,000 malicious
URLs labeled “bad”. (e experimental results show that the method detects malicious URLs more quickly and effectively and has
high accuracy, high recall rate, and high accuracy compared with Text-RCNN, BRNN, and other models.

1. Introduction

With the rapid development of Internet technology, network
crime is becoming more and more serious, which brings
heavy losses for personal network privacy and property
security [1]. However, mixing well-known URLs with
malicious URLs to cause user confusion and achieve in-
trusion attacks on the host is one of the most common attack
methods. At present, malicious URLs are detected by using
rule matching and the black-and-white list [2, 3]. But these
methods are excessively dependent on the knowledge
breadth of security personnel, which increases the possibility
of false blocking of malicious URLs. Moreover, when these
detection models are used to detect fishing URL of unknown
attack types, there will be a great probability of false blocking
or missed blocking.

To solve these problems, scholars at home and abroad have
done a lot of research studies. Anwar et al. [2] and Li et al. [4]
proposed a method combining linear and nonlinear spatial
transformation for URL recognition and detection.(emethod
significantly improves the accuracy of URL recognition and

detection using a support vector machine and neural network.
Vu et al. [5] proposed a new cost-sensitive classifier to detect
malicious URLs in large enterprise networks. (e method
classifies the input URL into benign, unknown, and malicious
and uses the cost matrix to select the most relevant features and
to control the model misclassification. It can effectively reduce
the false detection rate of the malicious URL. Yang et al. [6]
proposed a URL feature representation method based on
malicious keywords. (e method uses a convolutional gated
recurrent unit (GRU) neural network to replace the feature
collection of the original pooling layer in the time dimension,
which obtains a high-precision result. Yuan et al. [7] proposed a
parallel neural joint model algorithm for analyzing and
detecting malicious URL. (e semantic features and text fea-
tures are combined by merging parallel joint neural network
and independent recurrent neural network in the algorithm,
which can improve the detection accuracy of the fishing URL of
unknown attack types. Yang et al. [8] proposed a multidi-
mensional feature detection method for malicious URLs based
on deep reinforcement learning. (e method first extracts the
sequence features of a given URL, classifies them quickly

Hindawi
Security and Communication Networks
Volume 2021, Article ID 9994127, 13 pages
https://doi.org/10.1155/2021/9994127

mailto:1804060104@mail.hnust.edu.cn
https://orcid.org/0000-0002-5029-8875
https://orcid.org/0000-0002-8454-1415
https://orcid.org/0000-0002-8095-399X
https://orcid.org/0000-0002-4427-4981
https://orcid.org/0000-0002-4939-099X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9994127


through deep learning, and fuses the statistical features, the web
page code features, and the web page text features into mul-
tidimensional features for detection, which can obtain higher
detection accuracy of the malicious URL. Wang et al. [9]
proposed a bidirectional LSTM algorithm based on convolu-
tional neural network and independent recurrent neural net-
work. (e algorithm extracts the feature information of
malicious URL binary file and uses theWord2Vec algorithm to
train URL word vector characteristics and extract URL static
vocabulary features, which can improve the detection accuracy
of the malicious URLs. Chen et al. [10] proposed a multifeature
information fusion-based identification algorithm in a complex
environment, which achieves a better effect.

(ese methods are difficult to find the appropriate vector
space to represent a single character in the process of URL
numerical expression because of the randomness of the
composition characters of URL strings, which results in low
recognition accuracy of the malicious URL. A malicious
URL detection model based on the combination of multi-
layer convolutional neural network and bidirectional re-
current neural network is proposed in the paper. First, the
separated characters and the special characters are filtered by
the model according to the structural characteristics of the
URL. (en, the model unifies the lengths of all URL
characters, intercepting the longer URL and filling the
shorter URL with zero. By participating in the training of the
neural network model through the word embedding layer,
each character in the URL can be mapped into a dense vector
in the embedding space, so each URL can be represented as a
two-dimensional tensor. Next, the improved continuous
multilayer convolutional neural network, which is based on
the CSPDarknet neural network in the YOLOmodel, is used
for feature extraction. (e convolution layer in the network
uses a one-dimensional convolutional neural network to
extract the local context in the sequence. Finally, the results
of feature extraction are input into the bidirectional re-
current neural network, and the network detects malicious
URLs in positive and negative directions.

(e main contributions of the paper are summarized as
follows:

(1) CSPDarknet network model of the YOLO algorithm
is improved by the one-dimensional convolutional
neural network, which is used for feature extraction
of URL sequence

(2) bidirectional recurrent neural network is used to
process the URL sequence after feature extraction

(3) (e translation invariance of the one-dimensional
convolutional neural network is combined with the
sequence sensitivity of RNN

(e remainder of the paper is organized as follows.
Section 2 introduces the character statistics and encoding
of URL. Section 3 introduces how to combine convolu-
tional neural networks and recurrent neural networks
and proposes an improved multilayer convolutional re-
current neural network model based on the YOLO al-
gorithm. Section 4 carries out simulation experiments
and data analysis and verifies the advancement of this

method through comparative experiments. Section 5
summarizes the conclusions.

2. URL Data Preprocessing

2.1. URL String Preprocessing. (e research in this article
mainly uses the Windows system, and it is unnecessary to
match a case for any URL, so the uppercase letters in the
URL can be transformed into lowercase. (e smallest
granularity, character, is selected as the smallest processing
unit. Based on the statistics of the frequency of various
characters in a large number of positive and negative
datasets, this article deletes the low-frequency special
characters to ensure that each URL provides the most useful
information as much as possible while reducing the com-
plexity of the URLs. (is paper collects more than 400,000
URLs and counts the frequency of characters in each URL.
(e results are shown in Figure 1.(e abscissa represents the
index of the character, and the ordinate represents the
frequency of character occurrences. It can be seen from
Figure 1 that the occurrence frequency of characters after the
45th index is very low, so the characters after the 45th index
can be deleted from the URL, and the influence on the
feature information in the URL can be ignored. At this point,
the length of each URL is mostly inconsistent, so the length
of each URL needs to be standardized.(is article counts the
length of each URL in the dataset and finds that the average
length is 48 characters. (erefore, all URLs in the dataset are
uniformly processed into 48 characters in length. (e long
part is truncated, and the short part is filled with zero to
ensure that each URL has the same length.

2.2. Character Encoding. URL can be regarded as a series of
text sequences, but as most machine learning algorithms, the
deep learning model cannot directly receive the original text
sequence as input, and it can only process numerical tensor.
(erefore, how to encode the information contained in the
URL as a numerical expression is an important prerequisite
for model recognition and detection. At present, the com-
mon coding methods are based on N-gram [11], one-hot
[12], and word embedding methods [13]. N-gram is a word
segmentation method that does not preserve text order. It is
often processed in shallow natural language, while URL
detection depends on text order. One-hot encoding usually
maps the text sequence to a high-dimensional sparse tensor.
(is method cannot calculate the similarity between tensors,
and it is easy to fall into high-dimensional disaster in the
actual neural network training. However, there is a certain
similarity among malicious URLs in many cases. In order to
solve these problems, this paper uses the word embedding
method, which can integrate more information into lower
dimensions. (is paper compares the one-hot word vector
with the word embedding vector, as shown in Figure 2. In
Figure 2, each row of squares represents a character vector,
and each square with different colors represents different
values. For instance, the one-hot word vector associates each
character with a unique integer index i and converts this
integer index into a binary character vector with length M.
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(is character vector only has the value of the i-th index of 1,
and the rest are 0. In the word embedding vector, each
square represents different values. (erefore, the word
embedding vector can fully express more information in
lower dimensions than the one-hot word vector.

In order to obtain the embedding space model that maps
characters to dense vectors, this paper uses the embedding
layer to learn word embedding and to participate in the
training process of the entire neural network model. In the
process of model training, the weight parameters of the
embedding layer are adjusted through the reverse trans-
mission of the entire network.With the gradual convergence
of the whole network model, the embedding space model of
character mapping to vector will also tend to be stable, so
that the obtained embedding space structure can facilitate
the use of downstream neural network models.

3. Malicious URL Detection Model Based on
Improved Multilayer Recurrent
Convolutional Neural Network

3.1. Convolutional Neural Network. In recent years, the
neural network has achieved a major breakthrough in the
field of machine vision. One of the important reasons is the
emergence of the convolutional neural network, which
enables the neural network to perform convolution opera-
tion on images and extract information features from part of
images [14]. At the same time, one-dimensional convolu-
tional neural networks also perform extremely well in se-
quence processing, such as speech recognition and machine
translation. (is paper will realize malicious URL detection,
which also depends on the character sequence. (erefore,
this paper uses one-dimensional convolutional neural net-
work to process the character vector of URL so as to achieve
feature extraction. (e working principle of one-dimen-
sional convolutional neural networks is shown in Figure 3.

Figure 3 is a two-dimensional numerical tensor formed
by character-level vectorization of a single URL.(e window

sliding on this tensor will extract the surrounding feature
blocks at the location, and then each block does a tensor
product with the same weight matrix (or called convolution
kernel). Reusing multiple different convolution kernels will
form multiple sets of vectors, and the one-dimensional
convolution operation is completed by spatial reorganiza-
tion of all vectors.

3.2. Bidirectional Recurrent Neural Network. A recurrent
neutral network (RNN) has an additional information
memory function in its hidden layer compared with the full
connection layer. (e input of the hidden layer at each time
step includes not only the input of the current time step but
also the output of the previous time step hidden layer [15].
(is is conducive to information interaction between neural
units in the same layer and realizes the memory function of
past information. (e method of RNN processing sequence
is to traverse every element of all sequences and save a state,
respectively. (e output of the current event step is used as
the state input of the next time step to form a neural network
with an internal loop.(e RNN-specific network structure is
shown in Figure 4.

In Figure 4, Xt represents the input layer at the t-th time
step, Ot represents the output value at the t-th time step, and
St represents the state value at the t-th time step.U,W, andV
represent weight matrices. (e output value Ot is calculated
in equation (1), and the state value St is calculated in
equation (2).

Ot � g VSt( 􏼁, (1)

St � f UXt + WSt−1( 􏼁, (2)

where g represents the activation function of neurons in the
output layer and f represents the activation function of
neurons in the hidden layer.

(eoretically, RNN can remember all the information
that it traversed many time steps before. But practically, it is
impossible to learn such long-term dependence because of
the gradient disappearance problem. (erefore, this paper
uses long short-term memory (LSTM) to build the neural
network model. In essence, LSTM is a variant network of
RNN. It adds a method to carry information across multiple
time steps. To be specific, it allows information traversed by
past time steps to reenter the network at future time steps, so
as to solve the problem of gradient disappearance [16]. (e
unit structure of the LSTM neural network is shown in
Figure 5, which consists of forgetting gate, LSTM unit state,
input gate, and output gate.

In Figure 5, xt represents the input vector at time t, ht

represents the hidden state at time t, and ct represents the
LSTM unit state at time t. (e forgetting gate receives the
hidden state ht−1 at the previous time and the input vector xt

at the current time and transmits them to the Sigmoid
function. (e range of the output value ft is [0, 1]. If the
output value is close to 0, it means information forgotten,
and if it is close to 1, it means information retention.
(erefore, the forgetting gate determines the abandonment
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and retention of information. (e calculation process of the
output value ft of the forgetting gate is as follows:

ft � Sigmoid Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑, (3)

where Wf and bf, respectively, represent the weight and bias
in the forgetting gate.

(e input gate receives the hidden state ht−1 at the
previous moment and the input vector xt at the current
moment. (ey are transmitted to the Sigmoid function and
the Tanh function simultaneously. (e range of output value
it of the Sigmoid function is [0, 1]. (e closer the output
value is to 0, the less important the information is, and the
closer the output value is to 1, the more important the
information is. (e range of output value ct

′ of the Tanh
function is [–1, 1], which is used to output a new candidate
vector. (en, the output values of the Sigmoid function and
the Tanh function are multiplied, so that the output value of
the Sigmoid function can determine which information is
important in the candidate vector output by the Tanh
function and can be saved. (e calculation processes of the
Sigmoid function output value it and the Tanh function
output value ct

′ are shown in equations (4) and (5),
respectively:

it � Sigmoid Wi · ht−1, xt􏼂 􏼃 + bi( 􏼁, (4)

ct
′ � Tan h Wc · ht−1, xt􏼂 􏼃 + bc( 􏼁, (5)

where Wi and bi, respectively, represent the weight and bias
of the Sigmoid function in the input gate and Wc and bc

represent the weight and bias of the Tanh function in the
input gate, respectively.

(e LSTM unit state receives the unit state ct−1 at the
previous time, multiplies it with the output value ft of the
forgetting gate, and then adds the output value of the input
gate to get the cell state ct at the current time, so as to update
the unit state in the LSTM neural network. (e calculation
formula of ct is as follows:

ct � ft · ct−1 + it · ct
′. (6)

(e output gate receives the hidden state ht−1 at the
previous moment and the input vector xt at the current
moment and transfers them to the Sigmoid function. At the
same time, the obtained LSTM unit state ct is transferred to

the Tanh function. (en, the output value of the Sigmoid
function is multiplied by the output value of the Tanh
function to obtain the hidden state ht at the current moment.
(e calculation process of ht is as follows:

ht � Sigmoid Ws · ht−1, xt􏼂 􏼃 + bs( 􏼁 × Tanh ct( 􏼁, (7)

where Ws and bs, respectively, represent the weight and bias
of the Sigmoid function in the output gate.

Malicious URL detection is strictly dependent on
character order, and LSTM recurrent neural networks are
processed in a single forward sequence. (erefore, this ar-
ticle, in order to further explore the relationship between the
future state and the past state, adopts the bidirectional re-
current neural network, which is processed in a front-to-
back and back-to-front direction, respectively [17]. Finally,
the processing results of the two are combined to achieve
more comprehensive data mining. (e implementation
structure of bidirectional recurrent neural network is shown
in Figure 6, which is mainly composed of the input layer,
hidden layer, and output layer.

In Figure 6, the first column represents the input layer of
the bidirectional recurrent neural network, and the middle
two columns represent the forward hidden state and the
reverse hidden state, respectively. (eir calculation formulas
are shown as follows:

Ft � ϕ XtW
F
xh + Ft−1W

F
hh + b

F
h􏼐 􏼑, (8)

Bt � ϕ XtW
B
xh + Bt+1W

B
hh + b

B
h􏼐 􏼑, (9)

where ϕ represents the activation function of the hidden
layer, Xt represents the input at time t, h represents the
number of positive and negative hidden units, WF

xh and WF
hh

represent positive weights, WB
xh and WB

hh represent negative
weights, and bF

h and bB
h represent positive bias and negative

bias, respectively. (en, the forward hidden state Ft is
connected with the reverse hidden state Bt obtained above so
as to obtain the hidden state H, and then the hidden state H
is input to the output layer Ot. (e calculation process is
shown as follows:

Ot � HtWhq + bq, (10)

where Ht represents the hidden state at time t, q represents
the number of output units, Whq represents the weight from
hidden unit to output, and bq represents the output bias.

3.3. 0e Establishment of Malicious URL Detection Network
Model. Inspired by the YOLO algorithm, this paper applies
the CSPDarknet neural network model to extract the feature
of character vectors. (e YOLO algorithm is used for image
target detection. It realizes high-precision and high-effi-
ciency real-time detection. (is article is based on the
YOLOv4 algorithm to realize the malicious URL detection of
the multilayer convolutional recurrent neural network
model. (e YOLOv4 algorithm is mainly composed of three
network components: Backbone, Neck, and Head [18]. (e
Neck network component is mainly used to generate feature
pyramids in image target detection and identify targets of
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Figure 5: LSTM neural network unit.
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different sizes by detecting zoom tensors of different scales.
(e Head network component is mainly used for the final
anchoring of image target detection while generating target
category probability, target score, and the position vector of
the bounding box. CSPDarknet is mainly used to extract rich
feature information from the image. It integrates the feature
information into the feature map from top to bottom and
gradually reduces the size. When using the CSPDarknet
network to extract features of the URL numerical tensor, it
can downsample the high-dimensional URL tensor to a low-
dimensional space, which improves the detection speed of
the model. Moreover, this paper uses a one-dimensional
convolutional neural network to process sequence tensor in
the CSPDarknet network. When the CSPDarknet network
learns a certain local feature on the URL sequence, because a
one-dimensional convolutional neural network has trans-
lation invariance, it can identify this local feature at any
position on any URL. When dealing with each URL, this
paper first uses word embedding to carry out numerical
vectorization with characters as the smallest unit to obtain a
two-dimensional tensor.(en, the CSPDarknet network can
be improved and applied to the preprocessing step of re-
current neural network processing sequence front-end, so as
to integrate the information after feature extraction of the
convolutional neural network, and the bidirectional LSTM is
used to identify malicious URLs. (e whole network
structure is shown in Figure 7.

In Figure 7, the model first receives the URL through
word embedding processing for character-level vectoriza-
tion to form a two-dimensional digital tensor. Each square in
the tensor represents a character vector.(e two dimensions
of this two-dimensional tensor, respectively, represent the
character length of the URL and the space vector of each
character. However, when processing multiple URLs, a

dimension is added to represent the number of URLs.
(erefore, word embedding can convert the URLs into a
three-dimensional tensor. (en, the CSPDarknet network
framework, which is mainly composed of CBM, ResUnit,
and CSPn, is used to extract the features of this three-di-
mensional tensor. (e CBM component is composed of a
one-dimensional convolutional neural network, batch
normalization, and Mish activation function. (e one-di-
mensional convolutional neural network can process the
three-dimensional tensor obtained by the URL after word
embedding. Moreover, the size of the convolution kernel of
this one-dimensional convolutional neural network is 3, and
the stride is 1. Batch standardization is to standardize not
only the input layer but also the input (before activation
function) of each intermediate layer. It is conducive to
gradient propagation [19]. (e Mish activation function is
shown in equation (11), and its shape is similar to the ReLU
activation function. However, the Mish activation function
also allows relatively small negative gradient inflow in the
case of negative values.(eMish activation function ensures
that the positive value is unbounded and avoids the phe-
nomenon of saturation.

Mish(x) � x · Tan h ln 1 + e
x

( 􏼁( 􏼁. (11)

Network component ResUnit indicates residual con-
nection after two CBM operations. (e residual connection
solves the problem of gradient disappearance [20]. Its
principle is to take the output of the previous layer as the
input of the latter layer, so as to create a shortcut to let
information directly enter the deep network, which effec-
tively avoids the problems of gradient disappearance and
gradient explosion.(e calculation of CSPn components has
two processing directions.(e first processing direction is to

Input layer

XT FT BT OT

X3 F3

F2

B1

B2

B3 O3

O2

O1F1

X2

X1

Hidden layer Output layer

Input vector 

Forward hidden state

Reverse hidden state

Output vector

···
··· ···

···

Figure 6: Structure diagram of bidirectional recurrent neural network.
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calculate the input value through the CBM network. (e
calculated results are connected by n times residuals, and the
connected results are then calculated through the CBM
network. (e second processing direction is to calculate the
input value through the CBM network. But the calculated
results will be connected to the results of the first processing
direction and output. After extracting feature information
by the multilayer convolutional neural network, the ob-
tained feature sequence tensor is processed by a bidirectional
LSTM recurrent neural network, and the detection is per-
formed in two directions: front to back and back to front.
(en, the two tensors processed in two directions are spliced
into a three-dimensional tensor, which is then expanded to a
one-dimensional tensor. Finally, the output of the whole
model is realized through the dense layer and the Sigmoid
activation function. (is paper stipulates that the closer the
output of the model is to “1,” the URL is labeled as “good”,
the closer the output of the model is to “0,” the URL is
labeled as “bad”.

4. Experiment Results and Analysis

(is article collected 200,000 URLs, including 100,000
normal URLs labeled as “good” and 100,000 malicious URLs
labeled as “bad”. (is article randomly selected 90,000
normal URLs and 90,000 malicious URLs as training
datasets, and the remaining 10,000 normal URLs and 10,000
malicious URLs are treated as test datasets. Twenty per-
centage of the training dataset is selected as the validation
dataset in the process of model training.

In this paper, we use the embedding layer to learn
character embedding and participate in the training process
of the whole neural network model. (erefore, each char-
acter of URL can learn the unique spatial vector represen-
tation in the convergence process of the whole network
model. After experiments, in order to analyze the character
vector more clearly, the URL character vector is reduced to a
three-dimensional space through the PAC algorithm, as

shown in Figure 8. Each color in the figure represents a
different character. Although the dimensionality is reduced,
it can still be seen that the number charactered from “0” to
“9” are more concentrated, the alphabetic characters from
“a” to “z” are more concentrated, and the division between
digital characters and alphabetic characters is more obvious.
It can also be concluded from the actual URL that most of
the feature information in the URL is represented by letters,
and numbers are usually used to represent parameters.
(erefore, it can be considered that the character vector
obtained by model training has a good effect and provides a
good foundation for the following feature extraction and
malicious detection.

(is article uses 25 URLs for training in small batches per
round, with a maximum of 20 rounds. At the same time, in
order to avoid the occurrence of overfitting, a callback
function is added when training the model, and the
checkpoint of the model is set and terminated early. If the
target indicators monitored during the training process are
no longer improved within the specified 20 rounds, the
training can be terminated in advance, and the model weight
can be saved. (e accuracy and loss values of the model are
shown in Figures 9(a) and 9(b), respectively. (e red curve
represents the accuracy and loss values of the training
dataset, and the blue curve represents the accuracy and loss
values of the validation dataset. It can be seen from the
figures that, with the increase of training iterations, the
training accuracy and loss values tend to converge, and the
accuracy and loss values of the validation dataset are con-
sistent with the training data. It indicates that the model can
effectively identify malicious URLs.

In order to prove the advancement of the malicious URL
identification method proposed in this paper, comparative
experiments are carried out among the Darknet network
model based on YOLOv3, the traditional bidirectional re-
current neural network, the traditional recurrent neural
network, the RCNN neural network, and the neural network
based on the full connection layer. Figures 10(a) and 10(b)
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are the training process of the Darknet network model based
on YOLOv3. With the increase of the number of training
iterations, the accuracy of the training dataset and the
validation dataset are gradually increased. At the same time,
the loss value of the training dataset and the validation
dataset are gradually reduced. (e final accuracy can be
stabilized at about 94%, and the loss value can be stabilized at
about 0.19. It can be seen that the training results of the
Darknet network model based on YOLOv3 and the
CSPDarknet network model based on YOLOv4 are similar.

Figures 11(a) and 11(b) are based on the traditional bidi-
rectional recurrent neural network training process. It can be
seen that the accuracy of the validation dataset is higher than
that of the training dataset at the beginning stage, and the loss
value of the validation dataset is lower than that of the training
dataset. However, with the increase of iterations, the accuracy of
the validation dataset is gradually lower than that of the training
dataset, and the loss value of the validation dataset is gradually

higher than that of the training dataset. (ese indicate that
overfitting occurred in the later stage of the model training, and
the generalization ability of the model is reduced.

Figures 12(a) and 12(b) are neural network model
training process based on RCNN. It can be seen from the two
figures that the whole model no longer improves in the ninth
iteration of training, that is, it tends to be convergent and
stable. (e accuracy of the validation dataset is stable at
about 92%, and the loss value is stable at about 0.22. It can be
also concluded that the RCNN model begins to appear
overfitting in the fourth iteration.

Figures 13(a) and 13(b) are neural network model
training process based on RNN. It can be seen from these
two figures that while the accuracy and loss values of the
training dataset gradually converge, the accuracy and loss
values of the validation dataset also gradually converge, but
the model is unstable during the convergence process. It can
be concluded from the convergence results that the accuracy
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of the validation dataset is no more than 90%, and the
minimum loss value is no less than 0.32.

Figures 14(a) and 14(b) are neural network models based
on fully connected layers. It can be seen from the two figures
that the training effect of the model no longer improves at
the tenth iteration. In addition, the model is serious over-
fitting. (e accuracy of the validation data set is about 86%,
and the loss value is about 0.33. However, it is still at an
unstable state. (e effect of the model is extremely worse
than the other five types of models.

It can be seen from the comparative analysis of Figures 9
and 14 that, in the whole training process, if we take the loss
value reduced to 0.2 as the standard, the loss value of the two
models, namely, the improved model based on CSPDarknet
network in YOLOv4 and the improved model based on Dar-
knet network in YOLOv3, will drop roughly the same. But if we
take the accuracy increased to 94% as the standard, the im-
proved model based on CSPDarknet has been completed in the
10th iteration, and the improved model based on Darknet is
completed after the 17th iteration. (erefore, the improved
model based on CSPDarknet has a faster convergence rate, and
the accuracy is slightly higher than the improved model based
on Darknet. (e traditional bidirectional recurrent neural
network model, the RCNN model, and the network model
based on the full connection layer exist overfitting phenomena,
and the severity of overfitting increases sequentially. Although
there is no overfitting phenomenon based on the traditional
recurrent neural networkmodel, the recognition accuracy of the
model is low, and there is a large fluctuation in the convergence
process. If the sixmodels are sorted according to the accuracy of
the validation data set, then they are ranked from high to low as
follows: the CSPDarknet networkmodel based on YOLOv4, the
Darknet network model based on YOLOv3, the traditional
bidirectional recurrent neural network, the RCNN neural
network, the traditional recurrent neural network, and the
neural network based on the full connection layer.

(e abovementioned trained models are used in the test
dataset. (e test dataset contains 10,000 normal URLs and

10,000 malicious URLs. (e evaluation results are shown in
Figure 15.

Figure 15 shows the performance of the six models in a
dataset of 20,000 URLs. Obviously, the improved model
based on CSPDarknet and the improved model based on
Darknet have higher recognition accuracy and lower loss
value. At the same time, since the activation function used in
the output layer of the models is sigmoid, the difference in
the loss value function is not large, and the accuracy of the
improvedmodel based on CSPDarknet is greater than that of
the improved model based on Darknet. It is considered that
the improved model based on CSPDarknet is slightly better
than that based on Darknet. Finally, it can be seen that the
accuracy and loss values of the other four models on the test
dataset are worse than those of the improved multilayer
convolutional recurrent neural network model proposed in
this paper.

At the same time, if the RNNmodel is compared with the
network model based on the full connection layer, we can
conclude that the detection of malicious URL is dependent
on the character sequence, and the relationship between the
context characters in the URL can be found based on RNN,
thus improving the accuracy of the model. If the RNNmodel
is compared with the BRNNmodel, we can conclude that the
bidirectional recurrent neural network can process the URL
sequence in two directions: front to back and back to front.
By combining the relationship between the future sequence
and the past sequence at the current time step, the accuracy
of the model is further improved. If the RCNN model is
compared with the BRNN model, we can conclude that
when the one-dimensional convolutional neural network is
combined with the bidirectional recurrent neural network,
the convolutional neural network can first extract the feature
information in the URL and then hand it to the bidirectional
recurrent neural network, which can effectively improve the
recognition accuracy.

In order to better evaluate the superiority of each model
in identifying malicious URLs, this paper selects precision,
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recall, F1-value, and AUC value as the evaluation parameters
of the model. For the convenience of the following de-
scription, it is now assumed that the positive samples rep-
resent normal URLs and the negative samples represent
malicious URLs. (e precision represents the probability of
actually being a positive sample in all predicted positive
samples. (e recall rate represents the probability of being
predicted as a positive sample in the actual positive sample.
(e F1 value takes both precision and recall rate into ac-
count, allowing both to reach the maximum of the equi-
librium. As shown in Figures 16(a) and 16(b), the precision-
recall curve (P-R curve) and ROC curve based on the im-
proved multilayer convolution recurrent neural network
model are given, respectively.

As it is shown in Figure 16(a), the abscissa of the P-R
curve represents the recall rate, and the ordinate represents
the accuracy. With the increase of the recall rate of the

model, more and more actual positive samples will be
predicted as positive samples, while the model still has high
accuracy. As it is shown in Figure 16(b), the abscissa of the
ROC curve represents the proportion of false-positive
samples to actual negative samples, and the ordinate rep-
resents the recall rate. When the proportion of false-positive
samples predicted by the model decreases gradually, the
model still has a high recall rate. It can be concluded that the
improved multilayer convolutional recurrent neural net-
work model proposed in this paper has the best classification
effect and recognition ability. Finally, we, respectively, cal-
culate the accuracy, recall rate, precision, F1-value, and AUC
value of the six models under the test dataset. (e results are
shown in Figure 17.

It can be seen from Figure 17 that the improved mul-
tilayer convolutional recurrent neural network model is
superior to the other five recognition models in accuracy,
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recall rate, precision, F1 value, and AUC value. (erefore, it
can be concluded that the method proposed in this paper has
higher recognition accuracy and better generalization ability
than other existing malicious URL recognition models.

5. Conclusions

Malicious URL identification and detection are two of the
important maintenance methods in maintaining network in-
formation security. (e traditional malicious URL detection
methods unduly rely on similarity matching rules, and the
information of URL text is lost after numerical vectorization,
which together makes it difficult to identify the context rela-
tionship of URL, and there are misjudgments and omissions.
(erefore, this paper proposes an improved multilayer con-
volutional recurrent neural network model to detect malicious
URLs. First, the model uses word embedding to participate in

the training process of the entire neural networkmodel, and the
obtained word embedding space can vectorize the input URL
text at the character level. (en, a single URL can be trans-
formed into a two-dimensional tensor, and the feature ex-
traction is carried out based on the multilayer convolutional
neural network model improved by the YOLO algorithm. Fi-
nally, the extracted feature tensor is input into the bidirectional
LSTM neural network for malicious URL recognition and
detection, and the discriminant results are output. (e exper-
imental results show that when the embedding layer is used to
participate in the training process of the entire model, the
obtained embedding space has a relatively close relationship
between the character vectors and at the same time has good
representation ability. (e CSPDarknet network improved
based on the YOLO algorithm can effectively extract the fea-
tures of the URL two-dimensional numerical tensor. At the
same time, through the multilayer convolutional neural net-
work, it can reduce the dimensionality of the URL numerical
tensor and reduce the complexity of the model. (e bidirec-
tional LSTM recurrent neural network is used to process the
convolution numerical tensor, which can effectively find the
relationship between the contexts in the URL and further
improve the detection accuracy of malicious URL.(rough the
evaluation of the model, it can be concluded that the improved
multilayer convolution recurrent neural network model pro-
posed in this paper can effectively improve the detection effi-
ciency and recognition accuracy of malicious URLs by network
security personnel and ensure the information security of
network users. It also has a good prospect in the field of network
security maintenance. However, since this paper adopts the
truncated method to standardize the length of all URLs, it is
inevitable to lose some information when facing a longer URL.
(erefore, in the process of URL text vectorization, how to
avoid missing information still has certain research value.

Data Availability

(e data used to support the findings of this study are
available at https://github.com/faizann24/Using-machine-
learning-to-detect-malicious-URLs.
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Ensemble classifiers improve the classification accuracy by incorporating the decisions made by its component classifiers.
Basically, there are two steps to create an ensemble classifier: one is to generate base classifiers and the other is to align the base
classifiers to achieve maximum accuracy integrally. One of the major problems in creating ensemble classifiers is the classification
accuracy and diversity of the component classifiers. In this paper, we propose an ensemble classifier generating algorithm to
improve the accuracy of an ensemble classification and to maximize the diversity of its component classifiers. In this algorithm,
information entropy is introduced to measure the diversity of component classifiers, and a cyclic iterative optimization selection
tactic is applied to select component classifiers from base classifiers, in which the number of component classifiers is dynamically
adjusted to minimize system cost. It is demonstrated that our method has an obvious lower memory cost with higher classification
accuracy compared with existing classifier methods.

1. Introduction

(e ensemble method was firstly proposed by Hansen and
Salamon to optimize neural networks [1]. It is well known
that an ensemble learning model is usually more accurate
than a single learning model [2–8]. According to Singh’s
work, classifier combination is now widely applied in the
area of machine learning and pattern recognition, such as
text classification, speech recognition, seismic wave analysis,
communication network, and online transaction log analysis
[9]. Instead of constructing a monolithic system, ensemble
learning is used to construct a pool of learners and combine
them in a smart way into an overall system. In the research
area of dynamic data stream classification, ensemble
learning has become one of the hot spots [10].

Recently, a great number of researches propose various
kinds of classifiers especially in the field of data stream

mining [11, 12]. To cope with concept drift, some published
papers focus on dynamic weight mechanism. Previously,
Wang and Pineau proposed online cost-sensitive boosting
algorithms for online ensemble algorithms, which can
achieve the similar accuracy of traditional boosting with
simpler base models [13]. Tennant et al. presented a real-
time data stream classifier to address the overlap of the
velocity and volume aspects of big data analytics, which is
adaptive to concept drift [14].

(ese ensemble classification approaches have good
stability and can overcome the general concept drift phe-
nomenon in data stream classification. However, there is no
evidence that an ensemble classifier system with more single
base classifiers is better than the ensemble classifier system
with fewer single base classifiers. Sometimes, the classifier
fusion method creates large-scale classifiers that require a
great deal of memory and computing resources, leading to
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low efficiency. To solve this problem, Zhou offered valuable
sights about the diversity metric, which can be leveraged to
select a subset of learners to comprise the final ensemble
[15]. It was proved that ensemble classifiers with greater
diversity have stronger generalization ability. However, Bi
demonstrated that the accuracy of classifiers was not
strongly correlated with the diversity; in some contexts, the
relationship was negative [16]. Luo put forward a self-
adapted classifier ensemble method with particle classifi-
cation information, considering both ensemble classifier
accuracy and diversity [17]. In this model, particle classi-
fication information was used to mark the learning effect,
and the product of weighted accuracy and diversity was the
selection criteria in a based classifier filter named C-Lib.
(us, whether diversity correlated with ensemble perfor-
mance is still unclear.

In this paper, we propose a method for generating en-
semble classifiers by measuring the diversity between base
classifiers, coming up with an incremental classification
algorithm to maximize the diversity of component classifiers
as well as minimizing the system cost of an ensemble
classifier. We verify the approach in data stream mining
along with other traditional algorithms, suggesting that the
proposed model is efficient and promising.

2. Materials and Methods

2.1. Ensemble Classifier Diversity. (e diversity of an en-
semble classifier is the difference of base classifiers, and an
ensemble classifier with high diversity means complemen-
tariness. According to the previous work, data misclassified
by one classifier can be probably correctly classified by
others, leading to higher overall performance and better
stability of an ensemble classifier with several different base
classifiers than that of a single classifier [18, 19].

Figure 1(a) presents the diversity between two linear
classifiers in an ensemble classifier with different data dis-
tributions. Suppose Dataset A and Dataset B are datasets
from two different classes, and the data distributions are
denoted by two anomalous curves. Linear classifier p and
linear classifier q are two selected base classifiers of an
ensemble classifier, which are trained by test dataset. (e
correctly classified data by linear classifier p is denoted by the
regions marked with horizontal bars: areas S1 and S2. (e
correctly classified data by linear classifier q is denoted by the
regions marked with vertical bars: area H1. It is clear that
there are still many blank regions left without correction and
the diversity between the two linear classifiers is not high,
resulting in ineffective ensemble classifiers.

Suppose we select another two base classifiers, linear
classifier i and linear classifier j, which are combined to an
ensemble classifier with the same data distribution in
Figure 1(a). Figure 1(b) shows a better classification result.
More data is correctly classified as shown in areas of S1′, S2′,
H1′, and H2’. Comparing with the two ensemble classifiers,
it is noted that the ensemble linear classifier with base
classifier set (i, j) is significantly superior to the ensemble
linear classifier with the base classifier set (p, q), which may

attribute to the base classifier selection and optimization
[20, 21].

In data stream mining, the distribution of the dataset
changes rapidly over time. In Figure 1(c), the dataset is
changed to dataset M and dataset N that are two typical data
stream datasets, and the base classifiers of the ensemble
classifier remain the same. It is suggested that the proportion
of blank regions in Figure 1(b) increases and the accuracy of
the ensemble classifier (i, j) for the dataset (A, B) is lower
than that for the dataset (M, N). Such classification per-
formance is far from the requirements for dynamical stream
data mining. (erefore, the diversity of the same ensemble
classifiers can be different when the dataset changed. (e
diversity measure method is particularly important in
classifier combination optimization for better selection
decision support, as well as the low computing resource
consumption, especially in data stream classifiers.

Further, suppose another base linear classifier E is added
to the ensemble classifier in Figure 1(b). If all the data in
dataset A and dataset B can be correctly classified by the new
ensemble classifier with E without blank area, such ensemble
classifier is considered as the best ensemble classifiers and
the diversity is positively correlated with ensemble classi-
fication accuracy. Instead, if the blank area is bigger than that
in Figure 1(b), the performance of the new ensemble clas-
sifier with another base classifier F is lower and the diversity
among base classifiers is negatively correlated with ensemble
classification accuracy.

2.2. Diversity Measure Method in Ensemble Classifiers.
Diversity among the members of a team of classifiers is
deemed to be a key issue in the classifier ensemble problem.
Unfortunately, diversity measurement is not straightforward
because there is no generally accepted definition [14, 22–24].
According to Zhukov et al. [11], the diversity measure
methods for ensemble classifiers can be divided into two
categories: pairwise measure and nonpairwise measure.
Pairwise diversity measures emphasis on local optimum
calculates the average (dis) similarity metric between all
possible pairs of individual classifiers in an ensemble, such as
Q-statistic and correlation coefficient. Nonpairwise measure
emphasizes on global optimum, which often calculates a
statistic using the notion of entropy or using (dis) similarity
metrics between individual classifiers and the averaged
classifier [25–27]. Both methods combine accuracy and
diversity together.

Relevant concepts are defined to describe the two types
of diversity measures as follows: let Z � z1,􏼈 . . . , zN} be a
training dataset with labels with M different classes in total,
zj ∈ R

n coming from the classification problem in question.
Let D � D1,􏼈 D2, . . . , DM} be a set of base classifiers, Di an
N-dimensional binary vector, and vectorC� {1, 2,. . ., M} the
class label set. Assume zj is a sample of training data from
dataset Z, zj � {A1, A2,. . ., AS, Cj}, descried by s features
value A and one class label value Cj belongs to C. (e output
of a base classifierDi for zj is denoted yj, i � 1, ifDi classified
zj to a class correctly, and 0; otherwise, i � 1, . . . , L by an N-
dimensional binary vector yi � [y1, i, . . . , yN, i]T. So, come
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up the output matrix Y � [yj, i]LxM, including all of the
classifying results from the training dataset Z and base
classifiers set D. Let Di and Dk be a pair of base classifiers
from D; the relationship between them can be described as
Table 1.

Nab means the amount of training data that can be
correctly classified by base classifier Di, Dk or not. For ex-
ample, N10 represents the amount of training data samples
which are correctly classified by base classifier Di, which are
incorrectly classified by Dk. (e table is from the conception
of the confusion matrix. (e size of training dataset Z is N,
obviously, N�N11 +N10 +N01 +N00, and two commonly
used measures of diversity will be given as follows.

According to Yule’s Q-statistic, the diversity between
two base classifiers Di and Dk can be calculated by the
equation:

Qik �
N

11
N

00
− N

10
N

01

N
11

N
00

+ N
10

N
01,

(1)

whereNab is the number of elements zj of Z for which yi, j �

a and yj, k � b (see Table 1). Qik ranges between −1 and 1;
classifiers that classify more common objects correctly have
a positive Q value. In contract, those that classify more
objects to different classes will result in a negative Q value. If
two base classifiers are statistically independent, the ex-
pectation of Qik is 0 [6, 28].

(e correlation coefficient between two base classifiers
can be calculated as follows:

ρik �
N
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N
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N

01
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􏽱 ,

(2)

ρik has the range as Qik, and they have the same changing
trend. It can be proved that |ρik|< |Qik| [10]. For this
comparison, diversity that measures by Q-statistic is more
accurate and sensitive than that by the correlation
coefficient.

In addition to these two pairwise measures of diversity,
there are many other methods. (e disagreement measure
and the double-fault measure are two popular measures. In

processing data stream by ensemble classifiers, pairwise
diversity measure is an effective way to incrementally adjust
the number of base classifiers. However, this paper applies
nonpairwise diversity measures to classifier ensemble in the
processing data stream, because nonpairwise measures can
ensure the global optimal among classifiers when learning
ensemble classifier. In this paper, information entropy is
incorporated into the diversity measure. Entropy is defined
as a measure of uncertainty in information theory; the
greater the entropy value, the smaller the information un-
certain degrees, and vice versa. Information entropy can be
applied to the diversity measures of nonpairwise classifiers
through the transformation of entropy.

For a data sample Zj, Zj ∈ Z, the output of base classifier
Di for the training data Zj is denoted by yji. If Zj is suc-
cessfully classified by Di, yji � 1, and otherwise 0, i � 1, . . . ,

L. If the outputs of |L/2| of the L base classifiers for Zj are the
same (0 or 1), the outputs of the left L− L/2 of the L base
classifiers are the alternative value, coming up to the highest
diversity among classifiers for Zj. If all the yji values of the L
base classifiers are the same, 0 s or all 1 s, there is no dis-
agreement among base classifiers, coming up to the lowest
diversity among classifiers for Zj. For N training data, the
measure of diversity based on information entropy is as the
following equation:

E �
1
N

􏽘

N

j�1

1
(L − L/2)

min R Zj􏼐 􏼑, L − R Zj􏼐 􏼑􏽮 􏽯. (3)

In equation (3), R(Zj) denotes the number of classifiers
from D with the same output value yij, and entropy E varies
between 0 and 1, where 0 indicates no difference and 1
indicates the highest possible diversity among the base

Table 1: A 2× 2 table of the relationship between a pair of
classifiers.

Dk correct (1) Dk wrong (0)
Di correct (1) N11 N10

Di wrong (2) N01 N00

Total, N�N00+N01+N10+N11

Linear classifier p

Linear classifier qH1

S2

S1

Dataset A
Dataset B

(a)

Linear classifier j

Linear classifier i

H1′
H2′

S2′

S1′

Dataset A
Dataset B

(b)

Linear classifier j

Linear classifier i

N1

N2

M2

M1

Dataset M
Dataset N

(c)

Figure 1: (a) Linear ensemble classifier; (b) linear ensemble classifier with higher diversity; and (c) linear ensemble classifier in data stream
classification.
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classifiers in D. In the context of data stream mining, E
equals 0 means the lowest diversity among the base clas-
sifiers, and the number of base classifiers in the ensemble
classifier can be reduced due to the reasonable classifier
effectiveness. In contrast, the E value close to 1 means the
diversity of the classifiers is high; several new base classifies
can be added to the ensemble classifier for better classifi-
cation effectiveness. Based on the above concepts, we design
an incremental classification algorithm based on informa-
tion entropy diversity measures to optimize the effectiveness
of ensemble classifiers data stream processing.

2.3. An Incremental Classification Algorithm Based on In-
formation Entropy Diversity Measure. A typical data stream
processing flow chart is shown in Figure 2. A data stream is
inputted in an incremental ensemble classifier continuously
chronologically. (e data stream is processed according to
the time period and the time granularity, which is set based
on different requirements. For example, the weblog data
stream frequently changes so a fine time granularity is re-
quired. However, for the credit-rating data stream, a wide
time granular can be accepted.

In the time period from [t−f] to [t], ensemble classifier
Lt−f deals with coming data which arrive during the f times
period, while at the time [t], the model will be incrementally
updated coming with a new ensemble classifier Lt to process
data during [t] to [t+ f]. In order tomake an ensemble model
to prevent concept drift when processing data stream, an
incremental process is necessary which can be achieved by
iterating the process of updating the model in each time
period.

Taking time [t] for example, the training dataset of Lt is
mainly composed of labeled data, which has already been
classified by ensemble classifier Lt−f in the period of [t−f] to
[t]. First, base classifiers are generated from the labeled
training dataset by selected classification algorithms. Second,
a certain number of base classifiers are selected to combine
an incremental ensemble classifier Lt at time of [t]. (e base
classifiers in the new ensemble classifier are selected from
ensemble new learning classifiers and old classifiers. (e
selection is based on two criteria, accuracy and diversity,
which are measured by transformed information entropy.
On one hand, we use accuracy as a criterion to remove base
classifiers which have poor classification performance. On
the other hand, the diversity criterion is used to adjust the
number of base classifiers to achieve the global optimization
of incremental ensemble classifier [29–31].

2.4. Incremental_SEM Algorithm. (e most important
process in generating an incremental ensemble classifier is
selecting the most suitable classifiers with great accuracy and
a proper number of classifiers. In this paper, the basic tactic
for base classifier selection is integrating information en-
tropy measure to the cyclic iterative selection algorithm,
along with the accuracy performance data. (e pseudocode
of the base classifier selection algorithm for the proposed
incremental classification model is given in Algorithm 1
Incremental_SEM.

Incremental_SEM uses cyclic iterative optimization se-
lection method to maximize the information entropy dif-
ference and dynamically adjust the number of ensemble
classifiers. (e key part of the algorithm lies in the setting of
the interval threshold of classification diversity, which
should be set according to different applications. Since the
initialization and preprocessing part is the same as the
traditional method of the processing data stream, it is
skipped in the paper. Starting from computing the diversity
of ensemble classifier Lt−f, we compare its value to the in-
terval threshold and take different actions according to the
comparison (line 3). If the value is higher than the upper
limit of the interval threshold, keep generating a new base
classifier and add it into the ensemble classifier. Recompute
the diversity of a new ensemble classifier until the diversity is
located in the interval threshold (lines 4–13). If the value is
lower than the lower limit of the interval threshold, compute
the accuracy of each base classifier and kick out the base
classifier with the lowest accuracy (lines 14–19). Otherwise,
if the value is located in the interval threshold, it is no need to
update the ensemble classifier for the next time stage (lines
21–23).

3. Results

(is section lists the experiments conducted to evaluate the
performance of the proposed algorithm on data stream
classification. Trace based simulation approach has been
used to evaluate and compare the performance of the
proposed algorithm with other baseline algorithms.

3.1. Experimental Data. (e proposed algorithm was eval-
uated on steam data generated by a massive online analysis
(MOA) system. MOA is a software environment for
implementing algorithms and running experiments for
online learning from evolving data streams. We select the
following stream generators to generate data.

(i) Hyperplane generator generates a problem of pre-
dicting the class of a rotating hyperplane. HP1 and
HP2 are the data stream generated by hyperplane
generator with 5% noise data in the experiment.

(ii) Random tree generator generates a random radial
basis function stream. It constructs a decision tree
by choosing attributes at random to split and
assigning a random class label to each leaf. RT1 and
RT2 are data stream generated by random tree
generator with both label attribute and number
attribute.

(iii) SEA generator generates SEA concept functions.
(is dataset contains abrupt concept drift. SEA1 is
the data stream generated by SEA generator with 5%
noise data and concept drift.

(iv) STAGGER generator generates STAGGER Concept
functions which were introduced by Schlimmer.
SG1 is generated by STAGGER generator.

A detailed description of the experimental data stream is
shown in Algorithm 1. Due to the infinite nature of data
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stream in a real environment, it is not easy to do simulations
in experiments. Massive data is used to simulate infinite data
stream, the experiment data size of each dataset is shown in
column 2 of Table 2.

Figure 3 shows the scatter diagrams of each dataset that
helps understand data more intuitively. Since the volume of
each dataset is large, partial data is selected to be shown in
the diagrams. Usually, a dimension reduction operation is
needed for the preprocessing dataset. As shown in Figure 3,
it can be found that each attribute is nonlinear relativity.

3.2. Experiment Setup. An open-source mining software,
WEKA, has been used to realize the ensemble classifier
algorithms. (e baseline algorithms in Weka are Näıve
Bayes, Sequential Minimal Optimization (SMO), J48 that is
the implementation of C4.5 for building a decision tree, IBk
that is the implementation of the K-nearest neighbor al-
gorithm (KNN), Kstar that is an instance-based classifier,
NNge, PART that builds a ‘”partial” C4.5 decision tree in
each iteration and makes the “best” leaf into a rule and AOD
[32, 33]. (e algorithms are shown in Table 3.

A computer with 1.73GHz CUP and 2Gmemory is used
as the experiment computer, installed with the operating
system Windows XP. In order to study the effectiveness of
the proposed approach, experiments were setup to compare
Incremental_SEM with Bagging and AdaBoost on different
datasets. In all ensemble methods, decision trees were used
as the base classifier. Based on WEKA 3.6, the decision tree
construction method was J48 from the Weka library, which
are selected to generate base classifiers with the default
parameter sets [10]. (e performance of each ensemble
classifier was evaluated using a stratified 10-fold cross-val-
idation procedure, in which the original dataset was parti-
tioned randomly into 10 equal size subsamples and each fold
contains roughly the same proportions of class labels. (e
experiment settings were as follows: the parameters of

Bagging and AdaBoost were kept at their default values in
Weka. (e ensemble size can be regarded as a hyper-
parameter of the ensemble method. It can be tuned through
cross-validation or using a separate validation set. It can also
be thought of as an indicator of the operating complexity of
the ensemble. For Incremental_SEM, different information
entropy intervals were set for the six generated datasets,
interval [0.21, 0.43] for HP1, HP2 and SEA1, [0.63, 0.85] for
SG1, and [0.46, 0.69] for RT1 and RT2.

3.3. Results and Analysis. As shown in Figure 2, f is set as a
time interval in the incremental model of the processing data
stream, and the classifier is adjusted every time period. For
each algorithm, the accuracy of the current ensemble
classifier was calculated in every time period. We verified
algorithms from two aspects: classification accuracy and
system memory cost. Suppose at time t, ensemble classifier
has m base classifiers; each base classifiers classification
accuracy is ai(i � 1, 2, . . . m). Take At as ensemble classi-
fication accuracy: At� (a1 + a2 + + am)/m. (e ensemble
classification results of the dataset in Algorithm 1 are shown
in Figure 4.

In Figure 4(a), it is clear that the accuracy of the
Incremental_SEM algorithm is slightly higher than the
Bagging algorithm and both of them are obviously higher
than a single algorithm when comparing the experiment
results of Incremental_SEM algorithm with Bagging and
Single classifier in datasets HP1 and RT1 at the time interval
value of 10 seconds. However, the execution time of
Incremental_SEM algorithm and bagging is longer than the
single classifier, mainly because diversity computing in
Incremental_SEM is time-consuming. Moreover, in order to
test the memory cost while adding entropy diversity in
ensemble classifiers, Incremental_SEM with traditional in-
cremental algorithms, bagging, and without diversity
measure are investigated. (e experiment results are shown

Lt–f

Time [t – f ]

Time [t]

Lt–f Lt

Time [t + f]

Lt+fLt

Period f labeled data

Base classifiers

Lt
Trained ensemble

classifier

Classifier Training

Classifier Selecting Accuracy and diversity
criterion

Incremental
ensemble classifier

Figure 2: Incremental model of processing data stream.
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in Table 4 with the average classification accuracy (ACA) and
average system memory cost (ASM).

In Figure 4(b), it is noted that Incremental_SEM clas-
sification accuracy is almost the same as AdaBoost algorithm
and both of them are higher than a single classifier when
comparing Incremental_SEM with AdaBoost classification
algorithm in datasets HP2 and RT2 at the time interval value
of 20 seconds. Due to the higher dimension of the two
datasets, the algorithm executing time average is longer than
that in Figure 4(a), illustrating that learning a new base
classifier is time-consuming. (e results support the con-
clusion that adding diversity can increase classification time
without improvement of entire effectiveness through
comparing Incremental_SEM with a single algorithm.

In Figure 4(c), it is clearly noted that sharp accuracy
drops (such as at times 30, 55, 60, 75) since the concept drift
phenomenon existed in both two datasets when comparing
Incremental_SEM with the AdaBoost algorithm at the time
interval value of 5 seconds. Comparing with a single algo-
rithm, Incremental_SEM and AdaBoost are more stable,

suggesting that ensemble classifier has an advantage when
concept drift exists in the dataset. It can be concluded that
adding diversity into the ensemble classifier can improve
algorithm performance, which is consistent with the view by
Nan and Zhou [34–37].

From Tables 4–6, it can be found that the accuracy of
Incremental_SEM classification is not significantly higher
than AdaBoost and Bagging algorithm and all of them are
nearly the same in our experiment. However, the average
system memory cost of Incremental_SEM is much lower
than AdaBoost and Bagging. It can be demonstrated that, for
system memory cost, Incremental_SEM classification is
better than traditional ensemble classification algorithms.

In order to testify the advantages of adopting entropy as
a diversity measure when processing data stream, an ex-
periment with the dataset in Table 3 was conducted to
compare Q-statistic with correlation coefficient diversity
measure. Table 7 shows that Incremental_SEM average
accuracy is higher with Q-statistic than that with correlation
coefficient ρ.

Input:
Training dataset with labels by ensemble classifier Lt−f;
(e interval threshold of classification diversity: [a, b];
Iterate number (each iterate creates a new base classifier: k)
Ensemble classifier at period of [t−f, t]: Lt−f;

Output: incremental ensemble classifier Lt at time t.
(1) Begin
(2) Loop
(3) Compute diversity value λ0 of ensemble classifier Lt−f;
(4) If λ0 ∈ [b, 1]

(5) For i� 1 to k
(6) Sampling training data from labeled dataset at period of [t−f, t] by Lt−f;
(7) Generate a new base classifier Li;
(8) Add Li to Lt−f;
(9) Compute the diversity value λ1;
(10) If λ1 ∈ [a, b]

(11) Lt � Lt−f ；
(12) Return Lt
(13) End for
(14) else if λ0 ∈ [0, a]

(15) Compute the accuracy of each base classifier at Lt−f;
(16) Sort base classifiers in decreasing order of accuracy as baselist;
(17) Delete some member base classifiers with the lowest accuracy at Lt−f;
(18) Update the Lt−f;
(19) Lt � Lt−f;
(20) return Lt;
(21) else
(22) Lt � Lt−f;
(23) return Lt
(24) End if
(25) Break;
(26) End loop

ALGORITHM 1: Incremental_SEM algorithm.
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Figure 3: (e scatter diagrams of the dataset. (a) HP1. (b) HP2. (c) RT1. (d) RT2. (e) SEA1. (f ) SG1.
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Figure 4: Continued.

Table 2: Dataset description.

Dataset name Data size Classification number Attribute number (label attribute/number attribute)
HP1 200,000 10 5 (0/5)
HP2 400,000 5 10 (0/10)
RT1 200,000 8 8 (4/4)
RT2 400,000 4 12 (7/5)
SEA1 500,000 2 3 (0/3)
SG1 500,000 2 3 (3/0)
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Figure 4: (e comparison experiments on (a) dataset HP1 and RT1, (b) dataset HP2 and RT2, and (c) dataset SEA1 and SG1.

Table 3: A list of classification algorithms available by Weka.

Number Classifier
name Simple description of classifiers

1 Näıve Bayes (e Näıve Bayes classifier using kernel density estimation over multiple values for continuous attributes, instead
of assuming a simple normal distribution

2 SMO Sequential minimal optimization algorithm for training a support vector classifier using polynomial kernels
3 J48 Decision tree, the implementation of C4.5
4 IBk An instance-based learning algorithm, the implementation of k-nearest neighbor algorithm (kNN)
5 KStar (e K instance-based learner using all nearest neighbors and an entropy-based distance
6 NNge Nearest neighbor-like algorithm using nonnested generalized exemplars
7 PART Generating a PART decision list for classification

8 AOD Perform classification by averaging over all of a small space of alternative Naive Bayes-like models that have
weaker independence

Table 4: (e comparison of HP1 and RT1.

HP1 RT1 (%)

Incremental_SEM ACA 91.608% 88.599
ASM 217MB 344

Bagging ACA 91.19% 87.805
ASM 250MB 485

Single ACA 89.372 86.398
ASM 157MB 237

Table 5: (e comparison of HP2 and RT2.

HP2 (%) RT2 (%)

Incremental_SEM ACA 91.732 88.861
ASM 271 292

AdaBoost ACA 91.677 88.943
ASM 315 358

Single ACA 88.859 84.976
ASM 186 198
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4. Conclusions

Ensemble classifier, as a common algorithm at processing
data stream, is famous for its high classification accuracy and
stability. We proposed an ensemble algorithm incorporating
entropy as the diversity measure. It is proved that our
Incremental_SEM algorithm has a higher classification ac-
curacy rate than a single classifier and lower system memory
cost than the Bagging and AdaBoost algorithm. It is also
suggested that the Q-statistic diversity measure outperforms
the correlation coefficient diversity measure. Future research
will focus on how to verify the relativeness between accuracy
and diversity in theory.
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Video surveillance plays an increasingly important role in public security and is a technical foundation for constructing safe and
smart cities. *e traditional video surveillance systems can only provide real-time monitoring or manually analyze cases by
reviewing the surveillance video. So, it is difficult to use the data sampled from the surveillance video effectively. In this paper, we
proposed an efficient video detection object super-resolution with a deep fusion network for public security. Firstly, we designed a
super-resolution framework for video detection objects. By fusing object detection algorithms, video keyframe selection al-
gorithms, and super-resolution reconstruction algorithms, we proposed a deep learning-based intelligent video detection object
super-resolution (SR) method. Secondly, we designed a regression-based object detection algorithm and a key video frame
selection algorithm.*e object detection algorithm is used to assist police and security personnel to track suspicious objects in real
time. *e keyframe selection algorithm can select key information from a large amount of redundant information, which helps to
improve the efficiency of video content analysis and reduce labor costs. Finally, we designed an asymmetric depth recursive back-
projection network for super-resolution reconstruction. By combining the advantages of the pixel-based super-resolution al-
gorithm and the feature space-based super-resolution algorithm, we improved the resolution and the visual perception clarity of
the key objects. Extensive experimental evaluations show the efficiency and effectiveness of our method.

1. Introduction

Video surveillance systems are widely distributed in urban
streets and roads, commercial places, residential areas, bank
outlets, stations, terminals, airports, and other public places,
playing an increasingly important role in public security.
*rough the video surveillance system, suspicious signs and
objects can be found in time and monitored closely, to avoid
the occurrence of criminal harm effectively. *e police can
obtain information about criminals by surveillance videos
and inquire about the locations of suspected vehicles and
personnel. In the interrogation stage of case investigation,
the surveillance video can be used as objective litigation
evidence. Video surveillance has become the fourth major
field of investigation technology after criminal science and
technology, action technology, and network investigation
technology. It plays an irreplaceable role in the construction
of a safe and smart city. In 2015, the Ministry of Public

Security, the Ministry of Science and Technology, and other
nine ministries and commissions put forward “several
opinions on strengthening the networking application of
public security video monitoring construction”. And, they
pointed out that constructing the network application of
public security video surveillance helps to maintain national
security and social stability and to prevent and crack down
on violent terrorist crimes under the new situation. It is of
great significance to improve the urban and rural man-
agement and innovate the social governance system.

*e traditional video surveillance system can only
provide real-time monitoring or manually analyze cases by
reviewing the surveillance video. It leads to a low usage rate
of surveillance video data. With artificial intelligence and
machine learning technologies, video surveillance systems
can intelligently analyze video content, detect abnormal
behaviors, and discover potentially harmful behaviors [1].
Besides, these technologies can assist police and security
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personnel in investigating cases, thereby providing more
accurate and safer surveillance. Alibaba Cloud’s intelligent
video surveillance platform can identify fireworks and in-
spectors wearing helmets, detect intruders in the area, and
escort safe production. Baidu’s video surveillance develop-
ment platform EasyMonitor has a wealth of AI business
skills, including electronic fences, smoke detection, safety
cap detection, and departure detection [2]. Large Internet
companies have released many intelligent video surveillance
products. However, on the one hand, limited by the cost of
the software product purchase, operation, and maintenance,
the surveillance video field lacks simple and effective aux-
iliary tools. On the other hand, limited by hardware cost,
hardware technology, and shooting environment, the cur-
rent surveillance video suffers from low-resolution and
unclear visual perception. In summary, there are two
problems in the field of public security based on surveillance
video: (1) in most cases, surveillance video viewers need to
manually identify the object and manually select video
keyframes for analysis, making it easy to lose the object in
addition to being inefficient. (2) It is difficult to use the low-
resolution video frames since it is easy to lose high-frequency
information when zooming in to view the object, resulting in
blurring and hardness of recognition.

To solve the above problems, we proposed a super-
resolution method for video detection objects. We use object
detection algorithms to assist surveillance video viewers to
track objects in real time and use super-resolution algo-
rithms to reconstruct high-resolution video frames with
clear visual perception. *e traditional object detection al-
gorithm OpenCV cascade classifier uses a sliding window to
select the region, then uses HOG+SVM and other methods
for feature extraction, and finally uses the classifier to classify
the detection area [3, 4]. Object detection algorithms based
on deep learning can be divided into two types: object
detection and recognition algorithms based on region rec-
ommendations and object detection; recognition algorithms
based on regression. R-CNN, object detection and recog-
nition algorithm based on region recommendations, first
generates object candidate frames based on region recom-
mendations, then filters the generated object candidate
frames, and finally refines the size and position of the
candidate frames [5]. *e regression-based object detection
and recognition algorithm YOLO regards object detection as
a regression problem. *e training phase aims to train a set
of weights and directly call the trained weights for object
positioning during testing [6]. Traditional super-resolution
methods are mainly based on interpolation (such as zero-
order interpolation, bilinear interpolation, and bicubic in-
terpolation) and examples. *e instance-based sparse rep-
resentation method establishes the mapping relationship
between low-resolution and super-resolution images by
learning the sparse associations between image blocks to
achieve super-resolution reconstruction of images [7]. Su-
per-resolution algorithms based on deep learning can be
divided into pixel-space-based methods and feature-space-
based methods. A super-resolution method based on pixel
space SRCNNfirst uses a 9 ∗ 9 convolutional layer to extract
the initial features of the image, then uses a 1 ∗ 1

convolutional layer to learn the nonlinear mapping from low
resolution (LR) to high resolution (HR), and finally uses a
5 ∗ 5 convolutional layers reconstruct super-resolution
images [8]. SRGAN, a super-resolution method based on
feature space, learns the nonlinear mapping from LR to HR
through a generator, and then the discriminator constrains
the generated super-resolution image in terms of semantics
and style [9]. *ese object detection algorithms and super-
resolution algorithms have achieved better and better results
in their respective fields, but they lack integration, unifi-
cation, and optimization for specific application scenarios
and are not suitable for direct use in the field of public
security based on video surveillance [10].

In this paper, we proposed a super-resolution method
based on a deep fusion network for surveillance video object
detection. Firstly, we designed a comprehensive surveillance
video analysis framework that integrates object detection
algorithms, keyframe selection algorithms, and super-res-
olution algorithms. It solves the problem of large workload,
easy object loss, and low resolution in public security video
data analysis. Secondly, we used regression-based object
detection and recognition algorithms to identify video ob-
jects in real time, which is convenient for surveillance video
viewers to track objects. Besides, we employed the keyframe
selection algorithm to select the frames with significant
changes in the scene of the surveillance video to reduce the
workload of video analysis. Finally, a super-resolution al-
gorithm combining pixel space and feature space is used to
reconstruct the object in the keyframe. It is beneficial to
improve the resolution of key objects and the visual per-
ception quality of objects detected by surveillance video and
surveillance video viewer’s investigation and handling cases.
*e main contributions of this paper are summarized as
follows: (1) We designed a novel comprehensive analysis
framework for surveillance video. It improves the efficiency
and accuracy of video analysis by combining object detec-
tion, keyframe selection, and super-resolution algorithms.
(2) We proposed a keyframe selection algorithm and use
regression-based object detection and recognition algorithm
to recognize video objects in real time. (3) We proposed a
super-resolution approach that deeply integrates the ad-
vantages of pixel space and feature space to improve the
resolution of surveillance video detection objects.

*e rest of this paper is organized as follows: Section 2
explains the related works, Section 3 describes the work
process of our approach, Section 4 explains our approach in
detail, and Section 5 provides experimental results. Section 6
concludes our work.

2. Related Work

2.1. Object Detection Algorithms. Object detection is the
basic task of computer vision and can be widely used in
object tracking, crowd counting, face recognition, and other
fields. It is an important algorithm in public safety. Object
detection algorithms based on candidate regions, also
known as two-stage object detection algorithms, mainly
include region-based convolution neural networks (R-
CNN), Fast R-CNN, Faster R-CNN, and other models
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[11–13]. Regression-based object detection algorithms, also
known as one-stage object detection algorithms, mainly
include YOLO series algorithms and SSDs [14, 15]. *e two-
stage object detection algorithm consists of two steps. We
first generate object candidate frames based on regional
suggestions, then filter the candidate frames, and classify the
objects. Faster R-CNN first uses the Region Proposal Net-
work (RPN) to generate a candidate frame and then uses
softmax to determine whether the candidate frame is in the
foreground or the background. And, it employs bounding
box regression to correct the candidate frame to obtain a
more accurate candidate frame, called proposals. *en RPN
uses the region of interest (ROI) layer pool proposals of
different sizes into the same size and uses a fully connected
layer for object classification and position adjustment re-
gression [5]. *e two-stage object detection algorithm has
high recognition accuracy, but the generation and selection
of candidate frames will consume a lot of computing power
and time, and it is difficult to reach the detection speed of
24FPS, which is not suitable for real-time object detection.
YOLO v5 directly returns the position and category of the
bounding box in the output layer. It first uses Mosaic data
enhancement to solve the problem of many small objects in
the data set and uneven distribution on the input side. *en,
it introduces the focus and cross stage partial (CSP) structure
into backbone to improve the feature extraction capabilities.
Besides, in neck, it uses feature pyramid network (FPN) and
pyramid attention network (PAN) structures to fuse se-
mantic features and positioning features of feature maps at
different scales and aggregates parameters for different
detection layers. Finally, on the prediction side, it uses
generalized intersection over union (GIoU) loss to handle
the noncoincidence of bounding boxes. YOLO v5 has a
faster running speed and can meet the requirements of real-
time object detection. *e object detection algorithm will
generate a lot of redundant information in the surveillance
video frames. Selecting keyframes from abundant video
frames for efficient object tracking is an effective method to
improve detection efficiency and reduce the calculation and
workload.

2.2. Super-Resolution Algorithms. *e super-resolution al-
gorithm can reconstruct the corresponding high-resolution
image from a single or a series of low-resolution images. It is
a low-level computer vision algorithm and the basis of a
high-level computer vision algorithm. *e super-resolution
algorithms based on deep convolutional neural networks can
reconstruct high-quality super-resolution images with rich
high-frequency information and clear texture features,
which have become the mainstream research methods. *e
super-resolution convolutional neural networks (SRCNN)
use convolutional neural networks for the first time in the
field of super-resolution and only use three-layer con-
volutional neural networks to surpass most traditional su-
per-resolution methods [8]. Compared with the example-
based super-resolution method, SRCNN does not require
complicated preprocessing and can optimize the super-
resolution reconstruction results several times through

backpropagation, which not only improves the quality of
reconstructed results but also improves the efficiency. *e
main disadvantage of SRCNN is that it is difficult to build
deep convolutional neural networks to improve feature
extraction and characterization capabilities. *e residual
network ResNet connects the input side information to the
output side via a shortcut connection [16]. *e convolu-
tional layer only needs to learn the residuals of the input and
output, which is the basis for building a deep neural network.
*e key to super-resolution reconstruction is to optimize
high-frequency information. *e residuals learned by the
residual network contain rich high-frequency information,
and since most of the residuals are close to 0, the learning
efficiency is very high. *erefore, the residual network plays
a very important role in improving the efficiency and quality
of super-resolution reconstruction and becomes the back-
bone network of the super-resolution methods. Super-res-
olution using very deep convolutional networks (VDSR)
introduces the residual network into the super-resolution
field for the first time and builds a super-resolution network
with a depth of 20 layers, which expands the receptive field
and improves the convergence speed [17]. *e speed and
quality of VDSR are significantly better than SRCNN, and it
uses a single network to reconstruct super-resolution images
of different multiples. Megvii Research Institute proposed a
method that can achieve super-resolution reconstruction at
any multiple through a single model [18]. Zhang et al. of
Harbin Institute of Technology proposed a plug-and-play
super-resolution method based on regular depth to process
low-resolution images with arbitrary blur kernels [19].
SenseTime proposed a super-resolution method of real
scenes with original images [20]. Li et al. of Sichuan Uni-
versity proposed an image super-resolution feedback net-
work to improve the low-level representation with high-level
information [21]. Li et al. of Wuhan University proposed a
fast spatiotemporal residual network for video super-reso-
lution [22]. Gu et al. of the Chinese University of Hong Kong
proposed a fuzzy kernel estimation method in the blind
oversegmentation problem [23]. Dai et al. of Tsinghua
University proposed a second-order attention network for
image super-resolution [24], and Ma et al. proposed a
method of constraining the super-resolution image structure
using a gradient map [25]. Xu et al. of China Taiwan
MediaTek Inc. proposed a dynamic convolutional network
to realize super-resolution restoration of multiple combi-
nations of blur kernels and noisy images [26]. *e super-
resolution method based on pixel space produces more
photo-realistic images, while the high-frequency informa-
tion generated by the super-resolution method based on
feature space is rich. By combining the advantages of the two
methods in a deep fusion network, we can reconstruct high-
quality key objects.

To solve the problem that video surveillance system in
the field of public security lacks basic and intelligent
management and analysis algorithms, we proposed a super-
resolution method of surveillance video objects based on a
deep fusion convolutional neural network. It assists police
and other surveillance video analysts to track, identify, and
analyze objects and investigate cases. By optimizing the
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regression-based one-stage object detection algorithm, we
can identify the objects in the surveillance video in real time,
which assists the viewers to track the video objects and
analyze the video content. We designed a keyframe selection
algorithm for surveillance video. By analyzing the object
category, number, and confidence degree in the video frame,
a small number of video frames with significant changes in
the object are selected from a large number of videos to assist
the surveillance video viewer to quickly locate the objects
and reduce the workload. We used the super-resolution
algorithm based on the deep fusion network to reconstruct
the determined object. It helps to improve the resolution of
the key object, assist the surveillance video viewer to
carefully check the details of the key object, and improve the
quality of the surveillance video content analysis. *e super-
resolution method of surveillance video objects based on a
deep fusion convolutional neural network constructed in
this paper can be effectively used in the field of public se-
curity to assist police and security personnel to track and
analyze surveillance video objects. And, it also provides an
effective auxiliary tool for preventing and cracking down on
violent terrorist crimes.

3. Preliminary

3.1. Object Detection and Super-Resolution Process. *e re-
gression-based one-stage object detection method takes the
video frame as the input of the network and returns the po-
sition and category of the bounding box (BBox) at the output
end. For each grid of the video frame, it predicts n BBox and c
category information. Among them, each BBox contains four
location information items (w, y, w, h) and one confidence
information item.*e BBox position information (x, y) is used
to calibrate the center point of the BBox, and (w, h) is used to
calibrate the width and height of the BBox relative to the video
frame. Confidence predicts the confidence of the objects
contained in the BBox and the accuracy of the BBox compared
to the real object box.*e confidence is defined by (1), where C
means confidence, O means object (if there is an object,
Pr(O) � 1; otherwise Pr(O) � 0), and IOUtru

pre predicts the
intersection over union between the BBox and the real box.
Define A as the predicted frame and B as the real frame; S is the
set of all frames; andA, B⊆S ∈ Rn. IoU can be described by (2).
According to the predicted category information of each grid of
the video frame and the confidence of the BBox prediction, we
can obtain the class-specific confidence score of each BBox,
which is defined in (3). According to the class-specific con-
fidence score, the BBoxwith a low score is filtered out by setting
a threshold, and the remaining BBox is processed by non-
maximum suppression (NMS) to obtain the final detection
result.

C � Pr(O)∗ IOUtru
pre, (1)

IOU �
|A∩B|

|A∪B|
, (2)

CC � Pr Classi( 􏼁∗Pr(O)∗ IOUtru
pre, (3)

ILR � IHR ∗ k( 􏼁↓s + n, (4)

ILR � bicubic IHR( 􏼁↓s, (5)

ISR � upsample Res Feature ILR( 􏼁( 􏼁( 􏼁. (6)

*e super-resolution reconstruction method recon-
structs a corresponding high-resolution image or video
based on one or a series of low-resolution images (video
frames). Since it is difficult to obtain a series of low-reso-
lution images of the same reconstruction object, current
research mainly focuses mainly on single-image super-res-
olution. Video super-resolution reconstruction needs to
comprehensively utilize information in both space and time
dimensions and improve the reconstruction effect of the
center frame by using the information of adjacent low-
resolution frames. *e degradation process of an image or
video frame can be described by (4), where ILR represents a
low-resolution image, IHR refers to a high-resolution image,
↓s represents a downsampling scale, k is a blur kernel, and n
represents noise. In real-world scenes, there are many types
of downsampling scales, blur kernels, and noises. To facil-
itate supervised deep learning, the SR method generally uses
bicubic interpolation to downsample high-resolution images
and obtains paired images (LR, HR) for learning the
mapping relationship from low resolution to high resolu-
tion. *e process of super-resolution reconstruction is
shown in (6). It can be typically divided into three steps.
Firstly, we use the convolutional layer (Feature) to extract
the low-resolution initial features. *en, we employ the
residual network (Res) to learn the nonlinear mapping from
low resolution to high resolution. Finally, we use the
upsampling layer (Upsample) to enlarge the low resolution
to a specified scale and reconstruct the super-resolution
image.

3.2. Work Process Overview. Video surveillance systems
widely distributed in communities, roads, streets, and
commercial places (supermarkets) are a powerful guarantee
of public safety. *e combination of traditional video sur-
veillance systems and artificial intelligence technologies can
effectively improve the accuracy of video content analysis
and abnormal behavior warning, greatly improve the work
efficiency of surveillance video viewers, and reduce labor
costs.*e super-resolution framework of the video detection
object based on deep learning is shown in Figure 1. By fusing
the object detection algorithm based on deep learning and
the super-resolution algorithm, we can track the object of the
surveillance video in real time, pick out the keyframes that
change significantly, and perform super-resolution recon-
struction of the key object. *is provides the police and
judges with clear and high-resolution objects, which can
assist in the investigation and review of related cases. *e
method proposed in this paper can solve the problems of
traditional video surveillance, provide effective assistance to
surveillance video viewers, and effectively serve the public
security field.
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*e super-resolution method of video detection object
based on deep learning is mainly divided into three steps.
Firstly, we use a regression-based object detection algorithm
to perform real-time object detection on surveillance videos
obtained from communities, roads, streets, supermarkets,
and other places. Marking the scope, category, and confi-
dence of the object in real time in the video frame assists
police, security, and other video viewers to track the object.
*en, we use a keyframe selection algorithm to select frames
with significant changes from a large number of videos and
select the key information from a large amount of redundant
information to help viewers analyze video content quickly
and efficiently. We finally use the super-resolution algorithm
to reconstruct, improve the resolution of, and identify the
key object.

4. Video Detection Object Super-Resolution

4.1. Video Detection Object Super-Resolution Network. To
improve the safety of public places such as communities,
supermarkets, roads, and streets and assist surveillance video
viewers to quickly and effectively locate objects, we design a
video object detection super-resolution algorithm that
combines object detection and super-resolution recon-
struction. As shown in Figure 2, we use a regression-based
object detection algorithm for real-time object detection and
a deep back-projection network for super-resolution re-
construction. It should be noted that, for the convenience of
drawing, we did not show the details of each functional
module in detail in Figure 2, such as the feature fusion
module of different scales of object detection and the feature
prediction module of video frames, and the asymmetric
recursive structure of super-resolution.

*e object detection network consists of three parts.
Firstly, we use the backbone built by modules such as focus,
CBL (conv, BN, Leaky ReLU), and CSP to extract video
frame features. *e focus module is used to slice the input

image and transform the dimension of the feature map. For
example, we can slice the 608 ∗ 608 ∗ 3 image into a
304 ∗ 304 ∗ 12 feature map according to RGB. *en, it
passes through a conv layer containing 32 filters and
transforms it into a 304 ∗ 304 ∗ 32 feature map. *e CBL
module is composed of the conv layer, the BN layer, and the
Leaky ReLU activation function, and CBL is the basic
module unit of the object detection network. *e CSP
module is composed of CBL, residual unit, conv layer, BN
layer, and Leaky ReLU activation function. It is the feature
splitting module unit of the object detection network.
Secondly, we use the multiscale fusion module constructed
by CBL, CSP-1, CSP-2, and other modules to extract fusion
features of different scales and strengthen the ability of
network feature fusion (the structure of the CSP-1 and CSP-
2modules is shown in Figure 3, and the relevant descriptions
are provided in Section 4.2). Finally, we use GIoU loss to
solve the problem that the detection frame and the real frame
do not intersect to optimize the detection frame and speed
up the convergence of the model.

Before we perform super-resolution reconstruction, we
will select the detection object to avoid wasting computing
power to super-resolve a large number of worthless objects.
*e selection process of the object is described in detail in
Section 4.2. Our super-resolution reconstruction algorithm
uses a deep asymmetric recursive back-projection network
to reconstruct key objects. *e super-resolution network
consists of three parts. Firstly, we employ two conv layers to
extract the initial features of the image. *en, we use the
upper and lower iterative sampling layers to learn the
mapping relationship between the low- and high-resolution
image several times to obtain upsampling features of dif-
ferent levels. We set up a recursive structure to deepen the
network level and learn advanced semantic features without
increasing parameters. By sharing the downsampling layer
and setting an asymmetric structure, we reduce the pa-
rameters of the network model. We fuse homology residuals
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Figure 1: *e work process of the video detection object super-resolution.
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and cascaded residuals in the upsampling unit to make full
use of residual information while correcting projection er-
rors. We concatenate cascade non-depth upsampling fea-
tures to improve the high-frequency detail information of
upsampling features [27, 28]. Finally, we use the conv layer
to reconstruct the super-resolution video frame detection
object.

4.2. Object Detection and Keyframe Selection Method. *e
object detection algorithm can assist police and security
personnel in analyzing surveillance video objects and in-
vestigating security cases. It helps to track and monitor
suspicious signs and objects in real time to avoid criminal
harm. *e object detection algorithm includes two core
modules, CBL and CSP, in which CSP is composed of re-
sidual structure CSP-1 and convolution structure CSP-2, as
shown in Figure 3. CBL is the basic module and consists of
conv layer, BN layer, and Leaky ReLU activation function.
*e CSP-1 module includes two branches. *e first branch
includes a CBL feature extraction unit, two CBL residual
mapping units, and a conv layer. *e second branch directly
uses a conv layer to extract the input low-level features, and
then we fuse the output of the two branches through the
concatenation layer. *e CSP-2 module and the CSP-1
module share the same structure, and the difference is that
the first branch of CSP-2 does not use the residual structure.

*e multiscale feature fusion module uses the top-down
FPN structure to amplify the deep feature information and
fuse it with the backbone features of different depths using
the upsampling unit. We use the bottom-up PAN structure
to downsample the upsampled features and merge them
with neck features of different depths. *e FPN structure
integrates strong semantic features from top to bottom, and
PAN integrates strong positioning features from bottom to
top.*e multiscale feature fusion module structure is shown
in Figure 3.

Our object detection algorithm first uses backbone to
extract the features of the input video frame; then uses the
multiscale feature fusion module to strengthen the ability of
network feature fusion; and finally uses GIoU loss to op-
timize the object frame, filter the object frame through
DIOU_NMS, and output object frame information, classi-
fication information, and confidence information. *e ob-
jective box optimization loss function is GIoU � IoU−

|Ac − U|/|Ac|, where Ac is the smallest bounding box
between the predicted box A and the real box B, and U is the
union of the predicted box and the real box U � A∪B. GIoU
can distinguish different positional relationships between
predicted frames and real frames with the same IoU and
the same size and can optimize the situation where the
prediction frame and the real frame do not intersect.
DIOU_NMS also considers the overlap area and the center
distance between the two boxes when filtering the object box.

CB
L

C
on

ca
t

CS
P-

2

co
nv

CB
L

C
on

ca
t

CS
P-

2

co
nv

CB
L

U
ps

am
pl

e

C
on

ca
t

CS
P-

2

CB
L

U
ps

am
pl

e

C
on

ca
t

CS
P-

2

co
nv

Multiscale feature fusion

CB
L

CB
L co

nv

C
on

ca
t

co
nv CB

L

BN

CB
L

BNco
nv

Le
ak

y 
Re

lu

CB
L

CB
L co
nv

C
on

ca
t

co
nv CB

L

BN

CSP-1

CSP-2CBL

Figure 3: *e core module of object detection network and multiscale feature fusion network.
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DIOU_NMS will not delete two boxes with a far center point
since they may be in two different objects. DIOU_NMS
instead of NMS can optimize the detection accuracy of
overlapping objects. It can improve the recognition accuracy
of occluded objects without increasing the computational
cost. Real-time object detection can assist surveillance video
viewers to track objects. However, it still takes a lot of labor
costs to face the massive amount of video information.
*erefore, selecting keyframes with significant scene
changes can effectively improve the efficiency of key object
recognition. *e keyframe selection algorithm we designed
is shown in Algorithm 1.

According to the output of the surveillance video object
detection algorithm, we can select frames from the video
whose category, number, and detection frame have signif-
icant changes compared with the previous frame as key-
frames. Static pictures often appear in surveillance videos
(the object category and amount in the video have not
changed). Detecting object super-scores for all static video
frames will result in a large amount of redundant infor-
mation, which not only wastes computing power but also is
not conducive to video content analysis. As shown in Al-
gorithm 1, our keyframe selection algorithm can use in-
formation such as the type, quantity, and confidence of the
detection output to compare and analyze the difference
between the current frame and the previous frame while
detecting the object. If the surveillance video currently
captures a static image, we believe that this frame has less
valuable information and will not store keyframes. If any of
the following three situations occurs, the keyframe selection
algorithm can select a small number of frames with sig-
nificant changes from the surveillance video: (1) *e object
category of the current frame changes relative to the pre-
vious frame; for example, the object of the previous frame
has cars and trees, but the object of the current frame
contains cars, trees, and people. (2) Compared with the
previous frame, the amount of a certain category in the
current frame has changed; for example, the previous frame
has cars (5 cars), trees (3), and people (1), and the current
frame has cars (5 cars), trees (3), and people (2). (3)
Compared with the previous frame, the detection box of the
current frame has changed. For example, the detection box
of a car in the previous frame is (bx= 0.2, by= 0.7, bw = 0.1,
bh= 0.15), and the detection box of the same car in current
frame is (bx= 0.5, by= 0.5, bw = 0.25, bh= 0.4). Video viewers
can understand the surveillance video content by viewing a
few frames to improve work efficiency. *e time complexity
of the whole algorithm is O(T1 + N), where T1 is the time of
video object detection and N is the number of video frames.

4.3. Super-Resolution Method of Video Detection Object.
*e goal of the super-resolution method based on pixel
space is to make the super-resolved image as close as possible
to the real image at every pixel point in pixel space. *ese
methods use L1 or L2 as the loss function and do not use
adversarial training to generate video frames, and the
reconstructed results are close to real-world video frames in
pixel space. However, it is easy to lose high-frequency

information, which leads to extremely smooth and fuzzy
reconstructed video frames and poor visual perception
quality. *e feature space-based super-resolution method
aims to make the feature space of the super-resolved image
close to the real-world image.*ese approaches combine the
perception loss, confrontation loss, and L1 and L2 as the loss
function. *ey use adversarial training to generate video
frames of high visual perception quality. However, these
methods easily lead to deformation and distortion of super-
resolution image structure. *erefore, we propose a super-
resolution method based on the fusion of pixel space and
feature space. *e super-resolution method based on pixel
space ensures the authenticity of video frames while the
fusion of the loss function based on feature space improves
the visual perception quality of video frames.

*e super-resolution method based on the deep back-
projection structure learns the mapping relationship be-
tween LR and SR several times in the reconstruction process
through the up- and downsampling units placed in se-
quence. *e structure of the up- and downsampling unit is
shown in Figure 4. *e upsampling unit includes 2 deconv
layers and 1 conv layer. *e first deconv layer enlarges the
input LR feature map to a specified scale, and the conv layer
transforms the enlarged feature map back to the original size
and calculates the cascade projection error with the input LR
of this unit and the homologous projection error with the
original input LR. *e second deconv layer amplifies the
error information to a specified scale and adds it to the first
deconv layer. It corrects the output of the upsampling unit
by cascading and homologous projection errors. *e
downsampling unit includes 2 conv layers and 1 deconv
layer. *e structure and execution process of the down-
sampling units are similar to the upsampling unit. We did
not use the homologous error in the downsampling unit and
only used the cascaded error to correct the output of the
downsampling unit.

To improve the effect of super-resolution reconstruction,
we need to stack several upsampling and downsampling
units to obtain high-level semantic features. However,
stacking several upsampling units and downsampling units
will result in a sharp increase of the model parameters, and
the training and use of the model will become more difficult.
As shown in Figure 4, we propose a recursive back-pro-
jection structure to increase the depth of the back-projection
network without increasing the parameters. We input 2 sets
of up- and downsampling units into the recursive loop
structure and set the recursive hyperparameter to 8. We use
the parameters of 2 upsampling and downsampling units to
achieve the performance of 16 upsampling and down-
sampling units. Besides, we introduce an asymmetric
structure based on recursive back-projection to further re-
duce the model parameters and improve the robustness of
the model in practical applications. As shown in Figure 4, we
concatenate the SR feature maps of upsampling units at
different depths to reconstruct the output SR video frame to
improve the effect of SR reconstruction. We use the
downsampling units to transform the output of the
upsampling units back to the original size. *erefore, we
propose that all upsampling units share the same
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downsampling unit to construct a deep recursive back-
projection network with an asymmetric structure.

LT � αL1 + βLcx, (7)

L1 �
1
N

􏽘

N

i�1
FDBPN I

LR
i􏼐 􏼑 − I

HR
i

���������

���������1

, (8)

Lcx ϕ I
SR

􏼐 􏼑, ϕ I
HR

􏼐 􏼑, l􏼐 􏼑 � −log CX ϕl
I
SR

􏼐 􏼑, ϕl
I
HR

􏼐 􏼑􏼐 􏼑􏼐 􏼑.

(9)

*e image reconstructed by the super-resolutionmethod
based on pixel space lacks high-frequency detail informa-
tion, and the texture features are not clear enough. We tried
to directly generate super-resolution images using methods
based on generative adversarial networks. *en, we found
that these approaches can improve the clarity of visual
perception. However, the generated SR image suffered from
structural deformation and distortion, it is prone to mode
collapse when processing real-world video frame super-
resolution reconstruction, and the robustness of the model is
not enough. *erefore, we propose to use the L1 loss
function based on the pixel space and the contextual loss
based on the feature space on the asymmetric depth re-
cursive back-projection network. *e contextual loss
function is shown in (9), where ϕ(ISR) represents the SR
image feature map, ϕ(IHR) represents the HR image feature
map, and ϕ uses a pretrained 19-layer VGG network. We

select the feature map of the 5th layer before max-pooling
after the 4th layer of convolution. We have CX(x, y) � (1/
N)􏽐jmaxiCXij, where CXij is the similarity of local features
xi and yj. We decouple the video frame into a collection of
local features and optimize the reconstruction of ISR features
by measuring the distance between the local feature dis-
tributions of ISR and IHR. Based on the asymmetric recursive
back-projection SR network, we add contextual loss to
optimize the reconstruction of high-frequency information
in the feature space. Combining the advantages of the au-
thenticity of the pixel space SR method and the high visual
perception quality of the feature space SR method, we can
reconstruct a high-quality video frame object with realistic
visual perception.

5. Experimental Results

5.1. Implementation Details. We use PyTorch to build a
super-resolution model for video detection objects. In the
model training phase, we use a high-performance server to
train and verify themodel. In themodel testing phase, we use
a personal computer for testing to ensure the usability and
robustness of the model in actual application scenarios. *e
high-performance server runs on Linux operating system,
and the GPU is NVIDIA TITAN Xp. *e operating system
of the personal computer for testing is Windows 10 with
the i5 CPU core. We have taken some videos that do not
involve personal privacy in communities, roads, streets,

Input: V# input video
Output: FKEY# output keyframe

(1) defineBas backbone of the object detection network
(2) defineN as neck of the object detection network
(3) definePas prediction of the object detection network
(4) defineUas output of the object detection network
(5) U � DIOU NMS(P(N(B(V))))

(6) U⟶ (C, N, B, P) # Choose category, quantity, BBox, confidence
(7) for i� 1,... n do #n is the number of video frames
(8) if (Ci!�Ci-1or Ni!�Ni-1)
(9) if(Pi > 0.5)

(10) Storage (Fi)
(11) end for
(12) FKEY←(F1, F2, . . . , Fk) #k is the number of key video frames
(13) ReturnFKEY;

ALGORITHM 1: Keyframe selection algorithm.
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Figure 4: *e sampling units, recursive structures, and asymmetric back-projection structure.
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supermarkets, and schools. We then extracted the video
frames for incremental training of the object detection
module. We selected some high-resolution video frames
from the shooting videos and added them to the DIV2K data
set, and then we expanded the training set to 1,000 and the
validation set and test set to 200.

PRE �
TP

(TP + FP)
, (10)

REC �
TP

(TP + FN)
. (11)

*e evaluation metrics of the super-resolution method
for video detection objects include the accuracy and speed of
object detection, the peak signal-to-noise ratio, and the
structural similarity of SR images. We use the mean Average
Precision (mAP) to evaluate the object detection accuracy,
which mainly includes the precision rate and the recall rate,
as shown in (10) and (11). *e numerator of precision is the
number of detection frames with IoU greater than 0.5, and
the denominator is the sum of the detection frames with IoU
greater than 0.5 and less than 0.5. *e numerator of recall is
the number of detection frames with IoU greater than 0.5,
and the denominator is the sum of detection frames with
IoU greater than 0.5 and the true frames that are not de-
tected.We use FPS (frames per second) to evaluate the object
detection speed, which is the number of video frames that
the model can process per second. We require the model to
reach 30FPS on an ordinary PC. *e PSNR is based on the
sensitivity of pixel error, and we use it to measure the mean
square error of the SR image and the real image. *e unit of
PSNR is dB. *e larger the value, the smaller the distortion.
*e SSIM (structural similarity) measures the similarity of
images from three aspects: brightness, contrast, and struc-
ture. *e value range of SSIM is [0, 1]. *e larger the value,
the smaller the image distortion.

5.2. Object Detection Experiment Results. We first obtained
some surveillance videos online, but we found that the
scenes involved in these surveillance videos are relatively
single. To verify the effectiveness of our method in the field
of public safety, we have taken some surveillance videos that
do not involve personal privacy in communities, roads,
streets, supermarkets, schools, and other places. *e video
frame rate is 30FPS, the video resolution is 720p (16 : 9), and
the 10-second video size is about 1.5MB.We use regression-
based object detection algorithms to detect objects in sur-
veillance videos in real time. *e object detection algorithm
assists police and security personnel to track suspicious
objects in real time and prevent crimes. On the other hand,
the output information of object detection lays the foun-
dation for the keyframe selection and key object super-
resolution reconstruction. We use surveillance videos of
three scenes: supermarkets, communities, and roads, to
verify the effect of the object detection algorithm, as shown
in Figure 5.

In the supermarket scene, the main detection object of
surveillance video is people. Our object detection algorithm

can accurately detect people in real time. We can monitor
the valuables in the supermarket in real time by expanding
the training data set. When the type, quantity, and confi-
dence of the valuables change, we can promptly remind the
supermarket management personnel. *e real-time detec-
tion of people and valuables can assist supermarket man-
agers to track suspicious persons in time and prevent the
theft of valuables. In the community scenario, the main
monitoring objects of surveillance video are people and cars,
which helps in ensuring the safety of people and property.
Since there are many small objects in community video
surveillance and the occlusion between vehicles in the
parking area is more serious, the object detection algorithm
needs to recognize small objects and occluded objects well.
We can see that our object detection algorithm can well
identify small objects and obscured objects from Figure 5. It
helps the community managers to track suspicious persons
and vehicles in real time and maintain community safety. In
road scenes, the main monitoring objects of surveillance
video are people, vehicles, etc. We use object detection al-
gorithms to assist traffic police to track suspicious people
and vehicles in real time and maintain public safety.

5.3. Keyframe Selection Experiment Results. When investi-
gating criminal cases, the police often need to find a very
small number of frames with key information from a large
number of videos. Selecting the keyframes manually requires
a lot of costs and material resources and is inefficient. Based
on the object detection algorithm, we designed a keyframe
selection algorithm to pick out keyframes with significant
changes in category, number, and confidence from a large
amount of redundant video frame information. We selected
12 keyframes from the community surveillance video (540
frames), 14 keyframes from the supermarket surveillance
video (450 frames), and 16 keyframes from the road sur-
veillance video (510 frames). Our keyframe selection algo-
rithm can filter a large number of redundant information
frames generated by static pictures. Figure 6 shows some of
the keyframes and key objects we selected from the scenes of
community, supermarket, and road.

In the community scenario, the main monitoring object
of the surveillance video is the ground parking lot. When
there are no pedestrians and other objects on the ground
parking lot and surrounding roads, the surveillance video is
in a static image so no keyframe is extracted. As shown in
Figure 6, when there are pedestrian objects in the com-
munity parking lot, the classes of surveillance video objects
increase and the keyframes of the classes are extracted.
When the pedestrian object is getting closer to the camera,
the object detection frame and confidence become larger,
and the confidence keyframe is extracted. When the number
of pedestrians changes, the number keyframe is extracted.
According to the extracted keyframes, we further extract key
objects by setting the confidence threshold for the following
super-resolution reconstruction. In the supermarket scene,
the surveillance video mainly monitors the number of
consumers before the product, and the frame that records
the change in the number of consumers is the keyframe. By
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setting the confidence threshold, we can monitor and record
the change frame of the consumer before a certain valuable
product in real time. In road scenes, surveillance video
mainly monitors vehicles and pedestrians, and frames that
record the change in the number, type, and confidence of
vehicles and pedestrians are keyframes.

5.4. Keyframe Object SR Experimental Results.
Surveillance videos suffer from low resolution due to
hardware technology, hardware cost, shooting environment,
network transmission, and so on. To observe the details of
key information, police and security personnel often need to
magnify the image 4 times, 8 times, or even higher. If you
directly magnify an image, the magnified image will miss a
lot of high-frequency information and suffer from low
quality and poor visual perception, making it difficult to

recognize. *e pixel-space-based super-resolution method
can reconstruct SR video frames close to the real image by
optimizing the distance between the super-resolved image
and the real image in the pixel space. However, the
reconstructed frames may lack a lot of high-frequency detail
information, and the visual perception of texture features is
unclear. *erefore, on the basis of super-resolution method
based on pixel space, we further integrate the contextual loss
based on feature space. By optimizing the local features of
the super-resolved image and the real image in the feature
space, we can improve the high-frequency information of
the reconstructed video frames and obtain high-quality SR
images with clear visual perception. It should be noted that,
on the basis of object detection and keyframe selection, we
select key objects from the keyframes according to the
confidence threshold. *e resolution and storage capacity
are often very small and lack high-frequency information.

Supermarket surveillance video detection objects

Community surveillance video detection objects

Road surveillance video detection objects

Figure 5: Object detection results of supermarkets, communities, and roads.
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ESRGAN is the champion solution of the PIRM2018-SR
(region 3) super-resolution competition, which can generate
natural and detailed SR images. SPSR adds gradient map
branches based on ESRGAN to constrain the structure of the
generated image, which improves the authenticity of the SR
image and the quality of visual perception. *erefore, the
SPSR and ESRGAN [29], which can generate rich high-
frequency information, were selected as our comparison
methods. Figures 7–10 show the SR reconstruction results of
the key objects in the three scenarios of roads, communities,
and supermarkets.

We designed an asymmetric deep recursive back-projec-
tion network. We first constructed a back-projection structure
in which the upper and lower sampling units are stacked in
sequence by simulating the human visual system. *en, we
used the cascading projection error and homologous projection
error to correct the loss of the upsampling and downsampling
units. In addition, we improved the SR reconstruction effect by
cascading the outputs of upsampling units of different depths.
We designed a recursive loop and asymmetric structure to
improve the SR reconstruction effect without increasing the
parameters. In the road scene, we choose a tricycle and a taxi

Key frame-281 Key frame-329 Key frame-472

Key frame-69 Key frame-121 Key frame-293

Key frame-32 Key frame-128 Key frame-261

Key objects

Key objects

Key objects

Figure 6: Some keyframes and key objects selected by the keyframe selection algorithm.

LR ESRGAN [29] OursSPSR [24]

Figure 7: Comparison of super-resolved key objects (tricycles) in road surveillance video.
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for reconstruction and make comparison with the SPSR and
ESRGAN. From Figure 7, we can see that the SPSR method
reconstructs the SR image and produces a lot of artifacts, and
many lines do not exist in the LR. *e effect of ESRGAN
reconstruction is typically similar to our method, but the edge
part of the SR video frame reconstructed by our method is
sharper and the visual perception is clearer. *e effect of the
reconstructed taxi in Figure 8 is the same as that of Figure 7.
*e SR video frame reconstructed by SPSR has artifacts on the
underside of the taxi. Our method not only is free of artifacts
but also has better clarity. In the community and supermarket
scenes, we selected a girl, a boy, and two customers in the
supermarket as the key objects for SR reconstruction. In
Figure 10, we can see that the SPSR reconstructs artifacts in

many places, such as the little girl’s face and arms. When using
real-world video frames for reconstruction, SPSR lacks gen-
eralization ability and robustness, while ESRGAN suffers from
a mass of parameters, difficult model training, and insufficient
visual perception quality. Our model uses the least parameters
and achieves the best reconstruction effect.

6. Conclusion

Maintaining and ensuring the safety of the public domain
constitute the foundation of safe and smart cities. Surveil-
lance equipment widely distributed in the public domain can
detect suspicious signs and objects in time, can inquire
information about suspected vehicles and personnel through

LR SPSR [24] ESRGAN [29] Ours

Figure 9: Comparison of super-resolved key objects (customers) in supermarket surveillance video.

LR SPSR [24] ESRGAN [29] Ours

Figure 10: Comparison of super-resolved key objects (children) in community surveillance video.

LR SPSR [24] ESRGAN [29] Ours

Figure 8: Comparison of super-resolved key objects (taxies) in road surveillance video.
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surveillance video, and can provide objective litigation ev-
idence during the investigation and interrogation stage of
the case. Traditional video surveillance systems rely on
manual analysis of video content, which makes it difficult to
effectively play the role of video surveillance. *erefore, we
combine the traditional video surveillance system with ar-
tificial intelligence technology. Firstly, we fuse the object
detection algorithm, keyframe selection algorithm, and
super-resolution reconstruction algorithm to construct a
super-resolution framework for video detection objects,
which provides an effective auxiliary tool for the police
personnel. *en, we employ the object detection algorithm
to detect the object of the surveillance video in real time,
which assists the police and other personnel to track the
suspicious object. Besides, it helps select the type, quantity,
and confidence of the surveillance video frames that have
changed from a large amount of redundant information.
Selecting key information from a large amount of redundant
information can improve the efficiency of video analysis and
reduce manual workload. Finally, to solve the problem that
low-resolution surveillance video cannot be used effectively,
we select the key object from the keyframe for super-res-
olution reconstruction. Combining the advantages of the
pixel-based super-resolution method and the feature space
loss function, we designed an asymmetric deep recursive
back-projection network that can reconstruct the key objects
with high resolution. *e next step of our work is to realize
super-resolution reconstruction of video detection objects
under noise, blur, and other interference in the surveillance
video.

Data Availability

*e video, keyframe and key object images, and SR results
data used to support the findings of this study have been
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Defects in the textile manufacturing process lead to a great waste of resources and further affect the quality of textile products.
Automated quality guarantee of textile fabric materials is one of the most important and demanding computer vision tasks in
textile smart manufacturing. (is survey presents a thorough overview of algorithms for fabric defect detection. First, this review
briefly introduces the importance and inevitability of fabric defect detection towards the era of manufacturing of artificial
intelligence. Second, defect detection methods are categorized into traditional algorithms and learning-based algorithms, and
traditional algorithms are further categorized into statistical, structural, spectral, and model-based algorithms.(e learning-based
algorithms are further divided into conventional machine learning algorithms and deep learning algorithms which are very
popular recently. A systematic literature review on these methods is present. (irdly, the deployments of fabric defect detection
algorithms are discussed in this study. (is paper provides a reference for researchers and engineers on fabric defect detection in
textile manufacturing.

1. Introduction

(e influence of artificial intelligence on industrial field has
far exceeded our expectations [1, 2]. (e vast number of
researchers and engineers are constantly accelerating the
development of industrial intelligence. In 2010, Germany
put forward the Industry 4.0 framework, and the framework
has been promoted and applied widely among the European
Union member states. Subsequently, the United States and
China put forward corresponding plans and policies for
smart manufacturing of their own country. Industry 4.0 is
the inevitable trend of the future development of
manufacturing industry [3].

Industrial artificial intelligence is typical cross-disci-
plinary, which combines knowledge of mechanical, data
science, network, communication, information security, and

other disciplines, and it aims to use artificial intelligence
algorithms to solve industrial problems and improve the
efficiency and security of manufacturing [4, 5]. Towards
industry 4.0, the textile manufacturing industry also needs to
find its own way to adapt the manufacturing process. Textile
manufacturing is a large-scale and complicated industry.(e
textile manufacturing process consists of a series of complex
and orderly processes, mainly including spinning, weaving,
dyeing, printing and finishing, and garments manufacturing.
(e stability and quality of the textile fabric produced by the
whole production line are crucial to any enterprise [4].

(ere are many factors that affect the final product on
the production line of textile manufacturing, such as ma-
terial quality, mechanical factors, dye type, yarn size, and
human factors [5]. In general, textile fabric defects refer to
defects on the surface of the fabric. (ere are many types of
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fabric defects, most of which are caused by process problems
and machine malfunctions. Defects will affect the quality of
the final product, resulting in a great waste of all kinds of
resources [6, 7]. In the process of fabric manufacturing, the
defects in the previous stage will affect the later stage.
(erefore, early detection of fabric defects can reduce the
loss of enterprises earlier and faster [8]. (erefore, effective
fabric defect detection is one of the key measures for modern
fabric manufacturers to control cost and enhance product
value and core competence.

Inmodern textile manufacturing, automatic fabric defect
is an important way to ensure the textile quality [9]. For long,
fabric defect detection is implemented by manual visual
inspection which is inadequate and expensive in the
meantime. Accordingly, automatic fabric defect detection is
necessary for the textile industry to reduce cost and increase
productivity. (e core of a complete online textile fabric
defect detection system is the detection algorithms. Many
researchers and engineers in this field have devoted them-
selves to the design of robust and efficient algorithms within
the past few decades [10]. Compared to manual fabric de-
fects detection, the automatic detection systems are more
effective with higher efficiency. Fabric defect detection has
been a hot research field in computer science and technology
and mechanical engineering. (is paper provides not only
the algorithms for the researchers but also the deployment
problems for the practitioners [11].

(is review summarizes and classifies the methods of
fabric defect detection in a broader scope. A total of more
than 2,000 articles were retrieved, from which 128 articles
were included in this review. (e main search terms used
for retrieval are “Fabric defect detection,” “textile in-
spection,” “fabric defect recognition,” “automatic textile
Manufacturing,” etc. In addition to the traditional and
classical methods mentioned in the previous reviews, this
review discusses and compares the algorithms of deep
learning algorithms in defect detection which are very
popular in recent years. Finally, the deployment of the
algorithm is also discussed; for the algorithm, the de-
ployment is also very important to the accuracy and ef-
ficiency of the system implementation. It is hoped that this
review will provide some help and suggestions for the
application of AI in fabric manufacturing.

2. Fabric Defect Detection Methods

Fabric defect detection algorithms are roughly divided
into two categories in this study, traditional algorithms
and learning-based algorithms, as shown in Figure 1. Most
of the traditional algorithms are based on feature engi-
neering with prior knowledge, covering statistical,
structural, spectral, and model-based methods. (e
learning-based algorithms can be further divided into
classical machine learning algorithms and deep learning
algorithms. Machine learning uses mathematical algo-
rithms to learn and analyze data to make predictions and
take decisions in the future, which has been widely
employed in recent years and achieved stratifying results
in various disciplines and industries.

2.1. Traditional Algorithms

2.1.1. Statistical Algorithms. Statistical approaches utilize the
spatial distribution of gray values in images [12], such as
gray-level co-occurrence matrices (GLCM), autocorrelation
analysis, and fractal dimension features.

Raheja et al. present an automated fabric defect detection
system utilizing GLCM. In this approach, a signal graph is
constructed with GLMC statistics and interpixel distance.
(en a comparison between nondefective image and test
image is made. Additionally, a Gabor filter based approach is
utilized to detect the defects in this study. (e conclusion is
made that GLCM based algorithms generate higher detec-
tion accuracies and less computational complexity [13, 14].

Anandan et al. [15] combine the GLCM and curvelet
transform (CT) by extracting the eigenvector of the defect
which makes the fabric defect features more evident. (e
experiments show the effectiveness of the proposed algo-
rithm with comparison to GLCM and wavelet-based
methods, respectively.

Kumar et al. [16] design a statistical approach for
identifying defects in fabric images using eigenvalues. Using
the coefficient of variation, defective portions of the fabric
images are identified. (is method is simple and easy to use
according to the experiments in the work.

Intending to effectively detect fabric defects, Song et al.
[17] calculate the membership degree of each fabric region.
Utilizing the extreme point density map of the image
combined with the features of the membership function
region, the saliency of defect regions is obtained. (e whole
scheme further adopts a threshold method and morpho-
logical processing. (e author states this algorithm can
detect fabric defects efficiently and accurately in the presence
of noise and background texture interference.

Gharsallah et al. [18] present a fabric defect detection
approach utilizing an improved anisotropic diffusion filter
and saliency image features. Given that the conventional
anisotropic diffusion methods cannot identify the defect
edge which is confused with the background texture, the
improved anisotropic diffusion method combines the local
gradient magnitude with a saliency map. (is approach can
effectively remove the texture background and retain the
image defect edge.

Table 1lists several statistical algorithms used for textile
fabric defect detection in brief.

2.1.2. Spectral Approach. Fourier transform, Gabor trans-
form, wavelet transform, and discrete cosine transform
[22–24] are the representative method of spectral methods.
(ese algorithms mentioned in this survey are listed in
Table 2. Fourier transform, wavelet transform, and Gabor
transform-based methods have been thoroughly studied and
tested on fabric defect detection applications.

Li et al. [32] propose an algorithm employing a multi-
scale wavelet transform and Gaussian mixture model for
automated fabric defect detection. A textile fabric image was
decomposed by the “Pyramid” wavelet transform and then
reconstructed using thresholding method. Next, the
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Gaussian mixture model was utilized to segment the
reconstructed image. (e experiments demonstrate the ef-
fectiveness of the proposed algorithm for detecting and
segmenting the defect images.

Rebhi et al. [33] present a fabric defect detection ap-
proach using local homogeneity information and discrete
cosine transform (DCT). DCT was applied to the newly
calculated homogeneity image and different energy features
of all DCT blocks are then extracted. And the extracted
features are fed into the feedforward neural networks
classifier.

2.1.3. Structural Approach. One effective way for seg-
menting defective area on the patterned textile fabric image
is the golden image subtraction (GIS) method. Ngan et al.
proposed a method named wavelet preprocessed golden
image subtraction (WGIS) [34]. Additionally, wavelet
transforms, GIS, and WGIS methods are compared in this
study, and the proposed WGIS achieved the best perfor-
mance among them.

Jia and Liang [35] segment the fabric images into
nonoverlapping regions named lattices and then the simi-
larity of these lattices are calculated in the feature space. (e
proposed Isotropic Lattice Segmentation (ILS) method
shows satisfying results on the box and star pattern image
database. Jia et al. brought up another approach in their later
study [36] on the basis of lattice segmentation and lattice
templates. In this study, the lattices are segmented according
to different placement rules of texture primitives that belong
to different classes. (e distances of undetermined lattice

and lattice template are calculated, and the lattices are
regarded as the defective area when the distances are larger
than a certain threshold. (e algorithm is further improved
by adding template statistics which are learned from defect-
free images in [37].

Another template-based correction approach for fabric
images with periodical structure is introduced in Chang’s work
[38]. A fabric image is divided into lattices due to variation
regularity and correction is then made to reduce the lattice
misalignment. (e defective lattices are first located and defect
regions are segmented at a later step. Based on its assumptions,
the lattice segmentation and template-based correction algo-
rithms are more suitable for patterned fabric images.

Shi et al. [39] propose a method using low-rank de-
composition of gradient information combined with
structured graph. (e fabric image is first divided into
defect-free regions and defect regions based on the struc-
tured graph information. Adaptive thresholding is utilized
during the lattice merging step. Finally, the matrix de-
composition is calculated under the prior information from
the segmentation results; thus the defect regions are em-
phasized.(e presentedmethod outperforms other methods
on a standard database.

Abouelela et al. [40] design a fabric defect detection
system employing simple statistical features such as median,
mean, and variance. (e author holds that time efficiency is
crucial to any industrial procedure. (erefore, the author
exchanged the complexity of simple features calculation for
real-time performance. (e proposed algorithm is better at
detecting defects that vary drastically in the physical
dimension.

Structural
methods

Model-based
methods

Traditional methods Learning-based methods

Classical machine
learning methods

Deep learning
methods 

Statistical
methods 

Spectral methods

Figure 1: An overview of the defect detection methods covered in this review.

Table 1: Statistical algorithms for fabric defect detection.

Author Proposed method Dataset Evaluation
Sayed [19] Entropy filtering and minimum error thresholding TILDA dataset Detection success rate

Kumari [20] Sylvester matrix based similarity method KTH-TIPS-I and KTH-
TIPS-II

False positives and false
negatives

Chetverikov and
Hanbury [21]

Based on two fundamental structural properties, regularity
and local orientation (anisotropy)

Brodatz images and
TILDA dataset Detection success rate
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2.1.4. Model-Based Methods. Ngan et al. propose motif-
based methods for detecting defects in 2D patterned texture.
(is kind of methods is based on the assumption that
patterned images can be divided into lattices and motifs.
And further energy of moving subtraction is calculated to
differentiate defective and defect-free region [41]. In order to
reduce the detection rate of false positives and false nega-
tives, the Gaussian mixture model is used to represent the
energy variance value [42]. K-means clustering is applied to
the data and the convex hull of each cluster is calculated in
that fitting ellipsoidal region.

Lucia et al. propose an algorithm for detecting the fabric
defects in uniformly structured textile fabric images. (e
algorithm includes two stages: the feature extraction stage
and the defect recognition stage. In the first stage, the
symmetric Gabor filter bank and principal component
analysis are utilized for feature extraction, and in the second
stage, the Euclidean norm of features is calculated and
compared for defect recognition. (is algorithm is designed
on a patch basis and proved to be effective on the public
TILDA database [43].

For environment-friendly textiles, Shu et al. [44] adopt
an algorithm based on principal component analysis and
nonlocal average filtering to enhance the fabric texture and
reduce the noise. A texture-based defect measurement
method is used for calculating the similarity; thus defect and
nondefect areas can be distinguished.

Some researchers treat the fabric defect detection problem
as a one-class classification. Bu et al. [45, 46] propose a method
based on the support vector data description (SVDD)model. In
the training stage, themultiple fractal features are extracted and
the optimal parameters are selected for the Gaussian kernel
function. (e detection results on several datasets demonstrate
that this combination is effective. Bu et al. [47] also present

another method using SVDDmodel, and the features extracted
in this method are based on autoregressive (AR) spectral es-
timation model combined with Burg algorithm.

With analysis on statistical model-based methods,
Campbell et al. [48] propose two model-based methods in
their study. (e first method states the maximum likelihood
of image binarization. (e other method is mainly for defect
detection in repeated weaving patterns; thus the discrete
Fourier transformation is utilized for texture analysis. In the
end, a model-based clustering method is applied to delineate
the defective regions.

For the detection of patterned fabrics, Tsang et al. [49]
propose a method named Elo rating (ER) in line with the
spirit of sports. (e fabric images are divided into standard-
size partitions. Matches are calculated between partitions
and revised through an Elo point matrix. (e defect area
(partition) will win the competition as a powerful player.
(is presented method was tested on dot-, star-, and box-
patterned fabrics database and obtained comparable results
to the most advanced method.

2.2. Learning-Based Algorithms

2.2.1. Classical Machine Learning Algorithms

(1) Dictionary Learning-Based Algorithms. Many researchers
have validated the effectiveness of dictionary learning-based
algorithms dealing with textile fabric defect detection
problems [50, 51]. (e general steps of these algorithms: first
a dictionary is learned from the training or test image, and
then a fabric image without defects is reconstructed using
the learned dictionary; thenceforth the detection is imple-
mented by subtracting the reconstructed image from the test

Table 2: Spectral algorithms for fabric defect detection.

Author Proposed method Dataset Evaluation

Sulochan [25] Multiscale wavelet features and fuzzy C-
means clustering

Real and computer-simulated
fabric images Detection error rate

Vermaak et al.
[26]

Dual-tree complex wavelet transform
(DTCWT) TILDA dataset Detection success rate

Liu and Zheng
[27]

(e method based on information entropy
and frequency domain saliency

Database created by the
research associate of the

industrial automation research
laboratory

ACC, true positive rate(TPR), false
positive rate(FPR), positive predictive
value (PPV), negative predictive value

(NPV), time, F-measure

Di et al. [28]

L0 gradient minimization method and
two-dimensional fractional Fourier

transform (2D-FRFT) for obtaining the
saliency map of the quaternion image

Dataset from automation
laboratory fabric database of

Hong Kong University

True positive (TP), false positive (FP),
true negative (TN), and false negative

(FN)

Jing [29] Gabor preprocessed golden image
subtraction

Industrial automation
laboratory at the University of
Hong Kong and the TILD

database

Detection success rate

Mohammed and
Alhamdani [30]

Fuzzy back propagation neural network
(FBPNN) with Gabor features Collected dataset Detection success rate

Yapi et al. [31] Using learning-based local textural
distributions in the contourlet domain TILDA database

(TP, FP, TN, and FN) local precision
(PL), local recall (RL), and local accuracy

(ACCL)
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image. Recently, many algorithms based on low-rank rep-
resentation have been brought up in the application of fabric
defect inspection. In order to solve the optimization problem
of the objective function, many methods reduce the low-
rank decomposition problem to the nuclear minimization
(NNM) problem.

Li et al. propose an algorithm on the basis of biological
vision modeling.(e biological visual saliency is modeled by
low-rank representation (LRR); thus the fabric image is
decomposed into salient defect regions and defect-free
backgrounds [52].

Li et al. [53] model a defect-free region as a low-rank
structure and the defect region as a sparse structure. (us a
fabric image can be regarded as the sum of a low-rankmatrix
and a sparse matrix. For dimensionality reduction, instead of
singular value decomposition (SVD) on the matrix of the
original image, the presented method uses eigenvalue de-
composition on blocked image matrix. (erefore, this
method is easy to implement and works well given that the
contrast of the fabric image is sufficient.

Table 3tabulates some other dictionary learning-based
algorithms using low-rank decomposition.

Shi et al. [39] point out two shortcomings of the low-
rank decomposition. One is that existing low-rank de-
composition models barely detect the defect regions with
high gradients. And the other shortcoming is that small
defect area or complex area will be incorrectly segmented
given the inaccuracy of prior information. To overcome
these shortcomings, Shi et al. propose a low-rank decom-
position method utilizing gradient information combined
with structured graph algorithm. (e proposed method
outperforms others on the point, box, and star databases.

Traditional machine learning algorithms, such as KNN
[63] and neural network [64], are widely used in fabric
defection detection problems. And feature engineering is
one of the major processes in the machine learning life cycle.

Mak et al. extracted [65] four novel fractal features and
employed support vector data description (SVDD), which is
a support vector machine learning algorithm used for one-
class classification, for fabric defect detection in his work.

Zhang et al. propose an approach employing the radial
basis function (RBF) network. Gaussian mixture model
(GMM) is utilized to improve the accuracy of Gaussian RBF
parameter estimation. (e validity of the proposed method
has been proved on multiple class datasets [66].

Tian and Li [67] propose an autoencoder-based method
for fabric defect detection by exploring similarities between
image patches. Utilizing the repeated texture pattern, similar
nondefective patches were found for each candidate defect
patch and the corresponding latent variables were weighted
and combined according to which the original latent variable
can be modified. Experimental results manifest the effec-
tiveness of the proposed algorithm.

Yapi et al. [68] consider this problem as a binary
problem. A compact and accurate feature set was extracted
by statistical modeling of multiscale contourlet decompo-
sition, and then a Bayesian classifier (BC) is used to classify
the defect and nondefect classes. (is algorithm obtained
high precision detection with real-time efficiency.

Some other traditional machine learning algorithms for
fabric defect detection are shown in Table 4.

2.2.2. Deep Learning Algorithms. Recently, many re-
searchers have applied deep learning techniques to fabric
defect detection problems and have achieved satisfying re-
sults [72, 73] for the improvement of textile product quality
and production efficiency [74]. Although deep learning
methods have been proved to be powerful when dealing with
segmentation and classification problems, there are still
some problems in the practical application of specific in-
dustries [75]. First of all, the actual textile production line
requires high real-time performance of the algorithm, which
is the demand of high execution efficiency. Furthermore,
compared to normal defect-free samples, the defective image
data is difficult to obtain, which brings challenges to the
training process of deep learning [76].

At present, the deep learning-based object detector can
be classified as one-stage detectors and two-stage detectors
[77]. Classical deep learning algorithms for object detection
are listed in Table 5. In general, one-stage detectors have fast
detection speed to meet the requirements of online detec-
tion, but the detection accuracy usually fails to meet re-
quirements. In contrast, the two-stage algorithms have
higher detection accuracy, but its detection speed is difficult
to meet the real-time requirements of the algorithm in
production scenes. In the field of fabric defect detection, the
advantages and disadvantages of one-stage and two-stage
detection algorithms are quite similar to those in other fields.
(e two-stage algorithm has higher accuracy but slower
speed than the one-stage algorithm. In the actual application
of textile industry, we hope that, under the premise of
satisfying the detection accuracy, the faster the detection
speed, the better.(erefore, the algorithm should be selected
according to the actual application scenarios and require-
ments to find the balance between efficiency and accuracy.

(1) One-Stage Detection Algorithms. One-stage detection
algorithm does not have a separate proposal generation
phase. Typically, these algorithms treat all locations on the
image as potential objects and manage to categorize each
interest region into a target object or background.

(e recently proposed single shot multibox detector
(SSD) is a typical one-stage detector that has obtained good
detection performance in object detection. (is algorithm is
designed based on a convolutional neural network (CNN).
Some improvements have been made for the fabrics defect
scenario by Liu et al. [78] and the experimental results show
rationality and effectiveness.

Ouyang et al. [79] present a CNN based algorithm for
on-loom fabric defect inspection. (is proposed algorithm
introduces a dynamic activation layer utilizing the defect
probability information with a pairwise potential function to
a CNN.(is algorithm obtains good results dealing with the
unbalanced data classification problem.

Deep convolutional neural network (DCNN) based
algorithms have achieved satisfactory results on visual
tasks and have been widely used in industrial scenarios.
Liu et al. [80] employ DCNN to detect fabric defects with
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complicated textures. (is proposed approach is partic-
ularly designed for real textile production environment
with limited resources. A series of improvements have
been done to make the detection more effective. Zhou
et al. propose an efficient DCNN architecture focusing on
the problem of fabric defect detection, called Efficient
Defect Detectors (EDDs) [81]. To extract more low-level
features, EDDs adjust the input resolution, depth, and
width using a scaling strategy.(e improvement proved to
be effective when compared with existing fabric defect
detection algorithms.

Xu et al. [82] propose a novel detection network named
de-deformation defect detection network (D4Net). (is

model is composed of reference generation, de-deformation
network, and marginal loss. (e most suitable reference is
selected and paired with the input image and then is sent
into the de-deformation network. (e dissimilarities are

Table 3: Dictionary learning algorithms for fabric defect detection.

Author Proposed method Dataset Evaluation

Li et al.
[52] Low-rank representation (LRR)

(1) TILDA fabric images dataset; (2)
dataset from the research associate of

industrial automation research
laboratory

Precision and recall

Li et al.
[53] Low-rank representation 500 fabric images from the textile kind

C1 of the TILDA database
(a) Sensitivity and specificity; (b) false
alarm rate (FAR), missing rate (MR)

Gao et al.
[54] Gabor filter and tensor low-rank recovery

Dataset from the research associate of
industrial automation research

laboratory

Receiver operating characteristic
curve (ROC)

Shi et al.
[39, 47]

Low-rank decomposition with gradient
information

Dataset from the research associate of
industrial automation research

laboratory
TPR, FPR, PPV, NPV

Liu et al.
[55–57]

Multi-scale convolutional neural network and
low-rank decomposition model

(1) TILDA fabric images dataset; (2)
dataset from the research associate of

industrial automation research
laboratory

Means and standard deviations of
average precisions, recalls, F-

measure, and mean absolute error
(MAE)

Mo et al.
[58]

Weighted double-low-rank decomposition
method (WDLRD) to treat the matrix singular

values differently by assigning different
weights

Database is from the research associate
of industrial automation research

laboratory, HKBU

Visual defect locating results, the
metrics of false alarm, recall,

precision, accuracy, and F-measure

Li et al.
[59]

Low-rank decomposition of multichannel
feature matrices

(1) TILDA fabric images dataset; (2)
dataset from the research associate of

industrial automation research
laboratory

ROC curves and precision-recall (PR)
curves

Yang et al.
[60]

Sparse and dense mixed low-rank
decomposition

Real-world samples of 512∗512 with
256-gray levels Saliency map (qualitative)

Wang
et al. [61]

A randomized low-rank and sparse matrix
decomposition model named GoDec

Fabric image dataset collected by Dr.
Henry Y. T. Ngan [62] Precision, recall, and F-measure

Table 5: Deep learning algorithms for detecting object.

One-stage detectors Two-stage detectors
YOLO Faster RCNN
SSD Mask RCNN
YOLOv2/v3/v4 Cascade RCNN
RefineDet FPN
RetinaNet R-FCN

Table 4: Traditional machine learning algorithms for fabric defect detection.

Author Proposed method Dataset Evaluation

Wang et al. [63]
Multiview stereo vision (MVS) and bag-of-
features (BOF), K-nearest neighbor (KNN)

algorithm
Collected dataset Detection success rate

Priyanka and
Manish [69] Artificial neural networks (ANN) Collected dataset Detection success rate

Bumrungkun
[70]

Snake active contour and support vector
machines Collected dataset Recognition accuracy

detection success rate

Zhang et al. [71]
L0 gradient minimization (LGM) and the
fuzzy c-means (FCM) method to detect

various fabric defects with diverse textures

Images from the automation laboratory
sample database of Hong Kong University,
TILDA textile texture database, and Guang

Dong Esquel Textiles

ACC, TPR, FPR, PPV,
and IOU (intersection

over union)
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calculated and enhanced by the marginal loss. Experiments
on a large industrial database containing 67K images have
been done and the results show that the algorithm out-
performs other algorithms especially for large pattern fabric
images.

Peng et al. put forward a detection algorithm called
Priori Anchor Convolutional Neural Network (PRAN-Net)
to fix this problem. Feature Pyramid Network (FPN) is
utilized to selected multiscale feature maps and then sparse
priori anchors are generated based on ground truth boxes
[83].

Li et al. [84] propose an architecture using several
microarchitectures. (e microarchitecture is constructed of
multiscale analysis, filter factorization, multilocation pool-
ing, and parameters reduction, thus making the network a
compact one. With the small model size, the proposed net
worked well on fabric defect detection.

(2) Two-Stage Detection Algorithms. With regard to two-
stage detectors, a sparse set of proposals is generated in the
first stage and in the second stage, and the features of
generated proposals are sent into DCNN for prediction
results. As a remarkable two-stage detector, Faster R-CNN is
an object detection model that improves on Fast R-CNN by
utilizing a region proposal network (RPN) with the CNN
model. Some researchers utilize the modified Faster R-CNN
model for fabric defect detection [85–87]. Jun et al. [88]
propose a framework that utilized the Inception-V1 model
and LeNet-5 model. (is approach includes local defect
prediction in the first stage and global defect recognition in
the second stage.

Table 6 lists some other deep learning algorithms utilized
in textile fabric defect applications.

In recent years, Generative Adversarial Networks
(GANs) have attracted a lot of attention [97, 98]. GANs and
related algorithms have been widely used in a range of
computer vision and computer graphics applications, such
as image synthesis and video generation. GAN based fabric
defect detection algorithms can automatically adapt to
different fabric textures by learning existing fabric defect
samples [99]. Liu et al. design a deep semantic segmentation
network to detect fabric defects. (ey train a multistage
GAN model to synthesize reasonable defect samples from
nondefect samples. (e performance of the method was
verified by comprehensive experiments on all sorts of typical
fabric image samples.

Le et al. [100] utilize Wasserstein generative adversarial
nets (WGANs) combined with transfer learning techniques
and multimodel ensembling framework. (e effectiveness of
the proposed scheme is demonstrated on unbalanced and
rare datasets of images with defects.

Inspired by biological visual perception mechanism,
Zhao et al. [101] describe a CNNmodel based on visual long-
short-termmemory (VLSTM).(ree types of features, visual
perception features, visual short-term memory (VSTM)
features, and visual long-termmemory (VLTM) features, are
extracted by stacked convolutional autoencoders, a shallow
CNN, and nonlocal neural networks, respectively. Experi-
ments have been done on three public datasets and results

show that the proposed algorithm is comparable to state-of-
the-art algorithms.

Traditional saliency detection models usually rely on
hand-crafted features to capture the information of global
context and local details. Researchers add the attention
mechanism to deal with fabric defect detection problems.
Wang et al. [102] propose a deep saliency detection model
that incorporated self-attention mechanism into a CNN for
fabric defect detection. Multiscale feature maps are gener-
ated from a fully convolutional network, and a self-attention
module is used to coordinate the dependence between the
features of different layers. (e self-attention mechanism in
this algorithm proved to be very effective with complex or
blurred defects.

Some studies combine the traditional and deep learning
methods. Wang et al. [103] extracted global deep features
using CNN in combination with handcrafted low-level
features, and nonconvex robust PCA regularized by non-
convex total variation are employed to data processing and
noise reduction. (en a segmentation algorithm is used to
segment the saliency map to obtain the defect area.

3. Application and Deployment

When it comes to the deployment phase, there will be a lot of
engineering implementation problems [104, 105]. Realizing
an intelligent textile system in the real textile manufacturing
process covers many aspects, involving the Internet of
(ings (IoT) [106], cyber-physical systems (CPS) [107], and
more [108, 109].

3.1. Hardware Selection of Detection System. (e basic
components of image acquisition system are very impor-
tant for the deployment work and therefore the hardware
selection is critical for subsequent detection work [110].
Hardware such as cameras, lens, lights, and frame grabber
is an important factor. Different hardware corresponds to
different subsequent algorithms. For instance, Yildiz et al.
[111] present a new fabric defect detection method for
using a thermal camera. Fabric images obtained by the
thermal imaging camera have their own image charac-
teristics. (e algorithm can be designed utilizing thermal
differences between defect and defect-free areas and to
improve the detection accuracy and efficiency while re-
ducing the cost.

Different from visual inspection systems, Fang et al.
[112] introduce a tactile inspection system for fabric defect
detection. (e system design is mainly based on a visual
tactile sensor, which consists of several LEDs, a camera, and
an elastic sensing layer. (is system captures detailed in-
formation of surface structure neglecting of color and
pattern; thus the algorithm designed in this study is mainly
based on the structural information obtained from the tactile
sensor.

In addition, the conveyor belt used for conveying cloth
on the production line will also affect the image taking speed
[113]. (erefore, the hardware selection of the entire system
needs to be considered as a whole.
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3.2. Dataset. (is review lists a lot of learning-based al-
gorithms. Although this type of method is very effective, it
requires a large number of labeled fabric images with
defects. However, it is very difficult to collect a fair
amount of fabric defect image data in industrial scenes
[114]. (erefore, many researchers employ semi-
supervised and unsupervised learning algorithms for the
detection [115]. In addition, some studies utilize non-
defect image data and synthetic defective image data
generated by using defect characteristics based on expert
knowledge [91]. Chen et al. [116] propose a data aug-
mentation method based on automatic image acquisition.
Different image acquisition angles, various acquisition
scenes, and random illumination conditions are designed
for image collection as a simulation under the actual
textile production scene.

In addition, the diversity of fabric defects and unbal-
anced categories bring actual challenges to fabric defect
detection [86]. For instance, the multiscale defects in the
fabric image will greatly increase the complexity and
computation of the model; thus the designed fabric defect
detection model of appropriate size must be able to meet the
multiscale target detection.

3.3. Real Time of the Algorithm. Generally, the actual fabric
defect detection task is implemented online on a platform
with limited computing power. (us the algorithms of
online defect detection systems need to be accurate, efficient,
and robust [117]. (erefore, the robustness and efficiency of
the algorithm are critical to the actual production line. (e
computational cost of different algorithms is a critical
consideration.

However, there are many other problems that exist in the
textile production scenario. In order to obtain better image data
and detection results, most existing algorithms require textile to
be flattened. (erefore, some scholars design defect detection
algorithms specifically for textiles with uneven and diverse
shapes [118].(is consideration is closer to real-world settings.

Shunji et al. [119] design a detection method for tubular
knitted fabric which is produced by a circular knitting
machine. Vertical defects in circular knitted fabrics are
caused by damaged needles. Once a vertical defect occurs
during knitting, it will continue to exist unless the damaged
needle is replaced with a new one.

In general, there is no real-time quality control system
that can guarantee the quality in the production of noncrimp
fabrics. (e embedded system proposed by Schmitt et al.
[120] ensures that all steps of image acquisition, processing,
and evaluation can be executed in real time. (e advantage
of this proposed system is that real-time, accurate, and
robust performance of the algorithm is ensured by detecting
fiber orientation under industrial conditions.

In practical applications, fabric defect detection algo-
rithms must not only ensure detection accuracy but also
guarantee its applicability to hardware platforms with limited
resources. Currently, the accuracy of existing detection
models is low.(is is due in large part to multiscale defects in
the fabric image; so, the fabric defect detection model must be
able to meet multiscale object detection. However, even the
best model is still troubled by the large size of the problem.
(erefore, we must consider ways to reduce the size of the
model. Inspired by the successful use of deep convolutional
neural networks (DCNN) for target detection, we propose a
wide-and-light network structure called WALNet.

Table 6: Deep learning-based algorithms for fabric defect detection.

Author Proposed or tested model Categorize Dataset Evaluation

Jing et al. [89] Mobile-Unet One-stage

Benchmark databases, the fabric images
database (FID), and yarn dyed fabric
images (YFI), in which all images are
manually annotated segmentation

Pixel accuracy (PA) and IoU

Hong-wei
hang [90] YOLOV2 One-stage Collected dataset (276) IOU, recall, and precision

Young-Joo
Han [91]

Stacked convolutional
autoencoders One-stage Synthetic and collected dataset Recall, precision, and F-score

Xinying He
[92]

Adaptive method based on
DenseNet-SSD One-stage Collected dataset (2072)

Calculate localization loss
(loc) and confidence loss

(conf)

Mohammed
et al. [93]

A multilayer perceptron with a
Levenberg–Marquardt (LM)

algorithm
One-stage Collected dataset (217) Specificity, accuracy, and

sensitivity

Shuang mei
[94]

Multiscale convolutional
denoising autoencoder network

model
One-stage Four datasets: fabrics, KTH-TIPS,

Kylberg texture, and ms-texture
Recall, precision, and F1-

measure

Huosheng Xie
[95] Improved RefineDet One-stage

TILDA dataset, Hong Kong patterned
textures database, and DAGM2007

dataset

Precision (P), recall I, F1-
score, mean average precision
(mAP), model parameter

(param.)
Yanqing
Huang [96]

Segmentation network and
decision network Two-stage Dark redfFabric (DRF), light blue fabric

(LBF) and patterned texture fabric (PTF)
Frames per second (FPS)

Avg-IoU and Avg-P
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4. Discussion

Fabric defects correspond to defects on the surface of the
textile fabric. Most fabric defects are caused by machine or
process faults and malfunctions. (e existence of fabric
defects greatly reduces the sale and use of textiles. Textile
manufacturing companies need to upgrade equipment and
technology to maintain growth and competitiveness.

(e sensing, storage, and computing capabilities of
automated fabric detection systems based on computer
vision will continue to improve. (e development of
hardware and algorithms will greatly affect the accuracy of
detection and the ease of deployment.

Besides the fabric defect detection phase discussed in this
survey, there is a lot of work that needs to be done during the
whole textile manufacturing process. A lot of research works
have been proposed for yarn production, fabric
manufacturing, and finishing process utilizing learning-
based methods. Huynh [121] proposes an online fabric
defect prediction method based on the back propagation
neural network models. (e acquired data is collected in the
form of time series and then converted into regional data
based on the control chart. (e proposed model can predict
the defect types in advance and thus can reduce the workload
of quality control in the production process.

In the future, more work needs to be done in the process of
moving towards Industry 4.0 [122, 123]. Smart manufacturing
integrates various technologies, covering robotics, CPS, IoT, big
data analytics [124], and cloud computing. CPS is an engi-
neering system that seamlessly integrates physical and com-
putational components [125]. Adding artificial intelligence, big
data analysis, and cloud services to the IoTecosystem is the key
development direction of CPS in the future.

5. Conclusions

(is paper presents a systematic literature review on au-
tomatic fabric defect detection methods of the textile in-
dustry smart manufacturing. All the methods covered in this
work are roughly classified into twomain categories, namely,
traditional algorithms and learning-based algorithms. (ere
are no clear boundaries between the different categories. To
realize a better detection result, the researchers often
combine different algorithms. (e research results of this
survey also confirmed that better results can be obtained by
combining different methods and thus provide suggestions
and ideas for further research. Accurate, efficient, and robust
fabric defect detection algorithms are necessary to develop
fully automated web detection systems.

(e automatic textile fabric defect detection technology
based on computer vision has attracted great attention of
researchers. With the development of new object detection
algorithms, computational capabilities, and sensor tech-
nology and industry, computer-vision based textile defect
detection techniques will continue to evolve at a high speed.
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Due to the growth and popularity of the internet, cyber security remains, and will continue, to be an important issue. )ere are
many network traffic classification methods or malware identification approaches that have been proposed to solve this problem.
However, the existing methods are not well suited to help security experts effectively solve this challenge due to their low accuracy
and high false positive rate. To this end, we employ a machine learning-based classification approach to identify malware. )e
approach extracts features from network traffic and reduces the dimensionality of the features, which can effectively improve the
accuracy of identification. Furthermore, we propose an improved SVM algorithm for classifying the network traffic dubbed
Optimized Facile Support Vector Machine (OFSVM).)e OFSVM algorithm solves the problem that the original SVM algorithm
is not satisfactory for classification from two aspects, i.e., parameter optimization and kernel function selection. )erefore, in this
paper, we present an approach for identifying malware in network traffic, called Network Traffic Malware Identification (NTMI).
To evaluate the effectiveness of the NTMI approach proposed in this paper, we collect four real network traffic datasets and use a
publicly available dataset CAIDA for our experiments. Evaluation results suggest that the NTMI approach can lead to higher
accuracy while achieving a lower false positive rate compared with other identification methods. On average, the NTMI approach
achieves an accuracy of 92.5% and a false positive rate of 5.527%.

1. Introduction

With the growth of the internet, network attacks are be-
coming increasingly frequent, and cyber security has become
a problem that security experts urgently need to solve. Since
we cannot prevent the generation of network attacks, an
alternative approach is to automatically identify malware in
network traffic. )ere are many network traffic classification
methods for identifying malware in network traffic. How-
ever, these methods have two major drawbacks, i.e., in-
curring low accuracy and leading to high false positive rate.
For this purpose, we propose an identification approach for
malware in network traffic.

For machine learning-based classifiers, the first step is to
extract the features of the data. However, not every feature
will have the same impact on the classification. )is means
that some features are easier to use for classification, while

others play a minimal role. Additionally, for large-scale data,
we extract a very large number of features, which is not
conducive to classification. )erefore, we need to preprocess
the data. In this paper, we apply the stratified sampling
technique to sample some data from the original dataset as
experimental samples. )e samples extracted by this tech-
nique will restore the features of the dataset to the maximum
extent and will not generate too many redundant features.
We first apply ReliefF algorithm [1] to extract the features of
the network traffic in this paper. To further improve the
accuracy of the classifier, we perform a dimensionality re-
duction operation on the extracted features. )is is equiv-
alent to turning a complex problem with high
dimensionality into a simple problem with low dimen-
sionality, which helps in classification.

Each machine learning-based classifier has its own suit-
able application scenario. In [2], Shafiq et al. verified that the
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decision tree gives the best classification results for network
traffic. However, Cao et al. [3] improved the SVM algorithm
to obtain higher accuracy than the decision tree. In this paper,
we improve the SVM algorithm for classifying network traffic
in terms of both parameter optimization and kernel function
selection. In our independent experiments, on average, the
radial basis function kernel can achieve an accuracy of 88.3%.
)erefore, we finally choose radial basis function kernel as the
kernel function of the SVM algorithm.)is leads to the design
and implementation of an improved SVM algorithm, called
OFSVM.)e accuracy of the sigmoid kernel is comparable to
that of the radial basis function kernel. However, the overall
result is not as good as the radial basis function kernel, i.e.,
with the average results, 85.92% for the sigmoid kernel vs.
88.3% for the radial basis function kernel.

)is paper proposes an approach for identifying mal-
ware in network traffic by preprocessing the original dataset
and applying feature extraction as well as feature dimen-
sionality reduction to extract the major features and finally
classify them using the OFSVM algorithm proposed in this
paper to identify malware in network traffic. To show the
usefulness of the NTMI approach, we apply it to four
network traffic datasets we collected and a public common
dataset. Furthermore, we compared the approach with
existing identification methods (namely, SVM [4], LA-SVM
[5], naive Bayes [6], and decision tree [7]). Experimental
results show that the NTMI approach can achieve higher
accuracy and lower false positive rate. Considering four
datasets, on average, the NTMI can achieve 92.5% accuracy
and 5.527% FPR.

In this paper, we present a malware identification ap-
proach and make three contributions.

First, we propose an improved SVM algorithm for more
accurate classification of network traffic from two aspects:
parameter optimization and kernel function selection. Ad-
ditionally, we compare it with SVM algorithms using other
kernel functions. Considering all together, it can be con-
cluded that the algorithm proposed in this paper achieves the
highest accuracy.

Second, we sample the original dataset and process the
data using feature dimensionality reduction methods. )e
purpose of all these operations is to extract the major fea-
tures of the data to reduce the impact of redundant and
minor features on the classification results. )e classification
is then performed using the OFSVM algorithm proposed in
this paper. Evaluation results demonstrate that the NTMI
approach can lead to the highest identification performance
compared to other methods.

)ird, to show the usefulness of the NTMI approach, we
capture real network traffic at different times of the week and
selected 10% of the data in the public dataset CAIDA as the
experimental data.

)e rest of the paper is organized as follows. In Section 2,
we present some previous methods related to network traffic
classification, and in Section 3, we describe the design and
implementation of the NTMI approach proposed in this
paper. Section 4 introduces the experimental setup and
discusses the experimental results. )e conclusions are
summarized in Section 5.

2. Related Work

Many scholars have already conducted research in network
traffic classification or identification of malware in network
traffic. Each method has its advantages and is worthy of later
scholars. In this section, we present some related preliminary
works.

Shafiq et al. [2] discussed network traffic classification
techniques and captured real-time internet datasets. Addi-
tionally, they applied feature extraction tools to extract
features and classified network traffic using four machine
learning methods: support vector machine, C4.5 decision
tree, naive Bayes, and Bayes net. Experimental results
suggest that C4.5 decision tree can obtain a more accurate
classification result compared to other classifiers. In [8],
Yang et al. found that the parameters transmitted by the
application layer vary according to protocols and proposed
utilizing decision trees based on the minimum partition
distance to perform classification. Experiments show that
intercepting the first 4 or 6 packets can shorten the classi-
fication time and have higher accuracy, thus proving the
effectiveness of the method. Soysal and Schmidt [9] utilized
three supervised machine learning algorithms, namely,
Bayes networks, decision trees, and multilayer perceptrons,
for flow-based classification of network traffic. Additionally,
they investigated the effect of the amount and composition
of training data on the traffic classification performance.
Experiments show that ML algorithms such as Bayes net-
works and decision trees are suitable for high-speed internet
traffic classification and emphasize the importance of cor-
rectly classifying training examples.

Liu et al. [10] employed the K-means clustering algo-
rithm to build classifiers using statistical information as
input vectors. Experimental results on different datasets
suggest that the method can obtain an overall accuracy of up
to 80%, which increases to more than 90% after log
transformation. It is demonstrated experimentally that the
K-means performs well for traffic classification. Shrivastav
and Tiwari [11] proposed a semisupervised method for
classifying network traffic, which can design classifiers from
training data consisting of only a few labeled traffic and
many unlabeled flows. )e method uses the K-means
clustering algorithm to partition the training dataset into
disjoint clusters and perform classification. Experiments
demonstrate that the test error rate depends on the number
of clusters randomly used in the training phase. Further-
more, the accuracy of the classifier ranges from 70% to 96%
for various datasets.

Teufl et al. [12] proposed a framework to simplify em-
pirical model selection and feature extraction, called Intel-
ligent Feature-based Classification Tool (InFeCT). InFeCT
analyzes network traffic to check whether the data in the
traffic violate a certain rule and extracts the best set of
features from the data to build a traffic classification model
to classify the network traffic. Bekerman et al. [13] proposed
an end-to-end surveillance-based system to detect unknown
malware using network traffic classification. )e classifica-
tion method extracts behavioral features and applies feature
selection methods to identify the most meaningful features
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while reducing the data dimensionality. )e accuracy of the
proposed method is experimentally demonstrated to be
effective in both sandbox and real networks, and the method
can detect most modern malware as well as new and un-
knownmalware. In [14], Mu andWu proposed a parallelized
network traffic classification method based on the hidden
Markov model using packet-level properties in network
traffic flows. Experimental results suggest that the classifi-
cation method can obtain a high accuracy, giving more than
90% accuracy on the collected dataset. )e most common
technique used in network traffic classification is the ma-
chine learning approach.

Sethi and Behera [15] proposed using Deep Packet In-
spection algorithm for internet traffic classification. )e
method achieves the classification of network traffic by
analyzing and processing the data based on parameters such
as the data to be searched, the time of searching, available
bandwidth, the number of accessing users, and architecture
of the network system, using clustering methods in machine
learning and signature techniques. Rezaei and Liu [16]
proposed a general deep learning-based framework for
traffic classification and introduced common deep learning
methods as well as their application in traffic classification
tasks. Lim et al. [17] proposed using the convolutional neural
network and residual network for network traffic classifi-
cation. Experimental results show that the use of deep
learning models for network traffic classification is effective
and that the residual network outperforms the convolutional
neural network for classification.

3. Research Methodology

)e objective of this paper is to identify malware in network
traffic. For this purpose, we present a malware identification
approach dubbed Network Traffic Malware Identification
(NTMI). )e approach consists of three steps. NTMI first
extracts features from network traffic, then reduces the
dimensionality of the extracted features, and finally utilizes
the improved SVM algorithm for classification to identify
malware in network traffic.

3.1. Feature Extraction. )e first step in classifying network
traffic using machine learning techniques is to extract the
features of the network traffic. In this section, we first de-
scribe how to collect, sample, and normalize the data.

3.1.1. Data Collection. To identify malware in network
traffic, we first extract features from the collected network
traffic data. We use the NetFlow tool [18] to collect the
network traffic data. It is a lightweight tool that monitors all
traffic passing through a port during a specified time period
and then gets the packet version, number, buffer size, and
other information.

3.1.2. Data Sampling. Furthermore, instead of extracting
features directly from the collected network traffic, we first
perform data sampling to select a better subset. )e aim of

data sampling is to select some data as a subset of the entire
dataset and sample it for observation because the subset
inherits the features of the original dataset, thus allowing the
evaluation of the whole dataset. Data sampling is divided
into three categories: systematic sampling, random sam-
pling, and stratified sampling. Systematic sampling is the
sampling of a portion of the total sample according to a
certain sampling distance. Random sampling refers to the
random selection of some sample data from the entire
sample data. Stratified sampling means that the entire data
sample set is first stratified according to specified rules, and
then some data are randomly selected from each stratum
according to a specified proportion. In this paper, we take
stratified sampling to select the sample data.

3.1.3. Data Normalization. If the selected dataset is
anomalous, it will eventually affect the effectiveness of
malware identification. )erefore, we need to normalize the
dataset. By specifying the feature attributes of all data in a
range, the normalized data can reduce the training time and
improve the classification performance. If they are out of the
specified interval range, the data will be excluded, thus
helping to classify the network traffic, and the identification
model built on this basis will improve the efficiency of
identifying malware.

3.1.4. Traffic Feature Extraction. To achieve the identifica-
tion of malware in network traffic, it is indispensable to
extract the feature attributes of the data transmitted in the
network and build a malware identification model. )rough
studying the behavior of network attacks, we find that
malware has some common features which help us to
identify them. An attacker will attack multiple commonly
used ports or ports that have been closed in a short period of
time, for example, anomalous packets that send only SYN or
FIN packets, a great number of false connections or REJ
packets, and plenty of network traffic packets. If common
features of network traffic data packets can be extracted, it
will improve the accuracy of malware identification.

Commonly used feature extraction methods are SNMP
protocol technology [19] and probe technology [20]. SNMP
protocol technology monitors the network links, but the
features obtained by this technology are too few to be
classified. Probe technology can be applied to the links of
network traffic to obtain the traffic features quickly. How-
ever, it is not suitable for large-scale traffic feature extraction
and is too time consuming. Additionally, the technique
focuses on the extraction of protocol features, which cannot
accurately parse the packet messages’ information. )is
paper applies the ReliefF algorithm [1] for feature extraction,
which is superior to the aforementioned common feature
extraction methods. )is technology compares the corre-
lation of sample types and feature attributes on the processed
dataset. )e weight will keep increasing as the correlation
becomes higher, and a threshold is set. If the weight cor-
responding to the correlation between the feature attribute
and the sample type exceeds the set threshold, we keep the
feature attribute; otherwise, we discard the attribute.
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Furthermore, if more than one feature attribute appears in a
packet, the feature attribute that appears most frequently is
selected. )e specific feature selection process is as follows:

(i) Select some samples s randomly from the dataset D

in a stratified sampling manner
(ii) Select y samples r of the same type Da nearest to the

sample s

(iii) Select y samples t from different types of Db

(iv) Calculate the distance between sample s and sample
r as Dsr and the distance between sample s and
sample t as Dst

If Dsr >Dst, it means that the feature attribute is
problematic and cannot be utilized for classification, and we
set a smaller weight value; otherwise, this feature attribute is
helpful for classification, and we set a larger weight value.
)e formula for calculating the feature weights is shown in
equation (1), where w(x) is the corresponding weight,
d(x, r, t) represents the Euclidean distance of sample r,
sample t, and feature x, Dj is the j-th sample data in the
dataset, and n refers to the calculation of the weight size in n

data for feature extraction. Loop through the above process,
and the final computed weights are compared with the set
threshold. If the requirements are met, the feature attribute
is retained; otherwise, it is discarded. Finally, we can get the
set S of extracted feature attributes.

w(x) � 􏽘
n

i�1

d(x, r, t)

yn
+ 􏽘

Dj∈D

1/ 1 − p Dj􏼐 􏼑􏼐 􏼑􏼐 􏼑 􏽐
n
i�1 d(x, r, t)

yn
.

(1)

)rough the ReliefF algorithm [1], Table 1 records some
of the extracted network traffic feature attributes.

3.2. Feature Dimensionality Reduction. After feature ex-
traction is performed on network traffic, a certain traffic data
packet contains a variety of feature attributes, which poses a
complex high-dimensional feature space problem for the
classification of network traffic. Some redundant features
not only lead to increased learning complexity of the clas-
sification algorithm but also cause overfitting and local
optimization problems. When the proportion of key features
for malware identification is small, the final identification
result will be poor. To solve the above problems, this study
chooses key feature combinations to achieve dimensionality
reduction of traffic features to help build the corresponding
malware identification model.

)e extracted feature attributes are first added to the set S.
We propose utilizing the filter feature dimensionality re-
duction method with the help of the information gain
technology [21], i.e., EIG � evaluate(Ffilter, S). )e algorithm
is an evaluation of the information gain on the set S of feature
attributes. By evaluating the impact of each feature attribute
on the subsequent classification, it is determined whether to
update the value of EIG and the feature attribute set S, where
the information gain value TestIG of the candidate feature
subset is calculated. When TestIG >Testbest, the evaluation

value and feature subset will be updated; otherwise, they will
not be updated. And then, the heuristic search strategy [22] is
used to sort the feature attributes to obtain the feature at-
tribute set S1. )e process is repeated until the specified
number of times is reached. Based on this, we employ the
wrapper method [23] for secondary feature selection, and the
heuristic sequence forward search method is used to obtain
the feature attribute set S2. After the feature dimensionality
reduction, it not only reduces the time and computational
complexity but also improves the classification effect.

When using the wrapper method, equation (2) calculates
the correlation of the traffic feature attributes to perform a
secondary selection of the feature attributes, where n rep-
resents the number of feature attributes for all initial se-
lections, kz represents the feature attribute coefficient, mri

represents the average of the traffic feature attribute for the i-
th packet, h2

r z is the corresponding variance, and mr rep-
resents the average of the traffic feature attribute r.

Fr �
1
kz

·
􏽐

n
i�1 kz mri − mr( 􏼁

2

􏽐
n
i�1 kzh

2
rz

. (2)

After performing feature dimensionality reduction by
using the above method, the previously extracted feature set
can be further simplified to eliminate redundant features.
Additionally, some of the features selected in this way are
almost uncorrelated with each other, which is more con-
ducive to classification. )e final feature dimensionality
reduction set is presented in Table 2.

We obtain a subset of feature attributes after feature
dimensionality reduction. However, these feature attributes
with different units and measurement criteria are not related
to each other. )erefore, this study proposes to normalize
the subset of feature attributes.

)e specific normalization process is as follows. We
utilize min-max normalization to process the data. Linear
transformation on the acquired feature subset is performed
to convert the target dataset into between 0 and 1 [11], using
the conversion function as follows:

f′ �
f − min

max − min
. (3)

In this formula, min refers to the minimum value of the
sample data, and max refers to the maximum value of the
sample data. However, this method has the disadvantage
that continuing to add data to it during the target trans-
formation will cause max and min to be changed, thus af-
fecting the normalization criteria. )erefore, before the
normalization process, it is necessary to ensure that the
dataset will remain constant.

3.3. OFSVM Algorithm. )is research will improve the
existing support vector machine (SVM) classification
method [23] and finally realize the improvement of the
classification of the program in the network traffic. )e first
section introduces the shortcomings of the current SVM
algorithm for classifying network traffic, and the second
section proposes the improvement of the algorithm.
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3.3.1. Existing SVM Algorithm and Its Shortcomings.
SVM is a model for binary classification which is mainly
used to find the maximum interval in the feature space. )e
objective of the SVM is to find a hyperplane in all sample
data so that the distance between the nearest data on both
sides and the plane is the largest. )e SVM algorithm can
divide the data in the training set by separated hyperplanes,
of which there may be an infinite number, but the one that
makes the maximum interval is selected.

In network traffic, we assume that the current network
traffic set is N � N1, N2, . . . , Nk􏼈 􏼉, and its corresponding
feature set is F � F1, F2, . . . , Fk􏼈 􏼉. )en, the SVM algorithm
is used to construct the network traffic classification model
and implement the classification of network traffic, i.e.,
malware or nonmalware.)e SVM classificationmethod can
choose a relatively optimal classification plane to build a
model for the classification and can complete a relatively

stable classification under the condition of unknown sample
classification. )ere is a lot of noise in the real network
environment and a lot of unprocessed redundant features in
the sample data, both of which lead to low accuracy of the
classification results. In this paper, we propose to optimize
the SVM algorithm in terms of parameter optimization and
suitable kernel functions. )e method utilizes grid search
parameter optimization [24] to prevent overfitting in order
to find the optimal solution. Additionally, we introduced
fuzzy factors to improve the accuracy of the classification
[25]. )is study uses the distance from the sample to the
classification hyperplane to design the fuzzy factor because
this approach removes the effect of noise while reducing the
effect of classification plane shape on accuracy. And then, we
use the feature validity [26] to eliminate the effect of re-
dundant features. Finally, considering the importance of
kernel function parameters on the classification

Table 2: Features after dimensionality reduction.

Feature name Feature description
origin_ip Source IP address
destination_ip Destination IP address
duration Connection duration
flag Connection normal or error state, and this field is discrete type
src_bytes Number of bytes of data from the source host to the destination host
dst_bytes Number of bytes of data from the destination host to the source host
wrong_fragment Number of wrong fragments, and this field is continuous type
mark_status Mark status
packet_rate Packet sending rate
max_pktLens Maximum message length
min_pktLens Minimum message length
same_srv_rate Percentage of connections with the same service as the current connection
dst_host_srv_count Number of connections with the same destination host service as the current connection

Table 1: Extracted feature attributes.

Feature name Feature description
origin_ip Source IP address
destination_ip Destination IP address
port_number Port number
duration Connection duration
protocol_type Protocol type
service Type of network service of the destination host
flag Connection normal or error state, and this field is discrete type
src_bytes Number of bytes of data from the source host to the destination host
dst_bytes Number of bytes of data from the destination host to the source host
wrong_fragment Number of wrong fragments, and this field is continuous type
urgent Number of urgent packages, and this field is continuous type
dst_host_srv_error_rate Percentage of connections with SYN errors
hot Number of accesses to sensitive files and directories on the system
mark_status Mark status
packet_rate Packet sending rate
max_pktLens Maximum message length
min_pktLens Minimum message length
num_compromised Number of occurrences of compromised condition
num_access_files Number of access control files
same_srv_rate Percentage of connections with the same service as the current connection
dst_host_srv_count Number of connections with the same destination host service as the current connection
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performance, this paper chooses the radial basis kernel
function [27] to optimize the SVM algorithm.

3.3.2. Parameter Optimization. Several researchers have
already improved the classification capability of the SVM
algorithm, for example, genetic algorithm [28], particle
swarm algorithm [29], and artificial fish swarm algorithm
[30]. However, these classification algorithms still have some
deficiencies in terms of stability and accuracy. )erefore, we
present a new algorithm to improve the SVM algorithm,
called OFSVM algorithm. )is study will fully consider the
complexity of real network traffic and the reasons for the
decline in identification accuracy.

Parametric optimization of the SVM is mainly to find a
convergent optimal solution in a finite number of searches
using some search strategy in a space of many parameters. In
this step, we consider two important parameters: the kernel
function parameter and the penalty parameter. Among
them, the penalty parameter will play a decisive role in the
generalization capability of the SVM hyperplane, which is
mainly used to indicate the fault tolerance when con-
structing the hyperplane. And the kernel function parameter
will determine the scope of action, which will also affect the
generalization capability of the SVM. )erefore, with the
aim of finding the optimal parameter combination in a
limited number of searches, we propose to employ grid
search to optimize parameters to improve the SVM
algorithm.

)e principle of grid search used in this paper is as
follows, and it consists of four main steps, which we have
briefly summarized:

(i) Delineating the k-dimensional parameter space,
where grid nodes are used to represent the candi-
date parameters

(ii) Sampling at the specified step and generating the
corresponding set
P(ci) � P(c1) × P(c2) × · · · × P(ck)􏼈 􏼉

(iii) Setting the range of the parameter ci to generate
grids with different orientations

(iv) Evaluating each grid node ci according to the
specified evaluation method, and outputting the
final approximate optimal solution

In this process, the incremental is first set to be times the
default step size q, i.e., q · t. )is step is to reduce the search
time and the density of the generated grid. )en, all sample
data are searched iteratively to obtain the optimal combi-
nation of parameters. To express the fault tolerance of the
sample data when constructing the classification plane, a
penalty parameter P is introduced and compared with the
set overfitting thresholdf. When P is less than f, narrow the
search space and set the step size of the search to half of the
initial step size, and search again. )e reduction of step
length is to expand the density of the grid and thus achieve a
more accurate search. If P exceeds f, expand the search
space and adjust the search direction for another search.)e
purpose of this step is to optimize the parameters and

prevent overfitting. Looping through the sample data until
the penalty parameter P is within the critical range, the
optimal parameter combination value is outputted. )e
algorithm has a large searchable space, and the nodes are
uncorrelated with each other, so it is more generalizable.

To further improve the classification accuracy, fuzzy
factors are first introduced. In this study, the distance from
the sample to the classification hyperplane will be used to
design the fuzzy factor, which will reduce the impact of the
classification plane shape on the classification accuracy. On
this basis, the corresponding classification hyperplane is
constructed firstly. And then, the distance from each sample
node to the hyperplane is calculated so that the fuzzy factor
can be used to eliminate the effect of excess noise. Ac-
cordingly, it is proposed to construct feature validity to
eliminate the influence of redundant features on classifi-
cation accuracy.

For each sample point si, there is a corresponding fuzzy
factor ei, which represents the uncertainty of the sample
distribution, where 0≤ ei ≤ 1. R+ and R− represent the mean
point of the positive and negative samples, and normal
vector can be expressed by α �

�������
R+ − R−

√
. According to the

method in [31], the corresponding hyperplane can be
expressed as (s − R)2 cos αT � 0. In this way, the distance
from the sample point to the hyperplane is described in
equation (4), and then the maximum distance d1 from the
positive sample point to the hyperplane can be obtained if
and only if R is R+. In the same way, when R is R− , d2 is the
maximum distance from the negative sample point to the
hyperplane. )en, the regulatory factor z is used to make
0< ei ≤ 1. )e fuzzy factor is shown in equation (5), where
the value of d is d1 and d2, respectively, in different positive
and negative samples. )us, the effect of excess noise on the
classification accuracy is eliminated by using different fuzzy
factors. Because the impact of different features on the
classification is not considered, this paper proposes to in-
troduce feature validity to eliminate the impact of weakly
correlated features on classification accuracy.

d �
si − R( 􏼁

2 cos αT

‖α‖
2 , (4)

ei �
cos αT

d z
− ln z. (5)

In [26], for each feature i of the sample data, it has a
corresponding feature validity hi

s, which can indicate the
degree of influence of a certain feature used for classification.
)e greater the classification capability of feature i, the
greater its feature validity hi

s. In feature set S, the classifi-
cation effect of each feature is judged by calculating the
enhanced learning capability of each feature. If the training
sample set S has a total number of |S| and there are p feature
attributes in a sample, the feature validity can be expressed as
equation (6). When the enhancement learning value of a
certain feature i is relatively large, its feature validity is
relatively large, that is, its contribution to the classification
will be relatively high. Finally, considering the importance of
kernel function parameters on the classification
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performance, this study optimizes the SVM algorithm by
selecting the appropriate kernel functions.

h
i
s �

|S|
2 ln p

􏽐
n
i�1 |S| − p

2. (6)

3.3.3. Appropriate Kernel Functions. )e kernel function is
mainly used to map the original nonlinear sample data into the
feature space and then convert the nonlinear sample into a
linear classifiable problem bymeans of the constructed optimal
classification plane, thus avoiding the huge amount of calcu-
lation of the high-dimensional feature space. Assume the input
space is P ∈ Rn, and the corresponding feature space is F.
When there is a mapping function c(y) � Y⟶ P and any yi

andyj belonging toY satisfyK(yi, yj) � c(yi)
Tc(yj), there is

a kernel function K. )e kernel function needs to satisfy
Mercer’s theorem [32], that is, for any vector in the input space,
the corresponding kernel matrix should be a positive semi-
definite matrix. After selecting the appropriate kernel function,
the linear classification can be completed without increasing
the complexity.)erefore, the classification effect of the SVM is
greatly related to the kernel function. In this paper, we choose
the radial basis kernel function as the kernel function. )is
function has good performance in the local range, and it can
achieve a high classification efficiency for the sample points in
the dataset. Furthermore, it is not constrained by the number of
samples and feature dimensions. And the radial basis kernel
function has fewer parameters, which makes the kernel
function have a lower complexity. Algorithm 1 describes the
improved algorithm OFSVM.

By improving the SVM algorithm in the above manner,
the error is relatively small, and the identification of malware
in network traffic is further improved. )e input of the
algorithm is the set of feature attributes to be trained as
support vectors. )e algorithm applies grid search for
correlation search, which expands the search space and
search density, and then completes the accurate search. )e
distance between each sample and the class is used as a fuzzy
factor, and the proposed feature validity is used to eliminate
the effect of redundant features on the classification accu-
racy. It also depends on the radial basis kernel function
verified by experiments and elaborated in Section 4.3. )e
kernel function has a higher accuracy and is more stable and
finally generates a classifier model. Its time complexity is
O(n∗m), where n is the number of input sample feature
attributes and m is the number of kernel function
operations.

3.4. NTMI Approach. In the previous sections, we intro-
duced how to extract the features of network traffic and
reduce the dimensionality of the extracted features, re-
spectively, and then overviewed the solutions for identifying
malware in network traffic. Additionally, to address the
inaccuracy of the traditional SVM classification, we present
the OFSVM algorithm for classifying network traffic in
terms of parameter optimization and appropriate kernel
functions. In this section, we detail the identification model

building process and propose the identification approach for
malware in network traffic, i.e., NTMI.

To identify malware, the first step is to solve the problem
of accurate classification in network traffic. We first apply
the NetFlow tool [18] to collect real network traffic. Second,
the collected network traffic data are sampled and nor-
malized to obtain a more valuable dataset for the experi-
ment, while the processed data are more convenient for
feature extraction. )ird, we utilize the ReliefF algorithm [1]
to extract the features of the data packets in the network
traffic. Meanwhile, the extracted features still contain some
redundant feature attributes. )ese feature attributes will
greatly reduce the accuracy of network traffic classification.
)erefore, we propose to reduce the dimensionality of the
above extracted feature set. Feature dimensionality reduc-
tion consists of a total of 4 steps:

(i) Calculating and evaluating each feature using the
information gain technology

(ii) Sorting the feature set
(iii) Selecting secondary features using the wrapper

method
(iv) Calculating the correlation of the features adopting

the heuristic sequence forward search method

Next, the obtained feature subset needs to be normalized,
and all feature attributes are converted into numerical values
which are then put into a matrix array to calculate the
minimum Euclidean distance. )en, the OFSVM algorithm
is used to train for a better classifier with the processed
network traffic testing set as the input. )is classifier can
classify normal programs andmalware in network traffic and
finally identify malware in network traffic. Algorithm 2
describes the specific NTMI approach.

)e input of the algorithm is the set of collected traffic
packets, and the final output is the dataset of malware in
network traffic.)e time complexity in the process of feature
extraction and feature dimensionality reduction is greater
than the time for feature normalization, so the final time
complexity of the algorithm is O(p∗ k), where p is the
number of data packets normalized and k is the number of
extracted feature attributes, which can be approximated as
O(n2). )e NTMI approach is less costly compared to
several other classification methods in the experimental
section.

4. Experiments and Discussion

To verify the effectiveness of the NTMI approach for
identifying malware in network traffic, we compare it with
existing identification methods, i.e., SVM [4], LA-SVM [5],
naive Bayes model (NBM) [6], and decision tree model
(DTM) [7]. We conduct experiments on each of the five
datasets selected for this paper. To avoid errors caused by a
single experiment, we perform 100 experiments for each
method separately and calculated the average accuracy and
average false positive rate of the method as the final ex-
perimental results.
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Input: executedDataM//the set of processed feature attributes
Output: generatedClassifier//the generated optimized classifier

(1) Construct fuzzyFactor� null;//calculate the distance between each sample and the class as a fuzzy factor to improve the
classification accuracy

(2) Construct executedDefaultStep� q, executedSearchStep� null;//control search time and grid density
(3) Construct executedPenaltyParameter;//express the fault tolerance of the sample data when constructing the classification plane of

SVM
(4) Construct executedOverfitting4reshold� f;//judge whether the penalty parameter is within the critical range
(5) representCandidateParameters();//use grid nodes to represent candidate parameters
(6) set the range of parameters to generate grids in different directions;
(7) for each sample i in executedDataM do
(8) Construct executedSearchStep� q.t;// the incremental step is t times the default step q
(9) constructTraverseSearch();//perform traversal search on all samples
(10) divide into i-dimensional parameter space among i parameters;
(11) if (executedPenaltyParameter(i)< executedOverfitting4reshold) then
(12) executedSearchStep� 2/q;// reduce the step size to increase the grid density for a more accurate search
(13) constructTraverseSearch();//perform traversal search on all samples
(14) else
(15) expand the search space and adjust the search direction;
(16) constructTraverseSearch();//perform traversal search on all samples
(17) end if
(18) panel� createClassificationHyperplane();// construct the corresponding classification hyperplane
(19) calculateDistance(M[i], panel);// calculate the distance between each sample node and the hyperplane as a fuzzy factor
(20) computeFeatureValidity(i);// calculate the feature i of each sample data, which has a feature validity, and determine the

classification effect of each feature
(21) useRadialBasisKernel();// the kernel function has lower complexity and higher classification efficiency
(22) end for
(23) generateClassification();// generate the optimized classifier
(24) return generatedClassifier;

ALGORITHM 1: OFSVM algorithm.

Input: executedOriginalData// the set of collected traffic data packets
Output: identifyMaliciousData// the set of identified malware

(1) Construct executedOriginalFeatureSet� nulll// store feature attributes extracted from network traffic packets
(2) Construct identifyMaliciousData� null;// the set of identified malware
(3) Construct executedNormalizationData� null;// store normalized data
(4) executedOriginalData� collectNetworkFlow();// use NetFlow to collect data packets for assignment
(5) for each data package p in executedOriginalDatatrain do
(6) executedNormalizationData� dataNormalization();// to complete data sampling and normalization
(7) end for
(8) for each data package p in executedNormalizationData do
(9) executedOriginalFeatureSet� useReliefFCompleteFeatureExtracted (executedNormalizationDatap);
(10) for each feature kexecutedOriginalFeatureSet do
(11) temp� compare(executedOriginalFeatureSetk, z);// compare each extracted feature attribute k with a threshold z and return

the value temp
(12) if (temp� � 1) then
(13) deleteFeature(executedOriginalFeatureSetk);// delete this feature attribute
(14) end if
(15) end for
(16) executedFirstFeatureSet� outputFeatureExtraction();// retain the feature attributes extracted from each packet
(17) end for
(18) for each feature j in executedFirstFeatureSet do
(19) use information gain technology to calculate and evaluate each feature;
(20) normalizedFeature� sencondExtraction(executedFirstFeatureSetj); // sort feature attributes and use Wrapper for second feature

extraction
(21) end for
(22) realizeUnit();// convert to unitless values and keep the data at the same order of magnitude
(23) classifyModel� useOFSVMAlgorim(normalizedFeature);// generate the classification model
(24) identifyMalware (classifyModel, executedOriginalDatatest);
(25) return identifyMaliciousData;

ALGORITHM 2: NTMI approach.
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4.1. Experimental Datasets. We capture four sets of network
traffic data at different periods within a week, called NTDS1,
NTDS2, NTDS3, and NTDS4, respectively. )ese four
datasets have a relatively large randomness so that the
performance of the proposed method can be better judged.
Meanwhile, we adopt the public dataset CAIDA [33] to train
and test the above methods. Due to the overwhelming
amount of data in this dataset, we randomly select 10% of the
data for the experiment. Table 3 summarizes the specific
information of the network traffic datasets.

4.2. Experimental Metrics. We use accuracy and false pos-
itive rate (FPR) as experimental metrics for the experiment.
Equations (7) and (8) show the calculation of accuracy and
FPR. In equations (7) and (8), TP represents the number of
samples that are correctly identified as malicious traffic. FP
indicates the number of samples that are misclassified as the
normal traffic, referring to abnormal traffic but mistakenly
considered normal. FN denotes the number of samples that
are misreported, i.e., normal traffic is misidentified as ab-
normal traffic. And TN means that the classification result is
consistent with expectations, i.e., nonmalicious traffic is
classified as normal traffic.

Accuracy �
TP + TN

TP + TN + FP + FN
, (7)

FPR �
FP

FP + TN
. (8)

4.3. Experimental Result. In this paper, experiments are
conducted using the above five feature-processed datasets to
detect the effect of different kernel functions on the clas-
sification effectiveness of the proposed OFSVM algorithm.
According to Table 4, for our collected datasets and the
publicly available dataset CAIDA, the linear kernel and
polynomial kernel have poorer accuracy than the sigmoid
kernel and the radial basis function (RBF) kernel, which is
mainly due to nonlinear features and higher-dimensional
features. Furthermore, it can be seen from Table 4 that the
sigmoid kernel function is relatively stable, which is only
slightly worse than the RBF kernel. )e kernel function has
relatively high requirements on the parameters. From the
average value of the classification accuracy of the five
datasets, the classification effect of the linear kernel function
is the worst (i.e., 65.92% for average accuracy), and the RBF
kernel performs best (i.e., 88.3% for average accuracy),
which is more stable and more suitable for nonlinear high-
dimensional feature space with a lower complexity. )ere-
fore, this study selects the RBF kernel as the kernel function
of classification.

4.4. Experimental Discussion. Table 5 records the accuracy
and FPR of the NTMI approach and other identification
methods. From the perspective of accuracy, the NTMI
approach is the algorithm with the highest accuracy, fol-
lowed by DTM, NBM, LA-SVM, and SVM. In terms of

average results, we can observe that the NTMI approach is
optimized by 8.93% compared to the SVM algorithm; NTMI
is optimized by 7.75% compared to the LA-SVM algorithm;
NTMI approach is optimized by 7.56% compared to the
NBM algorithm; and NTMI is optimized by 5.7% compared
to the DTM algorithm. As can be seen from Table 5, the
NTMI approach is more accurate than the other four
methods in identifying malware in network traffic.

For the FPR of these five identification methods, our
proposed NTMI approach can achieve the lowest false
positives. On average, the FPR of the NTMI approach is only
5.527%. )e lowest FPR among other methods is 9.722% for
NBM.)erefore, the NTMI approach proposed in this paper
is the most effective for the identification of malware in
network traffic, both in terms of accuracy and FPR.

To illustrate the effectiveness of the NTMI approach
more visually, we plot the accuracy and FPR curves of these
five identification methods. Figures 1–4 depict the accuracy
curves of these methods. As can be seen from these figures,
compared with the NTMI approach, the identification
performance of the other four methods decreases signifi-
cantly as the number of data packets continues to increase,
and it is expected that when the number of data packets

Table 3: Network traffic datasets.

Dataset
Training set Testing set

Nonmalware Malware Nonmalware Malware
NTDS1 17,296 5,690 7,435 4,709
NTDS2 15,735 3,972 8,395 3,674
NTDS3 12,947 4,468 7,083 4,238
NTDS4 19,392 4,938 8,974 3,950
CAIDA 170,874 9,763 29,047 11,933

Table 4: Accuracy of OFSVM using different kernel functions.

Dataset
Accuracy (%)

Polynomial Sigmoid Linear RBF
NTDS1 75.4 87.9 67.4 90.3
NTDS2 86.3 89.3 55.3 88.4
NTDS3 53.8 82.4 64.2 89.3
NTDS4 91.4 87.3 77.3 87.1
CAIDA 72.3 82.7 65.4 86.4
Average 75.84 85.92 65.92 88.3

Table 5: Comparison of accuracy and FPR on four collected
datasets.

Dataset Metric (%) SVM LA-SVM NBM DTM NTMI

NTDS1 Accuracy 82.6 84.2 83.2 87.2 92.4
FPR 12.45 11.90 9.56 9.47 5.78

NTDS2 Accuracy 82.8 84.8 84.3 87.5 92.5
FPR 11.34 10.58 9.73 9.36 5.74

NTDS3 Accuracy 84.3 84.4 86.2 85.9 92.0
FPR 10.87 9.94 9.46 10.18 5.41

NTDS4 Accuracy 84.6 85.6 86.2 86.6 93.1
FPR 11.08 8.69 10.14 9.92 5.18

Average Accuracy 83.57 84.75 84.97 86.8 92.5
FPR 11.435 10.277 9.722 9.732 5.527
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expands exponentially, the accuracy of their identification
will drop again.

As can be seen from Figures 5–8, compared with the other
four methods, the NTMI approach has the lowest FPR in
malware identification. )e approach has not only high ac-
curacy but also low FPR, which also shows that its identifi-
cation effect is the best. With the increasing number of data
packets, the FPR of the current five methods shows an in-
creasing trend, but the FPR of the NTMI approach tends to be
relatively stable. When the number of testing sets increases to
about 12,000, it eventually stabilizes at 5.527%. Meanwhile,
the NTMI approach consumes less time overhead when
identifying malware. )erefore, the NTMI approach

proposed in this paper has better identification effectiveness
and more stable performance in both accuracy and FPR.

To better verify that the NTMI approach proposed in this
paper has good universality, this study selects the widely
used dataset CAIDA for experiments. Figures 9 and 10
summarize the accuracy and FPR of the above five identi-
fication methods, and the following conclusions can be
drawn.

We select 10% of the dataset for training and testing
because the public dataset is large, and the final testing
dataset is close to about 40,000. As can be seen from Figure 9,
compared with other methods, the accuracy of the NTMI
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Figure 1: Comparison of accuracy on NTDS1.
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Figure 2: Comparison of accuracy on NTDS2.
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Figure 3: Comparison of accuracy on NTDS3.
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Figure 4: Comparison of accuracy on NTDS4.

10 Security and Communication Networks



approach still performs well. )e accuracy of the NTMI
approach can reach 91.7%, while the highest accuracy
achievable by other classification methods is 78.6%. As the
number of data packets continues to increase, the accuracy
of the remaining identification methods has dropped
significantly.

As can be seen from Figure 10, the FPR of the NTMI
approach is lower than that of the other four methods for
larger public datasets of network traffic and tends to be
stable, remaining around 6%. Compared with the NTMI
approach, the other four methods have in common that the
FPR is increasing, which makes the identification

performance more unreliable. Additionally, the final time
overhead of the NTMI approach is between 30 s and 50 s
faster than other methods. As can be seen from Table 5, for
the accuracy and FPR, the results of the NTMI approach on
the datasets collected in this paper are very similar to the
public dataset CAIDA, which also proves the proposed
approach is feasible in the real network environment. Ul-
timately, we conclude that the NTMI approach can achieve
the highest identification performance and is practical.
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Figure 5: Comparison of FPRs on NTDS1.
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Figure 6: Comparison of FPRs on NTDS2.
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Figure 7: Comparison of FPRs on NTDS3.
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Figure 8: Comparison of FPRs on NTDS4.
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4.5.Effectiveness ofNTMI. To better measure the effect of the
proposed method on the classification performance in this
paper, we compare the accuracy and FPRs of the NTMI
approach when performing classification and without fea-
ture dimension reduction, respectively. NTMI-NFDR is
denoted as an identification approach that does not perform
feature dimensionality reduction. We perform comparison
experiments of NTMI and NTMI-NFDR on the public
dataset CAIDA. Figures 11 and 12 plot the experimental
results. We can observe that the NTMI approach performs
better in terms of accuracy and FPR after feature dimen-
sionality reduction on the extracted feature attribute set,

which also verifies that the feature dimensionality reduction
method extracted in this paper is feasible.

5. Conclusion

To identify malware in network traffic, we first sample and
normalize the data. Secondly, we extract features from the
processed data and reduce the dimensionality, thus elimi-
nating the impact of some redundant features on the clas-
sification performance of network traffic. And then, we
present the OFSVM algorithm based on the SVM algorithm
for classifying network traffic and improving the accuracy of
classification in network traffic. )e OFSVM algorithm
improves the SVM algorithm in terms of both parameter
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Figure 9: Comparison of accuracy on CAIDA.
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Figure 10: Comparison of FPRs on CAIDA.
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Figure 11: Accuracy of feature dimensionality reduction.
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Figure 12: FPRs of feature dimensionality reduction.
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optimization and kernel function selection. Eventually, we
propose the NTMI approach for identifying malware in
network traffic. Experimental results show that the NTMI
approach can achieve higher accuracy and lower FPR
compared with other identification methods.

To verify the effectiveness of the NTMI approach, we
compare it with four other classification methods, i.e., SVM,
LA-SVM, NBM, and DTM. Additionally, we evaluate these
five methods on five datasets. Evaluation results suggest that
the algorithm proposed in this paper outperforms the other
four classification methods in terms of both accuracy and
false positive rate. Its average accuracy reaches 92.5%, while
the average false positive rate is only 5.527%. In the publicly
available dataset CAIDA, our proposed NTMI approach
achieves the highest accuracy and the lowest false positive
rate, i.e., 91.7% for accuracy and 6.42% for FPR. )erefore,
the experimental results can prove the effectiveness of the
algorithm.

However, the NTMI approach proposed in this paper is
currently not a completely perfect classifier. Future research
will consider whether it is possible to further detect which
vulnerabilities are exploited by the identified malware. )is
could help security experts to be able to effectively identify
the type of attack and provide solutions quickly.

Data Availability

)e data used to support the findings of this study are
available from the corresponding author upon request.

Disclosure

A preliminary version of this paper was presented at the 7th
International Conference on Dependable Systems and )eir
Applications (DSA 2020) (Qin et al., 2020).

Conflicts of Interest

)e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

)is work was partly supported by the National Key R&D
Program of China (Grant no. 2020YFB1005500), the Na-
tional Natural Science Foundation of China (NSFC) (Grant
nos. U1836116 and 61872167), and the Leading-edge
Technology Program of Jiangsu Natural Science Foundation
(Grant no. BK20202001).

References
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With the continuous development of network technology, an intrusion detection system needs to face detection efficiency and storage
requirement when dealing with large data. A reasonable way of alleviating this problem is instance selection, which can reduce the storage
space and improve intrusion detection efficiency by selecting representative instances. An instance is representative not only in its class but
also in different classes.*is representativeness reflects the importance of an instance. Since the existing instance selection algorithm does
not take into account the above situations, some selected instances are redundant and some important instances are removed, increasing
storage space and reducing efficiency.*erefore, a new representativeness of instance is proposed and considers not only the influence of
all instances of the same class on the selected instance but also the influence of instances of different classes on the selected instance.
Moreover, it considers the influence of instances of different classes as an advantageous factor. Based on this representativeness, two
instance selection algorithms are proposed to handle balanced and imbalanced data problems for intrusion detection. One is a rep-
resentative-based instance selection for balanced data, which is named RBIS and selects the same proportion of instances from each class.
*e other is a representative-based instance selection for imbalanced data, which is named RBIS-IM and selects important majority
instances according to the number of instances of the minority class. Compared with other algorithms on the benchmark data sets of
intrusion detection, experimental results verify the effectiveness of the proposed RBIS and RBIS-IM algorithms and demonstrate that the
proposed algorithms can achieve a better balance between accuracy and reduction rate or between balanced accuracy and reduction rate.

1. Introduction

Along with the continuous development of network tech-
nology and 5G, smart systems are becoming more and more
common in all fields of human life, such as finance, agri-
culture, and education. However, smart systems have be-
come the target of many new attacks, which not only cause
significant financial damage and personal information
leakage but also hinder the large-scale deployment of smart
systems in practice. As intrusion detection technology can
effectively protect smart systems and detect attacks, the
development of intrusion detection technology has attracted
the attention of countries all over the world [1, 2]. From the
perspective of classification, the main goal of building an
intrusion detection system (IDS) is to train a classifier that

can distinguish between normal and intrusive data from the
original network data set.

*e IDS based on machine learning has become an
important part of IDS [3], which directly uses a large
amount of network data to detect attacks. *ese network
data can result in wasting time and storage space for IDS.
Moreover, the redundant data and noise in these data can
affect the performance of IDS. But, instance selection is
used for IDS to select important data from the original data
to achieve two goals. One is to reduce the number of in-
stances required by IDS in the training phase, thereby
saving time and reducing the amount of calculation for
training the classifier; the other is that through effective
instances, the performance of the trained classifier can be
effectively improved [4–6].
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In recent years, many instance selection techniques have
been proposed to improve the performance of IDS [7–15].
However, in terms of the factors and application areas of
instance selection, there are mainly four problems in existing
instance selection algorithms.

Firstly, only the influence of a portion of instances is
taken into account for selecting the instance [7–9]. For
instance, the instance selection algorithm based on partition
and cluster center (PCIS) [7] selects representative instance
by considering K nearest neighbor instances of the same
class; *e binary nearest neighbor tree algorithm (BNNT)
[8] and the constraint nearest neighbor-based instance re-
duction algorithm (CNNIR) [9] select representative in-
stance by K nearest neighbor instances of the selected
instance. As these instance selection algorithms only con-
sider the influence of a portion of instances and ignore the
influence of remaining instances, some important instances
are not selected.

Secondly, the influence of instances of different classes is
regarded as an adverse factor selecting the instance. For the
instances of the same class, the instance selection algorithm
based on a ranking procedure (ISAR) [10] and the ranking-
based instance selection algorithm (RIS) [11] only select
instances representing the same class and remove instances
representing different classes. Some selected instances are
not representative because the influence of instances of
different classes is considered as an adverse factor.

*irdly, some instance selection algorithms use sampling
to select the instance. Instance selection algorithm based on
hierarchical data topology [12] uses hierarchical sampling to
deal with large-scale problems of data sets. *is algorithm
combines the random subset selection (RSS) with the to-
pology-based selection (TBS) to select important instances,
which is a subset of original instances. Since sampling is used
to select instance, some important instances are still re-
moved, which contain the information of or original
instances.

Finally, in the field of intrusion detection, only a few
algorithms are used to deal with imbalanced data, and most
of the instance selection algorithms are used to deal with the
problem of balanced data [13–15]. Data imbalance is known
as instance imbalance. For the binary classification problem,
under normal circumstances, the proportion of positive and
negative instances should be relatively close, and many
existing classification models are based on this assumption.
However, in some specific scenarios, the proportion of
positive and negative instances may vary greatly, which
reduces the accuracy of minority class, which has smaller
instances. *erefore, instance selection algorithms, which
deal with imbalanced data, need to be strengthened.

Given the above four problems, the factors considered
for instance selection include: (1) the influence of all in-
stances of the same class on the selected instance; (2) the
influence of instances of different classes on the selected
instance; (3) the influence of different classes of instances as
an advantageous factor; and (4) the instance selection al-
gorithm should be applied to the balanced and unbalanced
domains for intrusion detection. As the existing instance
selection algorithm does not take into account the above

four factors, some selected instances are redundant and
some important instances are removed, increasing storage
space and reducing efficiency. *erefore, for the first three
factors, we propose a new concept of representativeness of
instance. *is concept is used to express the importance of
the instance. Considering the fourth factor, we propose two
representativeness-based instance selections, which are
named RBIS and RBIS-IM. RBIS algorithm is used to handle
balanced data and select the same proportion of instances
from each class. And RBIS-IM algorithm is used to deal with
imbalanced data and select important majority instances
according to the number of instances of the minority class.
Finally, the experimental results verify the effectiveness of
proposed algorithms. Two algorithms can reduce the size of
the training set while maintaining or even increasing ac-
curacy (ACC) and balanced accuracy (BA).

*e main contributions of this paper are as follows:

(1) A new concept of instance representativeness is
proposed to represent the importance of an instance.
In terms of instance representativeness, we consider
not only the representativeness of the instance within
its class but also the representativeness of the in-
stance within different classes. *e two representa-
tivenesses are advantageous factors;

(2) To deal with balanced data problem, the RBIS al-
gorithm, which is based on instance representa-
tiveness, is designed to select the same proportion of
normal instances and attack instances to improve
intrusion detection efficiency. Compared with other
algorithms on the benchmark data sets of intrusion
detection, RBIS algorithm can achieve a better bal-
ance between accuracy and reduction rate.

(3) To handle imbalanced data problem, the RBIS-IM
algorithm, which is based on instance representa-
tiveness, is designed to select the same number of
normal instances and attack instances. Compared
with other algorithms on the benchmark data sets of
intrusion detection, RBIS-IM algorithm can achieve
a better balance between balanced accuracy and
reduction rate.

*e paper is structured as follows. In Section 2, we
introduce the basic concepts of instance selection technique.
Section 3 reports a new concept of instance representa-
tiveness and two representativeness-based instance selection
algorithms that are used with regard to balanced and im-
balanced problems, respectively. Experimental results with
two representative-based instance selection algorithms are
shown in Section 4. Finally, conclusions with a discussion on
future work are presented in Section 5.

2. Instance Selection Technique

In this section, the basic concepts of the instance selection
technique are introduced. *e instance selection is to select
important instances and eliminate redundant instances from
the original data. *ese selected instances can contain the
total effective information of the original data. Suppose X
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represents the original data; S represents the selected in-
stances; so S is the subset of X, i.e., S ⊂ X and |S|≪ |X|

.Using the instance subset S for IDS can improve detection
efficiency and reduce storage requirements. According to the
distribution of instances and selection strategies, instances
with different locations play different roles in the classifi-
cation process. In general, these algorithms are divided into
three categories: condensation, edition, and hybrid.

*e condensation algorithm considers that instances
close to the boundary play an important role in the clas-
sification process, just like SVM. It preserves the boundary
instances by deleting the interior instances of each class
[16–18]. In the field of intrusion detection, nature-inspired
instance selection technique (NIIS) [19] and instance se-
lection technique based on cuckoo search and bat algorithm
(CSBAIS) [20] are proposed to improve the training speed
and accuracy of the support vector machine (SVM). *e
NIIS algorithm applies the lower polling algorithm and
social spider algorithm to select instances near the boundary.
CSBAIS algorithm uses cuckoo search and bat algorithm to
select instances near the boundary. But these algorithms
remove some important internal instances too.

*e edition algorithm is the opposite of the condensation
algorithm. It tends to smooth the class boundary by deleting
the boundary instances [21–23]. *e instance selection al-
gorithm based on K-means and K-nearest neighbor
(KMKNNIS) [24] is proposed to select important internal
instances. *ose instances near the boundary are removed.
*e penalty-reward-based instance selection method [25] is
to select instances by removing noise and boundary in-
stances. *ese algorithms can ignore some critical boundary
instances.

Finally, the hybrid algorithm combines the condensation
algorithm with the edition algorithm to obtain a smaller
subset and an acceptable accuracy in the testing set
[9, 26–28]. PCIS [7] algorithm applies the partition and
cluster center to select the instance. First, the algorithm only
considers the influence of k instances of the same class on the
selected instances and does not consider the influence of all
instances of the same class. Second, the algorithm only uses
the class center instances of different classes and does not use
the information of all instances of different classes.*ird, the
instance information of different classes is regarded as ad-
verse information. ISAR [10] and RIS [11] algorithms select
important instances by sorting the instances. In the process
of sorting instances, although the influence of all instances of
different classes is considered, it is regarded as adverse in-
formation. BNNT algorithm uses the binary nearest
neighbor tree to select the instance [8]. *e algorithm only
considers the k nearest neighbor instances of the selected
instance and does not consider the influence of remaining
instances. Moreover, the algorithm needs to delete internal
instances to select instances. *e CNNIR algorithm uses the
constraint nearest neighbor to select the instance [9]. *e
algorithm does not consider the influence of remaining
instances.

To sum up, there are mainly four factors in the instance
selection process: (1) the influence of all instances of the
same class on the selected instance; (2) the influence of

instances of different classes on the selected instance; (3) the
influence of different classes of instances as an advantageous
factor; and (4) the instance selection algorithm should be
applied to the balanced and imbalanced domains for in-
trusion detection. Since the above four factors are not taken
into account in the existing instance selection algorithm,
some selected instances are redundant and some important
instances are removed, increasing storage space and re-
ducing efficiency. *erefore, we propose two algorithms to
select important instances without deleting internal in-
stances, which can handle balanced and imbalanced data
problems. Meanwhile, the proposed algorithms consider not
only the influence of all instances of the same class on the
selected instances but also the influence of instances of
different classes and take the influence of instances of dif-
ferent classes as an advantageous factor.

3. Proposed Algorithms

In this section, we introduce the proposed representative-
ness-based instance selection algorithms. In the first sub-
section, we introduce a new instance representativeness. In
the next two subsections, two representativeness-based al-
gorithms are introduced, which are used to deal with bal-
anced and imbalanced data problems.

3.1. Proposed Instance Representativeness. *e key factor of
instance selection is to decide which instance is represen-
tative, which makes the selected instance subset represen-
tativeness of the original data. Selecting representative
instances, we should consider not only the representative-
ness of the selected instance category but also the repre-
sentativeness of different categories. In other words, the
instance selected has the information of its category and
different categories. And the influence of instances of dif-
ferent categories is seen as an advantageous factor.

Suppose that X is a training instance set containing
normal and attack categories, X � (x1, c1), . . . , (xn, c2)􏼈 􏼉. X

has n instances; xi is a d-dimensional instance; c expresses
the classes of instances and c � c1, c2􏼈 􏼉; c1 is the class of
normal instances Xn and c2 is the class of attack instances
Xa; X is composed of Xn and Xa.

*e representation of any instance xi in the training set
X is as follows:

R xi, c( 􏼁 � Q xi, cr( 􏼁􏼈 􏼉∗ Q xi, cp􏼐 􏼑􏽮 􏽯. (1)

*e first half of formula (1) represents the representa-
tiveness of instance xi in its category; the second half shows
the representativeness of instance xi in different categories;
cr, cp ⊂ c1, c2􏼈 􏼉 and r≠p; cr represents the category of in-
stance xi; cp is a different category from instance xi.

To realize Q(xi, cr) or Q(xi, cp) in formula (1), the
Euclidean distance d(xi, xj) can be used to represent the
relation of two instances. *e representativeness between an
instance and a class is inversely proportional to the sum of its
Euclidean distances of the instance and remaining instances
of the same class. And the representativeness of instances of
different categories is considered.
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*us, formula (1) is transformed into the following form:

R xi, c( 􏼁 �
1

􏽐
ni

ci�cj,j�1 d xi, xj􏼐 􏼑􏼒 􏼓
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⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
∗

1
􏽐

nj

ci ≠ cj,j�1 d xi, xj􏼐 􏼑

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

(2)

where ni is the number of instances in the same category as
xi; nj is the number of instances in a different category from
xi. *e expression ci shows the category of instance xi; the
expression ci � cj shows that instances xi and xj are the
same category; the expression ci ≠ cj shows that instances xi

and xj are different categories; if xi and xj are the same class,
i≠ j.

Calculating the representativeness of instance R(xi, c),
three factors are considered: (1) the influence of all instances
of the same class on the selected instance; (2) the influence of
instances of different classes on the selected instance; and (3)
the influence of different classes of instances as an advan-
tageous factor. *e proposed representativeness of instance
reflects the importance of instance. In Section 4.3, compared
with other algorithms on the benchmark data sets of in-
trusion detection, experimental results verify the effective-
ness of the representativeness of instance R(xi, c).

3.2. Representativeness-Based Instance Selection for Balanced
Data. To handle balanced data problem, a representative-
ness-based instance selection algorithm is proposed to select
representative instances, which is called RBIS, to improve
accuracy (ACC) and reduce reduction rate (RR) for IDS.
*rough the RBIS algorithm, the same proportion of in-
stances for each class is selected. Algorithm 1 shows the
pseudo-code of the RBIS algorithm.

In Algorithm 1, original instances X are composed of
normal instances Xn and attack instances Xa.S is the set of
selected instances from original instances X;Sn is the set of
selected normal instances from X; Sa is the set of selected
attack instances from X; the parameter t is the ratio of
selected instances by cross-validation or validation set.
Firstly, in lines 3–5 of Algorithm 1, the representativeness of
each instance is calculated. According to normal instances
Xn and attack instances Xa, Sn and Sa are initialized. Sec-
ondly, according to representativeness R(xi, c), represen-
tativeness R(xi, c) and training set X are sorted in
descending order (lines 6 and 7). Meanwhile, Sn and Sa are
sorted in descending order. *irdly, from line 8 to line 11,
according to the cross-validation or validation data, 1-NN is
used as the classifier. *e parameter t with the best accuracy
is selected and the range of parameter t is [0, 1]. In Section
4.3, the selection process of parametert is shown by Figures 1
and 2. According to parameter t, the first |Sn|∗ t instances
and the first |Sa|∗ t instances are selected in Sn and Sa,
respectively. Finally, according to Sn and Sa, S is determined.

Figure 3 with two dimensions is used to demonstrate the
instance selection process of the RBIS algorithm. Figure 3(a)
shows two types of original data, which are normal and
attack instances. *e circle is “Class One,” which represents
the normal instance; the square is “Class Two,” which

represents the attack instance. And there are 10 normal
instances and 10 attack instances. According to their rep-
resentativeness, the instances of each class are ranked in
Figure 3(b). *e numbers around the graph indicate the
degree of representation of the instance. *e smaller the
number, the more representative the instance is. For ex-
ample, in normal instances, the Number “1” is the most
representative and the Number “10” is the least represen-
tative. In Figure 3(c), according to the parameter t, the same
proportion of instances are selected in each class. When the
parameter t is 0.6, the first six instances of each class are
selected.

*e RBIS algorithm is based on the representativeness
R(xi, c) of instance.*e selected instances of RBIS algorithm
contain the information of original data.*e efficiency of the
RBIS algorithm is related to the accuracy (ACC) and re-
duction rate (RR). Compared with other algorithms on the
benchmark data sets of intrusion detection, experimental
results, which are shown in Section 4.3, prove that the RBIS
algorithm is effective and achieves a better balance between
accuracy and reduction rate. As the same proportion of
instances for each class is selected, the RBIS algorithm can
handle the balanced data problem.

According to Algorithm 1 and formula (2), the time
complexity of the proposed algorithm is mainly related to
the calculation of instance distance between the same and
different classes. *erefore, the time complexity of the al-
gorithm is O(N2) + O(M), where N represents the total
number of training instances and M represents the number
of experiments conducted by the classifier when selecting the
parameter t. As O(M) is far less than O(N2), the time
complexity of RBIS is O(N2).

3.3. Representativeness-Based Instance Selection for Imbal-
anced Data. To solve the imbalanced data problem, a rep-
resentativeness-based instance selection algorithm is
proposed, which is called RBIS-IM. *rough the RBIS-IM
algorithm, the same number of instances for each class is
selected to improve balanced accuracy (BA) and reduce
reduction rate (RR) for IDS.

Algorithm 2 shows the pseudo-code of the RBIS-IM
algorithm. Like Algorithm 1, Algorithm 2 is based on the
representativeness of instance. Original instances X are
composed of normal instances Xn and attack instances Xa.
Xn and Xa are called the majority class and the minority
class, respectively. *e difference in the number between Xn

and Xa is huge. S is the set of selected instances from original
instances X; Sn is the set of selected normal instances from
X; Sa is the set of selected attack instances from X; the
parameter t is the ratio of selected instances by cross-vali-
dation or validation set.

In the process of instance selection, the number of se-
lected instances of the majority class not only depends on the
number of instances of theminority class but also is the same
as that selected of the minority class. Firstly, in lines 3–5 of
Algorithm 2, the representativeness of each instance is
calculated. According to Xn and Xa, Sn and Sa are initialized.
Secondly, according to representativeness,
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representativeness R(xi, c) and training set X are sorted in
descending order (lines 6 and 7). Meanwhile, Sn and Sa are
also sorted in descending order. *irdly, from line 8 to line
11, according to the cross-validation or validation data, 1-
NN is used as the classifier; the parameter t with the best
balanced accuracy (BA) is selected and the range of pa-
rameter t is [0, 1]. In Section 4.3, the selection process of

parameter t is shown by Figures 4–6. According to the
selected parameter t, select the first |Sa|∗ t instances and the
first |Sa|∗ t instances from in Sn and Sa, respectively. Finally,
according to Sn and Sa, S is determined.

Figure 7 with two dimensions is used to explain the
instance selection process of the RBIS-IM algorithm.
Figure 7(a) shows two types of original data where the circle

Input: X: Training data set; t: the Ratio of selected instance by cross-validation or validation set; Xn: the Set of normal instances;
Xa: the Set of attack instances.
Output: S � Sn ∪ Sa; S: Set of selected instances from X; Sn: Set of selected normal instances from Xn; Sa: Set of selected attack
instances from Xa

(1) Normalize X

(2) Initialize S,Sn, and Sa, according to X, Xn, and Xa

(3) For each xi in X

(4) calculate R(xi, c) by formula (2)
(5) End for
(6) [R(xi, c), I]⟵ sortdesc R(xi, c)􏼈 􏼉

(7) X⟵ sortIdx(X, I)

(8) Obtain Sn and Sa; in other words, according to R(xi, c), Sn and Sa are sorted in descending order
(9) Select the best t that reaches the best accuracy using 1-NN classifier through cross validation or validation set
(10) Obtain Sn⟵ Sn ∗ t and Sa⟵ Sa ∗ t, which select the first |Sn|∗ t instances in Sn and the first |Sa|∗ t instances in Sa

(11) Obtain S⟵ Sn ∪ Sa

ALGORITHM 1: RBIS.
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Figure 1: *e relation of ACC and parameter t on the DoS data set. (a) t� [0.1, 0.2, . . ., 1]; (b) t� [0.001, 0.002, . . ., 0.01].
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Figure 2: *e relation of ACC and parameter t on the DDoS 2016 data set. (a) t� [0.1, 0.2, . . ., 1]; (b) t� [0.0721, 0.0722, . . ., 0.0730].
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expresses majority class and the square expresses minority
class. *ere are 8 instances in majority class, and there are 4
instances in minority class. According to their

representativeness, the instances of each class are ranked in
Figure 7(b). Similarly, the numbers around the graph in-
dicate the degree of representation of the instance. *e
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Figure 3: RBIS selects the critical instances of all classes in the balanced data. (a) Original data. (b) Sort the instances according to their
representativeness. (c) Select the same proportion of instances according to the parameter (t).

Input: X: Training data set; t: the Ratio of selected instance by cross-validation or validation set; Xn: the Set of normal instances
called the majority class; Xa: the Set of attack instances called the minority class.
Output: S � Sn ∪ Sa; S: Set of selected instances from X; Sn: Set of selected normal instances from Xn; Sa: Set of selected attack
instances from Xa

(1) Normalize X

(2) Initialize S,Sn, and Sa, according to X, Xn, and Xa

(3) For each xi in X

(4) Calculate R(xi, c) by formula (2)
(5) End for
(6) [R(xi, c), I]⟵ sortdesc R(xi, c)􏼈 􏼉

(7) X⟵ sortIdx(X, I)

(8) Obtain Sn and Sa; In other words, according to R(xi, c), Sn and Sa are sorted in descending order.
(9) Select the best t that reaches the best balanced accuracy using 1-NN classifier through cross-validation or validation set
(10) Obtain Sa⟵ Sa ∗ t and Sn⟵ Sa ∗ t, which select the first |Sa|∗ t instances in Sn and the first |Sa|∗ t instances in Sa

(11) Obtain S⟵ Sn ∪ Sa

ALGORITHM 2: RBIS-IM.
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Figure 4: *e relation of BA and parameter t on the Probe data set. (a) t� [0.1, 0.2, . . ., 1]; (b) t� [0.71, 0.72, . . ., 0.80].
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smaller the number, the more representative the instance is.
In Figure 7(c), when the parameter t is 1, the first four
instances of the minority class are selected. Since the number
of selected instances of the majority class depends on the
number of instances of the minority class and is the same as
that selected of the minority class, the first four instances of
the majority class are also selected.

Similarly, since the RBIS-IM algorithm is based on the
representativeness of instance R(xi, c), the selected instances
can contain all information of original data. And the ef-
fectiveness of RBIS-IM algorithm is evaluated by balanced
accuracy (BA) and reduction rate (RR). In Section 4.3,
compared with other algorithms on the benchmark data sets
of intrusion detection, experimental results show that the
RBIS-IM algorithm is effective and can achieve a better
balance between BA and RR. Since the same number of
instances for each class is selected to improve intrusion
detection efficiency, RBIS-IM algorithm can deal with the
imbalanced data problem. As the time complexity of the
RBIS-IM algorithm is the same as the RBIS algorithm, the
time complexity of this algorithm is O(N2).

*e difference between RBIS-IM and RBIS algorithms
is mainly embodied in three aspects. Firstly, the problems
solved by the two algorithms are different. *e RBIS-IM
algorithm is to solve imbalanced data problem, which
refers to the huge difference in the number of normal
instances and attack instances; the RBIS algorithm is to
deal with balanced data problem, which means that the

number of normal instances and attack instances is very
close or equal. Secondly, the methods of selected in-
stances of two algorithms are different. In the RBIS-IM
algorithm, the selection of instances of majority class is
determined by selected instances of minority class. *e
number of selected instances of two classes is the same. In
the RBIS algorithm, the number of instances of each class
is close. In the RBIS algorithm, the same proportion of
instances are selected for each class. *erefore, the
number of selected normal and attack instances is very
close. *irdly, the evaluation criteria of the two algo-
rithms are different, which are shown in Section 4.2. RBIS
is evaluated by ACC and RR while RBIS-IM is related to
BA and RR.

4. Experiments

In this section, experiments are designed to prove the ef-
fectiveness of the proposed algorithms. *e section is di-
vided into three subsections. In the first subsection, two
experimental data sets are shown. In the second subsection,
the evaluation criteria are introduced. In the last subsection,
the RBIS and RBIS-IM algorithms are validated on balanced
and imbalanced data sets.

4.1. Experimental Data Set. In this article, we use two data
sets, which are the Knowledge Discovery and Data Mining
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Figure 5: *e relation of BA and parameter t on the U2R data set.
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(KDD) Cup 1999 data set and DDoS 2016 data set. Although
the KDD 99 data set has some disadvantages, it is still widely
used as a benchmark for IDS evaluation [29–31]. In the KDD
99 data set, the 10% KDD training data and the KDD correct
data are used as training data and testing data, respectively.
*e distribution of these data is shown in Table 1. In the
KDD Cup 99 data set, the label of data includes the normal
class and attack classes, which are divided into four groups:
the remote-to-login (R2L), the denial-of-service (DoS), the
user-to-root (U2R), and the Probe.

In the KDD Cup 99 data set, every network connection
represents a data record that consists of 41 features and a
label specifying the status of this record. Each record con-
tains 41 features: 3 nonnumeric features, and 38 numeric
features. During data preprocessing, these nonnumeric
features, which are the protocol type, service, and flag, must
be transformed into numeric data. *e protocol type has
three kinds of types: tcp, udp, and icmp. According to the
different types, the “protocol type” feature is transformed
into three features. As the “service” feature has 70 different
types and would heavily increase the dimensionality, this
single feature is not used in our experiments. *e non-
numeric feature conversion is shown in Table 2.

*e DDoS 2016 data set was published in 2016, which
was created using the network simulator NS2 [32, 33]. *ere
are 2.1 million data records in the data set. Each record
contains 28 features: 5 nonnumeric features, and 23 numeric
features. *ese nonnumeric features need to be converted to
numerical ones. *e data set contains normal data and four
types of DDoS attacks, which are UDP flood, smurf, HTTP
flood, and SIDDOS. In this section, the data set, which uses
normal data and UDP flood, is used to evaluate the per-
formance of the proposed algorithms.

According to balanced and imbalanced domains, the
Knowledge Discovery and Data Mining (KDD) Cup 1999
and DDoS 2016 are divided into the balanced data set and
the imbalanced data set.*e description of data sets is shown
in Tables 3 and 4.

4.2. Evaluation Criteria. To evaluate the effectiveness and
performance of the proposed algorithms, the confusion
matrix is used. *e confusion matrix is shown in Table 5.
According to the confusion matrix, four performance
metrics are applied: the detection rate (DR, also known as
the true positive rate), true negative rate (TNR, also known
as specificity or selectivity), balanced accuracy (BA), and
accuracy (ACC). Meanwhile, the reduction rate (RR) is also
applied.

In balanced data, ACC and RR are used to evaluate the
performance of the proposed RBIS algorithm. To treat the
minority andmajority instances equally, BA is selected as the
evaluation criterion of the RBIS-IM algorithm in the im-
balanced problem.

*e DR is the proportion of attack instances that are
correctly predicted as attacks in the test data set; it is an
important metric reflecting the attack detection model’s
ability to identify attack instances and is described as

DR �
TP
P

�
TP

TP + FN
. (3)

*e TNR is the proportion of normal instances that are
correctly predicted as normal in the test data set. And, it is an
important metric reflecting the detection model’s ability to
identify normal instances and can be written as

TNR �
TN
N

�
TN

TN + FP
. (4)

Table 1: *e distribution of the KDD 99 data.

Class *e 10% KDD training data *e KDD correct data
Normal 97278 60593
DoS 391458 229853
U2R 52 228
Probe 4107 4166
R2L 1126 16189
Total 494021 311029

Table 2: *e nonnumeric feature conversion in the KDD 99 data.

Feature name Type setting 1 Type setting 2
Protocol type� tcp tcp� 1 others� 0
Protocol type� udp udp� 1 others� 0
Protocol type� icmp icmp� 1 others� 0
Flag SF� 1 others� 0

Table 3: *e balanced data set.

Type Attribute Class
Normal/
attack in

training data

Normal/
attack in

testing data
Normal and DoS
data in the KDD
99 data set

42 2 10000/10000 10000/10000

*e DDoS 2016
data set 28 2 10000/10000 10000/10000

Table 4: *e imbalanced data set.

In the KDD
99 data set Attribute Class Normal/attack

in training data
Normal/attack
in testing data

Normal and
U2R data 42 2 10000/30 200/20

Normal and
probe data 42 2 10000/1550 10000/1000

Normal and
R2L data 42 2 10000/1000 10000/1000

Table 5: Confusion matrix.

Class Predicted negative
class

Predicted positive
class

Actual negative class True negative (TN) False positive (FP)
Actual positive class False negative (FN) True positive (TP)
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*e BA is the average of DR and TNR; it can be a leading
metric for imbalanced data sets; it can serve as an overall
performance metric for a model.

BA �
DR + TNR

2
. (5)

*eACC is the ratio of the number of instances correctly
predicted in the test data set to the total number of instances.
And, it can reflect the ability of the detection model to
distinguish between normal and attack instances and is
defined as

ACC �
TN + TP

P + N
�

TN + TP
TN + TP + FN + FP

. (6)

*e RR is the ratio of the number of selected instances in
the training data set to the total number of instances; it can
show the ability of the instance selection model to select
optimal instances and can be written as

RR �
|S|

‖X‖
∗ 100%. (7)

4.3. Experimental Results and Analysis. In this section, we
use the instance subset selected by the proposed instance
selection algorithms to verify the effectiveness of instance
representation and the algorithms. *e experiment is con-
ducted in balanced and imbalanced data sets. All the ex-
perimental results are obtained by calculating the average
value of 100 experiments.

*e RBIS and RBIS-IM algorithms have a parameter t

that is used to determine the number of selected instance
subsets. In the training phase, the parameter t is determined
by grid search on cross validation or verification set. In the
RBIS algorithm, the parameter is selected by the best ACC.
In the RBIS-IM algorithm, the selected parameter is related
to the best BA.

Figures 1 and 2 show the relation of ACC and parameter
t on the balanced data sets. Moreover, Figures 1 and 2 reflect
the selection process of parameter t in RBIS algorithm on
DOS and DDOS 2016 data sets. Figures 1(a) and 2(a) display
the change of ACCwhen the parameter t is in a large interval
[0.1, 1]. Figures 1(b) and 2(b) show the change of ACC when
the parameter t is in a small interval [0.001, 0.01] and
[0.0721, 0.0730]. Figure 1(b) is based on Figure 1(a). Sim-
ilarly, Figure 2(b) is based on Figure 2(a). From Figure 1(a),
the best ACC is achieved when the parameter t takes 0.1 in
the interval [0.1, 1]. *erefore, the range of parameter t in
Figure 1(b) is in the interval [0, 0.1]. *rough experiments,
the range of parameter t in Figure 1(b) is in the interval
[0.001, 0.01]. In Figure 1(b), according to the best ACC, the
parameter t is 0.3%.

Like Figure 1, Figure 2(a) illustrates that the best ACC is
obtained when the parameter t takes 0.1 in the interval [0.1,
1].*erefore, the range of parameter t in Figure 2(b) is in the
interval [0, 0.1]. *rough experiments, the range of pa-
rameter t in Figure 2(b) is in the interval [0.0721, 0.0730]. In
Figure 2(b), according to the best ACC, the parameter t is
7.25%.

Figures 4-6 display the relation of BA and parameter t on
the imbalanced data sets. When the parameter t is in the
interval [0.1, 1] and [0.71, 0.80], the change of BA on the
Probe data set is shown in Figures 4(a) and 4(b). Figures 5
and 6 show BA changes on the U2R and R2L data sets when
the parameter t is in the interval [0.1, 1]. Meanwhile,
Figures 4–6 reflect the selection process of parameter t in the
RBIS-IM algorithm. Figures 4(a) show the change of BA
when the parameter t is in a large interval [0.1, 1].
Figures 4(b) indicate the change of BA when the parameter t

is between in a small interval [0.71, 0.80]. Figure 4(b) is based
on Figure 4(a). From Figure 4(a), the best BA is obtained
when the parameter t takes 0.8 in the interval [0.1,
1].*erefore, the range of parameter t in Figure 4(b) is in the
interval [0, 0.8]. *rough experiments, the range of pa-
rameter t in Figure 4(b) is in the interval [0.71, 0.80]. In
Figure 4(b), according to the best BA, the parameter t is 0.76.
From Figures 5 and 6, it is obvious that the parameter t is set
to 1 under the condition that BA obtains the best on two data
sets. Moreover, relevant experiments are conducted in the
interval [0.9, 1]. *e experimental results show that BA
obtains the best when parameter t is 1.

Table 6 shows that on the balanced data set, the three
common classifiers, which are 1-NN, SVM, and Adaboost,
use the entire training set and instance subset selected to
obtain ACC, RR, and average accuracy, respectively. On the
DoS data set of KDD cup 99, the accuracy of the three
classifiers is greatly improved by using the instance subset
selected by the RBIS algorithm. On the DDoS 2016 data set,
the three classifiers also achieve good accuracy by using the
instance subset. *e accuracy of SVM and Adaboost using
the instance subset are slightly lower than those of the whole
training set, but the RBIS algorithm only uses 7.25% of
instances to get good accuracy (i.e. 94.682% or 94.668%).
*is shows that the RBIS algorithm can reduce RR while
maintaining accuracy. On the two balanced data sets, the
accuracy of 1-NN using the instance subset is higher than
that by the whole training set. *is is because the instance
subset is selected by the proposed instance selection algo-
rithm and 1-NN. In addition to good ACC, the RR by the
three classifiers and instance subsets are very small, which
are 0.3% and 7.25%, respectively. *is can prove that the
RBIS algorithm can achieve a better balance between ACC
and RR. On the other hand, from the perspective of average
ACC, it is obvious that the average ACC by the instance
subset is much higher than that by the whole training set on
the DoS data set. Meanwhile, on the DDoS 2016 data set, the
average ACC by the instance subset is only slightly higher
than that obtained by the whole training set. *is indicates
that the RBIS algorithm can select optimal instances to
improve ACC and reduce RR for IDS.

In Table 6, the experimental results demonstrate that the
proposed RBIS algorithm is effective and can deal with
balanced data problem. *e RBIS algorithm is effective
because it is based on the new instance representativeness,
which is shown in Section 3.1. *rough instance repre-
sentativeness, the selected instances possess the information
of the entire instances and are useful to improve ACC and
reduce RR for IDS.

Security and Communication Networks 9



As shown in Table 7, on the imbalanced data sets, three
common classifiers, which are 1-NN, SVM, and Adaboost,
can obtain BA, RR, and average BA using the whole training
set and the instance subset. *ree imbalanced data sets are
from the KDD Cup 99. On the Probe data set, using the
instance subset, the three classifiers get good accuracy.
Compared with the whole training set, the BA by the 1-NN
classifier using instance subset is slightly lower, while BAby
SVM and Adaboost are better. On U2R and R2L data sets,
compared to using the whole training set BA of three
common classifiers using instance subset is better. *e ex-
perimental results prove that the RBIS-IM algorithm can
achieve a better balance between BA and RR.

Besides, from the perspective of average BA, on the
Probe data set, the average BA using the instance subset is
slightly higher than that using the whole training set. On the
U2R and R2L data sets, compared with the average BA using
the whole training set, the average BA using the instance
subset is greatly improved. *erefore, the experimental
results on imbalanced data sets indicate that the RBIS-IM
algorithm is effective and can obtain good RR while im-
proving BA. *is is because the RBIS-IM algorithm is also
based on the new instance representativeness, which is
shown in Section 3.1. *rough instance representativeness,
the optimal instances are selected to improve BA and reduce

RR for IDS. And the experimental results display that the
RBIS-IM algorithm can handle imbalanced data problem.

Table 6: *e efficiency of RBIS algorithm with 1-NN, SVM, and Adaboost is verified on the balanced data set.

Data set *e size of instances Classifier ACC (%) RR Average ACC (%)

DoS

20000
1-NN 61.000

100 63.692SVM 65.044
Adaboost 65.033

60
1-NN 99.913

0.3 93.362SVM 99.910
Adaboost 80.263

DDoS 2016

20000
1-NN 90.823

100 93.653SVM 95.059
Adaboost 95.077

1450
1-NN 94.916

7.25 94.755SVM 94.682
Adaboost 94.668

Majority class
Minority class

(a)
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7
3
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1

4
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Figure 7: RBIS-IM selects the critical instances of all classes in the imbalanced data. (a) Original data. (b) Sort the instances according to
their representativeness. (c) Select the same number of instances according to the parameter t.

Table 7: *e efficiency of RBIS-IM algorithm with 1-NN, SVM,
and Adaboost is verified on the imbalanced data set.

Data
set

*e size of
instances Classifier BA

(%)
RR
(%)

Average BA
(%)

Probe

11550
1-NN 98.825

100 98.096SVM 99.104
Adaboost 96.359

2356
1-NN 97.887

20.398 98.148SVM 99.544
Adaboost 97.013

U2R

10030
1-NN 49.970

100 50.079SVM 49.998
Adaboost 50.270

60
1-NN 61.580

0.598 61.632SVM 61.565
Adaboost 61.750

R2L

11000
1-NN 80.465

100 74.860SVM 67.665
Adaboost 76.449

2000
1-NN 96.068

18.182 91.445SVM 87.859
Adaboost 90.407
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Tables 8 and 9 display the ACC and RR with the 6
instance selection algorithms on the balanced data sets.
*e proposed RBIS algorithm is compared with 5 algo-
rithms: edited nearest neighbor (ENN) [22], ISAR [10],
BNNT [8], CNNIR [9], and RIS 1 [11]. For ISAR and RIS
1, their instance selection algorithms are only used. On
two balanced data sets, compared with the other 5 al-
gorithms, the proposed RBIS algorithm achieves the best
experimental results on ACC in Table 8. And the RBIS
algorithm achieves the second RR on two balanced data
sets in Table 9. In terms of average performance, it is
obvious the RBIS algorithm achieves the best experi-
mental results on ACC and RR. *is indicates that the
RBIS algorithm can achieve a better balance between ACC
and RR. And, it can solve balanced data problem. Simi-
larly, it proves that the RBIS algorithm is effective. In
other words, the selected instances are optimal and
contain the information of the whole instances. *is is
because four factors in the instance selection process are
considered, which are shown in Section 3.1.

Table 10 shows the BA of 6 instance selection algo-
rithms on the imbalanced data set. On the Probe data set,
the BA of ENN, ISAR, RIS 1, and RBIS-IM algorithms are
very close, and the biggest gap between them is less than
1%. *is displays the RBIS-IM algorithm has the ability to
distinguish between normal and attack instances. On the
U2R and R2L data sets, the BA of the RBIS-IM algorithm
is the best. Compared with other algorithms, the mini-
mum gap is at least 10%. From the average BA, the average
BA of the ENN, ISAR, and RIS 1 algorithms are very close,
while the BA of the RBIS-IM algorithm is the best in
Table 10. *e experimental results prove that represen-
tative instances selected by RBIS-IM algorithm contain
the information of the whole instances and the RBIS-IM
algorithm can select representative instances to increase
the BA for IDS. Moreover, the experimental results
demonstrate that RBIS-IM algorithm can deal with im-
balanced data problem.

Table 11 presents the RR of 6 instance selection algorithms
on the imbalanced data set. On the Probe data set, the RR
obtained by ISAR, CNNIR, and RIS 1 algorithms are very close.
But, compared with ENN, other algorithms have a big gapwith

it. On the U2R data set, except for the ENN algorithm, the RR
of other algorithms are very close and less than 1%. On R2L
data, there is a small difference between the RR of the three
algorithms, which are ISAR, CNNIR, and RIS 1 algorithms.
From the average RR, the RR of the BNNT algorithm is the
best. But, it is obvious that ENN gets poor RR (i.e. 99.879%).
Since ENN is based on the nearest neighbor, ENN only
removes instances near to the boundary and deletes limited
instances of majority class. Moreover, ENN cannot deal with
imbalanced data problem. *e proposed RBIS-IM algorithm
has good RR (i.e. 13.059%). *is displays that the RBIS-IM
algorithm can select small and representative instances to
reduce RR. And the experimental results show that the RBIS-
IM algorithm can deal with imbalanced data problem.

*e time complexity of 6 instance selection algorithms is
present in Table 12. N represents the number of original
instances. According to Table 12, the time complexity of the
6 algorithms is divided into two types. One is O(NlogN),
which are ENN, BNNT, and CNNIR algorithms.*e other is
O(N2), which are ISAR, RIS 1, RBIS, and RBIS-IM
algorithms.

Figure 8 shows the relation of average ACC and average
RR of 7 algorithms on the balanced data set and is based on
Tables 6, 8, and 9. *e 1-NN algorithm uses the whole
training instances and the other 6 algorithms use the in-
stance subset through their instance selection algorithms.
On the balanced data set, the RBIS algorithm achieves the
best in ACC and RR. Figure 8 suggests that the RBIS al-
gorithm can select optimal instances to improve ACC and
reduce RR for IDS. *ese optimal instances have the in-
formation for the entire instances.

Figure 9, which is based on Tables 7, 10, and 11, shows
the relation of average BA and average RR of 7 algorithms on
the imbalanced data set. It is obvious that RBIS-IM is the
best on average BA. And Figure 9 suggests that the RBIS-IM
algorithm can select optimal instances to increase BA and
reduce RR for IDS. Although the average RR of the RBIS-IM
algorithm is not the minimum, RBIS-IM algorithm can

Table 8: Accuracy of ENN, ISAR, BNNT, CNNIR, RIS 1, and RBIS
on the balanced data set.

Data set ENN ISAR BNNT CNNIR RIS 1 RBIS
DoS 65.173 99.904 65.070 65.142 99.906 99.913
DDoS 2016 84.589 70.533 72.089 73.584 70.520 94.916
Mean 74.881 85.219 68.580 69.633 85.213 97.415

Table 9: Reduction rate of ENN, ISAR, BNNT, CNNIR, RIS 1, and
RBIS on the balanced data set.

Data set ENN ISAR BNNT CNNIR RIS 1 RBIS (%)
DoS 99.995 50.005 0.065 9.780 49.785 0.300
DDoS 2016 87.255 53.435 9.135 4.820 13.335 7.250
Mean 93.625 51.720 4.600 7.300 31.560 3.775

Table 10: BA of ENN, ISAR, BNNT, CNNIR, RIS 1, and RBIS-IM
on the imbalanced data set.

Data set ENN ISAR BNNT CNNIR RIS 1 RBIS-IM
Probe 98.789 98.059 70.510 87.175 98.059 97.887
U2R 49.980 49.592 50.755 50.000 49.642 61.580
R2L 80.434 79.956 53.797 63.592 85.238 96.068
Mean 76.401 75.869 58.354 66.922 77.646 85.178

Table 11: Reduction rate of ENN, ISAR, BNNT, CNNIR, RIS 1, and
RBIS-IM on the imbalanced data set.

Data
set

ENN
(%)

ISAR
(%)

BNNT
(%)

CNNIR
(%)

RIS 1
(%)

RBIS-
IM (%)

Probe 99.896 13.680 0.537 10.312 13.680 20.398
U2R 99.950 0.489 0.578 0.680 0.160 0.598
R2L 99.791 9.455 0.945 6.327 9.000 18.182
Mean 99.879 7.875 0.687 5.773 7.613 13.059
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achieve a good balance between average BA and average RR.
Moreover, it is found that the RBIS-IM algorithm can handle
imbalanced data problem.

5. Conclusions

In this paper, after analyzing the instance selection algorithm
and its defects in intrusion detection, we propose a new
representativeness of instance to determine the importance
of an instance. Calculating the representativeness of in-
stance, we consider not only the representativeness of in-
stance in its category but also the representativeness of
instances in different categories. *ese two representative-
nesses are equally important. Moreover, the influence of
instances of different classes on selected instance is regarded
as an advantage factor. To deal with balanced and imbal-
anced data problems, we propose the RBIS and RBIS-IM
algorithms, respectively. In the process of instance selection,

the proposed algorithms need not delete internal instances
and noise instances. Compared with other algorithms on the
benchmark data sets of intrusion detection, experimental
results show that the two algorithms are effective. RBIS
algorithm can achieve a better balance between accuracy
(ACC) and reduction rate (RR). Similarly, the RBIS-IM
algorithm can achieve a better balance between balanced
accuracy (BA) and reduction rate (RR). Furthermore, it is
also verified that the proposed representativeness of instance
is correct and effective.

In future work, we intend to study how to automatically
obtain the appropriate parameter t of the proposed ap-
proaches, which will reduce the training time of the algo-
rithms. Moreover, obtaining the parameter t automatically
can improve and enhance the effectiveness and applicability
of the algorithms.

Data Availability

In this paper, two data sets are used for intrusion detection.
*ey are public, which are the Knowledge Discovery andData
Mining (KDD) Cup 1999 data set and DDoS 2016 data set.
*e corresponding URLs are, respectively, http://kdd.ics.uci.
edu/databases/kddcup99/kddcup99.html and https://www.re
searchgate.net/publication/292967044_Dataset_Detecting_D
istributed_Denial_of_Service_Attacks_Using_Data_Mining_
Techniques.
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In this study, a fail-stop group signature scheme (FSGSS) that combines the features of group and fail-stop signatures to enhance
the security level of the original group signature is proposed. Assuming that FSGSS encounters an attack by a hacker armed with a
supercomputer, this scheme can prove that the digital signature is forged. Based on the aforementioned objectives, this study
proposes three lemmas and proves that they are indeed feasible. First, how does a recipient of a digitally signed document verify
the authenticity of the signature? Second, when a digitally signed document is under dispute, how can the group’s manager
determine the identity of the original group member who signed the document, if necessary, for an investigation?.ird, how can
one prove that the signature is indeed forged following an external attack from a supercomputer? Following an attack, the
signature could be proved to be forged without exposing the key. In addition, the ultimate goal of the group fail-stop signature
scheme is to stop using the same key immediately after the discovery of a forgery attack; this would prevent the attack from
being repeated.

1. Introduction

Electronic documents are being increasingly used instead of
paper to conduct official government and private business.
Among other advantages, this benefits the environment by
reducing the amount of paper being used. However, the use
of electronic documents also increases the importance of
using digital signatures to guarantee the validity, authen-
ticity, and integrity of electronic documents and reduce the
risk of documents being forged.

To cope with the wide range of potential uses for digital
signature technology, the concept of group signing was
proposed. A real-life example is considered to illustrate the
process of using a group fail-stop signature scheme. .e
chief of Taiwan’s Environmental Protection Administration,
along with 19 other staff members of the agency, is eligible to
digitally sign documents; these staff members include those
accusing a subordinate unit of breaking the law. To safeguard
the agency members’ neutrality and protect them from
interference, each staffer is required to activate a digital

signature key when they release a statement or document
representing the administration. .e recipient of the doc-
ument would be able to verify the authenticity of the digital
signature. However, in the event that someone impeaches
the integrity or validity of a digitally signed document, the
identity of the individual who originally signed the docu-
ment would remain a secret.

Companies or other entities cited for violations by the
Environmental Protection Administration could file a
complaint with the agency to deny that they had violated the
law. As part of the review process, it might be necessary to
determine the identity of the official who signed the original
document making the accusation. Under the present
scheme, only the manager in the group would have the
ability to identify the person who signed the document. .e
manager, however, cannot pretend to be a member of an-
other group to forge the digital signature.

Chaum and Van Heyst [1] concluded that there are three
properties of group signatures. (i) Only members of the
group can sign messages. (ii) .e recipient can verify that it
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is a valid group signature but cannot discover the group
member who signed the message. (iii) If necessary, the
signature can be “opened,” to reveal the person who signed
the message.

.e group signature scheme also has some favorable
features that make it applicable in a range of fields. A digital
signature can ensure the validity and authenticity of elec-
tronic documents. If the possibility of a document being
forged could be reduced, or even if it were possible to prove
that the digital signature was forged, the security level of the
digital signature could then be enhanced. Another type of
fail-stop signature scheme (FSS) can satisfy the aforemen-
tioned requirements.

Kitajima et al. [2] showed that an FSS has to have at least
two security properties. (i) A scheme based on information-
theoretic security has to be secure, even against a compu-
tationally unbounded adversary. (ii) If the computational
assumption is broken, an honest signer should be able to
prove that a signature is a forgery by virtue of information-
theoretic security.

In this work, a fail-stop group signature scheme (FSGSS)
is proposed. FSGSS combines all the functions and features
of two schemes: group signature (GS) and FSS. .is algo-
rithm integrates the features of the two types of digital
signatures, which strengthens its security level under the GS
system. .e combination scheme ensures that the group
members can prove that a digital signature is indeed a
forgery after supercomputer forgery attacks.

.e remainder of this paper is organized as follows:
Section 2 describes studies related to the present work.
Section 3 presents our scheme, and Section 4 provides an
analysis of the scheme and a discussion thereof. Finally,
Section 5 concludes the paper and provides directions for
future research.

2. Related Work

Desmedt proposed a group-oriented cryptosystem concept
in 1987. In his dissertation [3], he noted that, in addition to
entities that exist as individuals, there are entities comprising
groups of several individuals, such as hospitals, schools,
public institutions, and private companies. When these
entities issue signed electronic documents, such as certifi-
cates, the concept of a digital signature becomes a mecha-
nism to replace signatures on paper documents. Digital
signatures could be placed on electronic diplomas, electronic
medical records, and other official documents released by
governmental agencies. .e documents that carry digital
signatures must have the following features: certainty of
identity, nonrepudiation, and unforgeability.

.erefore, the design of the way keys are exchanged, the
parameters of the exchanges become particularly important.
Although eachmember in a group has a secret key, the group
password must be reused. In other words, individuals in the
group cannot exchange their keys during an operation.
Instead, they exchange secondary keys derived from their
main keys. .is ensures the security of the main keys. In
addition, members cannot export the group’s master key.
.is ensures that this key remains secure. Chen and Yuanchi

[4] developed a new and fast anonymous digital signature
system by linking the LUC function with the complexities of
discrete logarithms and factorization.

Conversely, multiple studies have focused on the security
of conventional digital signature schemes that rely on a
computational assumption. FSSS provide security for a
sender against a forger with unlimited computational power
by enabling the sender to provide a proof of forgery if it
occurs. FSSs have been proposed in [5–10]. Chain [11]
proposed that a fail-stop scheme could assert a victim’s
innocence, without exposing the n � p × q secret, and would
guard against malicious behavior. More recently, Kitajima
et al. [2] proposed a framework for FSS operating in a
multisigner setting and called for a primitive fail-stop
multisignature scheme. In other words, they combined
threshold and fail-stop signatures. After the first aggregate
signature scheme was proposed, several researchers
attempted to propose more efficient versions of FSS by
combining various schemes.

Recently, blockchain technology was used to realize the
calculation and verification of the original GS algorithm.
.e calculation of the group certificate and signature
recognition should be completed by the corresponding
smart contract. .is reduces the possibility of a joint attack.
.e newly added signature node no longer needs the ap-
proval of the center and only requires the approval of the
majority node, realizing the true decentralization of sig-
natures [12]. However, the decentralized GS scheme, based
on blockchain, requires more calculation and is more
expensive to implement smart contracts and applications
without a decentralized network. Conversely, the block-
chain-based smart contract is visible to all blockchain users.
.is leads to a situation where bugs, including security
holes, are visible to all, yet may not be quickly fixed [13–15].
In particular, issues in Ethereum smart contracts include
ambiguities and easy-but-insecure constructs in its con-
tract language solidity, compiler bugs, Ethereum virtual
machine bugs, attacks on the blockchain network, and the
immutability of bugs; moreover, there is no central source
documenting known vulnerabilities, attacks, and prob-
lematic constructs [14].

3. Proposed Scheme

3.1. Initialization. .e system center (SC) chooses a prim-
itive element g over the Galois field p0, satisfying the fol-
lowing equation:

p0 � 4p1q1 + 1, (1)

where p1, q1 are large primitive. Let

n � p1q1. (2)

.en, SC chooses a number g2 ∈ Z∗n , satisfying

g
p1
2 ≡ 1 modp0( 􏼁, (3)

where g2, p0, n􏼈 􏼉 and p1, q1􏼈 􏼉 are the public key and secret
key of the SC, respectively. .e details of the initialization
process are shown in 0 (Figure 1).
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3.2. Group and Its Members. Without loss of generality, we
assume a group and its members ui, 0≤ i≤ l, where u0 is the
manager of a group..emember registers to SC individually
as follows:

ui chooses a number xi and calculates

g
xi

2 ≡ yi modp0( 􏼁, (4)

ui uses the yi to register.

3.3. Parameters Exchange. Example 1: ui, 0≤ i≤ l, requests a
part of the parameter from u0; and then, u0 chooses a
number k and calculates

g
k
2 ≡ r1 modp0( 􏼁, (5)

u0⟶ ui: r1. (6)

.is means that u0 sends r1 to ui. ui chooses a number b′
and calculates

g
b′
2 ≡ b modp0( 􏼁, (7)

r
b
1 ≡ r3 modp0( 􏼁, (8)

r2 ≡
r3
b

(modn), (9)

ui⟶ uo: r2, (10)

u0 chooses a number a, satisfying the following equation:

a ≡ x0r2 + ks(modn), (11)

u0⟶ ui: a, s. (12)

After the aforementioned procedure is performed, if
manager u0 knows the parameters, k, a, x0, and r2, then s is
known. It is to be noted that y0, r1 is the public key of u0,

where g
x0
2 ≡ y0(modp0), based on equation (4)..e detailed

process of GFSS is shown in 0 (three-way handshake for
exchange parameters) (Figure 2).

3.4. Signing Message m. Multiplying both sides of equation
(11) with b, we obtain

ba ≡ x0 br2( 􏼁 +(kb)s(modn). (13)

Multiplying both sides of equation (9) with b, we obtain

r3 ≡ br2(modn). (14)

Using equations (13) and (14), we obtain

ba ≡ x0r3 +(kb)s(modn). (15)

.en, we choose two numbers c, e and calculate

g
c
2 ≡ r5 modp0( 􏼁, (16)

g
e
2 ≡ E modp0( 􏼁. (17)

Let

r4 ≡ r3r5 modp0( 􏼁, (18)

and

s1 ≡ r5s(modn). (19)

Adding cs on both sides of equation (15), we acquire

ba + cs ≡ x0r3 +(kb)s + cs ≡ x0r3 +(kb + c)s(modn).

(20)

SC u_0 u_i

SC u_0 u_i

SC sent {g_2, p_0, n} to u_0

SC sent {g_2, p_0, n} to u_i

Register

Distribute public key

Distribute public key

u_i chooses
x_i and get y_i.
u_i uses y_i reg. to SC

Figure 1: Initialization of GFSS.
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Using r5 from equations (18) and (19) to multiply both
sides of equation (20), we obtain

(ba + cs)r5 ≡ x0
r4

r5
􏼠 􏼡r5 +(kb + c)

s1

r5
􏼠 􏼡r5

≡ x0r4 +(kb + c)s1(modn).

(21)

Let

r6 � (ba + cs)r5(modn), (22)

and

m + r6 � cE + es2(modn). (23)

Assuming that the recipient of the message isR, ui sends
messages to R. It is to be noted that

ui⟶ R: m, c, E, r4, r6, s1, s2􏼈 􏼉, (24)

where R is used in the equations as follows:

g
r6
2 ≡ y

r4
0 r

s1
4 (modn), (25)

g
m+r6
2 � g

cE
2 E

s2 modp0( 􏼁. (26)

.e receiver accepts this digital signature if both
equations (25) and (26) are valid. Otherwise, this digital
signature is denied (Table 1).

4. Analysis and Discussion

In this section, we first introduce Lemma 1 to check the
validity of a digital signature. Lemma 2 verifies whether a
digital signature is activated by a group member. Lemma 3
shows that the attack method, mentioned by Susilo [7], will
not succeed. .ere are several parameters after these
procedures. We created a list of members holding pa-
rameters, as shown in 0. In this scheme, the members share

partial parameters and maintain a few parameter(s). For
example, manager u0 holds only parameter k; member ui

only holds parameter b. In this case, someone creates a
digital signature of u0 and passes the verification; however,
she/he is unaware of parameter b. .at is, this person is a
forger.

Lemma 1. If u0 and ui are trusted authorities, then both
equations (24) and (25) are valid.

Proof: Using equation (22), we have

g
r6
2 ≡ g

(ba+cs)r5
2 ≡ g

x0r4+(kb+c)s1
2 ≡ g

x0r4
2 g

(kb+c)s1
2 (modn).

(27)

.ere are two parts of the last term of the aforemen-
tioned equations; considering the first part and using
equation (4), we have

g
x0r4
2 ≡ g

x0
2( 􏼁

r4 ≡ y
r4
0 (modn). (28)

Considering the second part,

g
(kb+c)s1
2 ≡ g

(kb)s1
2 g

cs1
2 ≡ g

k
2􏼐 􏼑

b
􏼒 􏼓

s1
g

cs1
2 ≡ r1( 􏼁

b
􏼐 􏼑

s1
g

cs1
2 via equation (5)

≡ r
bs1
1 g

c
2( 􏼁

s1 ≡ r
bs1
1 r

s1
5 via equation (17)

≡ r
s1
3 r

s1
5 ≡ r3r5( 􏼁

s1 via equation (8)

≡ r
s1
4 (modn) via equation (18).

(29)

By combining equations (28) and (29), we obtain

g
r6
2 ≡ y

r4
0 r

s1
4 (modn). (30)

Hence,

g
m+r6
2 � g

cE
2 E

s2 modp0( 􏼁. (31)

.erefore, both equations (25) and (26) are valid.

u_0 u_i

u_0 u_i

u_i chooses b′, and get b, r_3, r_2.

u_0 chooses k, and get r_1.

u_0 chooses a, and get s.

Send r_1 to u_i

Send r_2 to u_0

Send a, s to u_i

Figure 2: .ree-way handshake for parameter exchange.
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Certain parameters are required to check whether
message m has been sent by ui. Hence, we obtain the fol-
lowing lemma: □

Lemma 2. If u0 and ui are trusted authorities, then it implies
that message m was sent from ui by equation (8).

Proof: .e following should be noted:

(a) rb
1 ≡ r3(modp0) from equation (8)

(b) ui⟶ R: m, c, E, r4, r6, s1, s2􏼈 􏼉 from equation (24)
(c) u0⟶ ui: a, s from equation (12)
(d) r4 ≡ r3r5(modp0) from equation (18)
(e) ba ≡ x0r3 + (kb)s(modn) from equation (15)
(f ) gk

2 ≡ r1(modp0) from equation (5)
(g) g

r6
2 ≡ y

r4
0 r

s1
4 (modn) from equation (25)

(h) g
m+r6
2 � gcE

2 Es2(modp0) from equation (26)

Considering equation (19), s1 ≡ r5s (modn), s1 and s can
be determined because of equations (12) and (24). Hence, we
can obtain r5 and r3 via equations (18) and (24). Finally, b

must be calculated (only ui knows this parameter) because
u0 is unaware of b.

Considering equation (15), a, x0, r3, k, and s are known. It is
not easy for anyone to obtain b; only themanager of group u0
knows this value. In fact, it is a discrete logarithmproblemwhen
someone knows r1, r3 only by equation (8).

We conclude that u0 can obtain b because u0 already
knows parts of parameters from ui and has their own pa-
rameter k. .erefore, after checking equations (25) and (26),
we can say that the message is sent by ui. □

Lemma 3. An attacker intercepting the message passed by the
digital signature to adapt the method of Susilo et al. will not
succeed.

Proof: .e following is to be noted:

(a) ui⟶ R: m, c, E, r4, r6, s1, s2􏼈 􏼉 from equation (24)
(b) g

r6
2 ≡ y

r4
0 r

s1
4 (modn) from equation (25)

(c) g
m+r6
2 � gcE

2 Es2(modp0) from equation (26)

If an attacker A intercepts the message as shown in
equation (24) because A is unaware of parameters x0, r4, we
assume that

g
x0′
2 ≡ y0 modp0( 􏼁,

g
r4′
2 ≡ r4 modp0( 􏼁.

(32)

Attacker A can easily forge m∗ for suitable parameters
c′, E′, s2′􏼈 􏼉 such that both equations (25) and (26) are valid.
In other words, the digital signature passes the test of Lemma
2. After the procedure of Lemma 2 is performed, a nontrivial
factor of n can be found by computing GC D(b, b∗, n). We
note that the probability of b being equal to b∗ is (1/q0).
.erefore, it is proved that m∗ is not sent by the group
members. □

5. Conclusions and Future Work

In this study, we propose a novel FSGSS. .is algorithm
integrates the features of two types of digital signature,
which strengthens its security level under the GS system.
.e proposed FSGSS ensures that the group members can
prove that a digital signature is indeed a forgery after
supercomputer forgery attacks. In addition to discussing
the integration of these two digital signatures, this dis-
sertation highlights three proposed Lemmas and proves
that they are feasible. Lemma 1 verifies an FSGSS digital
signature. Lemma 2 is used by the group manager, when
needed, to determine the identity of the groupmember who
originally created the digital signature. Finally, this dis-
sertation proposes Lemma 3. When the digital signature is
found to be forged, members of the group can prove this
fact.

.e ultimate goal of the group fail-stop signature
scheme is to stop using the same key immediately after the
discovery of a forgery attack; this would prevent the attack
from being repeated. .at is, the “key” considered in this
study is parameter b used by ui. If the parameters need to be
changed each time an entity is under attack, the process of
replacing the parameters is equivalent to reexecuting the
exchange parameter program. .erefore, in future work,
we plan to design a scheme wherein we need not directly
expose key b; we can then prove that a certain number of

Table 1: List of members holding parameters.

SC uo ui R SC uo ui R

g2 v v v v s v v
po v v v v m v v
n v v v v c v v

yi v v v E v v
r1 v v r4 v v
b′ v r6 v v
b v s1 v v
r2 v v s2 v v
a v v
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signatures are forged, which will enhance the efficiency of
GFSS.
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