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Excessive use of social media is a developing concern in the twenty-first century.(is issue needs to be addressed before it has any
more significant consequences than what we are currently experiencing. As a preventive technique, advertisements and
awareness-raising campaigns about the detrimental impact of digital technologies are used.(e application of novel mathematical
techniques and terminologies in this field of study will have significant potential to enhance healthy living by preventing certain
ailments.(is is the most compelling justification for conducting a new study with the most up-to-date techniques at our disposal.
(is study investigates clear and concise transmission in order to generate a deterministic mathematical model of social media
addiction SMA using the fractal-fractional (FF) derivative operator. Also, the analysis of the SMAmodel in terms of the invariant
domain, the existence of a positive invariant solution, and equilibria assumptions are stated in a detailed manner. Besides that, the
basic reproduction numberR0 < 1 is computed, demonstrating that the proposedmethodology is more efficacious.(eAtangana-
Baleanu FF differential operators are recently defined in FF differential operators that are applied to characterize the SMAmodel’s
mathematical algorithm.We investigated the numerical behaviour of theSMA in three ways: (i) changing the fractional-order (α)

as well as the fractal-dimension (℘); (ii) changing α while keeping ℘ constant; and (iii) changing ℘ while keeping α constant. Our
examined visualizations and simulation studies using MATLAB for the numerical modelling of the aforementioned system
showed that the novel developed Atangana-Baleanu FF differential operators produce remarkable results when compared to the
classical frame.

1. Introduction

With the popularity of networking communication comes
an increase in the psychoactive properties of this techno-
logical innovation. Numerous investigations have linked
compulsive media platform use to undesirable outcomes,
including decreased efficiency, adverse social interactions,
and decreased life contentment. (e misuse of social net-
working sites has increased at an alarming rate. For example,
Facebook has 68 percent and 73 percent of the adolescent
community in the United States, respectively [1]. Over
prescription of social media addiction is connected with
impaired effectiveness appraisal, problematic interpersonal
interactions, insomnia, reduced levels of happiness, and

sentiments of hostility, stress, and melancholy, see [2–7].To
be consistent with the preponderance of the research, we
included the terms “social media addiction” (SMA) or
“addicted social networking usage” (in a non-clinical
meaning) in the entirety of that kind of analysis, while
acknowledging the concerns surrounding the terminology
[8]. Whenever it becomes more appropriate to employ
certain concepts, exclusions are created. For the purposes of
this evaluation, we characterize excessive social media
adoption as becoming extremely apprehensive regarding
social media, intrinsically incentivized, and dedicating a
significant portion of time and vitality to incorporating
social media to the juncture where an individual’s group
opportunities, intimate communication, surveys, and/or

Hindawi
Complexity
Volume 2022, Article ID 2140649, 18 pages
https://doi.org/10.1155/2022/2140649

mailto:saimarashid@gcuf.edu.pk
mailto:ebbonya@gmail.com
https://orcid.org/0000-0001-7137-1720
https://orcid.org/0000-0003-0808-4504
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2140649


general well-being and well-being are jeopardized [9].(ere
is now a discrepancy in theorizing SMA, particularly how it
progresses. (ere have been multiple evaluations of con-
ceptualizations to elucidate SMA, but limited research has
addressed the mathematical frameworks implemented in
actual research on SMA. One evaluation, in particular,
barely discussed three extensively acknowledged internet
dependency scenarios. One questionnaire range of inter-
ventions includes broad scientific viewpoints (for example,
neurological aspects and behavioural insights) without
addressing relevant paradigms. Although some alternative
analyses reviewed various relevant conceptual models, an-
alyzed their flaws, and proposed hypothetical modifications,
they did not describe how scientific findings about SMA

implement these conceptualizations and the various attri-
butes in these structures. Furthermore, new scientific
findings on SMA are appearing at an astonishing rate; there
is a need for a comprehensive overview of essential math-
ematical approaches. Alemneh and Alemu [10] constructed
and examined a mathematical formulation for the dissem-
ination and prevention of SMA in global society in 2021, as
continues to follow:

S
.

(ζ) � ς + cR(ζ) − λθA(ζ)S(ζ) − (κ + ])S(ζ),

E
.

(ζ) � λθA(ζ)S(ζ) − (ϕ + ])E(ζ),

A
.

(ζ) � βϕE(ζ) − (] + ε + ψ)A(ζ),

R
.

(ζ) � (1 − β)ϕE(ζ) + εA − (]+)R(ζ),

Q
.

(ζ) � κS(ζ) + (1 − c)R(ζ) − ]Q(ζ),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

(e current community is categorized into five compart-
ments depending on addiction level in the scheme (1).
Compartment 1: individuals that are likely to be exposed are
those that are not obsessed but are accessible to SMA is
represented by S(ζ). Compartment 2: individuals who utilize
SM relatively regularly yet do not become obsessed are
referred to as exposed individuals E(ζ). Compartment 3:
compulsive populace are persons who are obsessed to SM
and spend a significant amount of time doing it A(ζ).
Compartment 4: retrieved individuals are persons who have
progressed from SMA, R(ζ) is the number of individuals
who have benefited from SMA. Compartment 5: Q(ζ)

represents anyone that doesn’t use or stop using SM per-
petually. (e number of individuals in the community is:
N � S + E + A + R + Q. (e model’s suppositions are as
follows: the dissemination of the SMA issue occurs in a
confined area and is not reliant on intimate relations, racial
group, or sentient socialist system. Representatives com-
bining uniformly, and social networking dependent indi-
viduals will convey to non-addictive people when they are in
contact with the compression of habit forming. Further-
more, the mathematical expressions of this scheme are
amalgamated by employing the social networking addiction
process, which begins with the introduction of vulnerable
people into the community at a rate of ς. (ey are prompted
to transfer to the revealed condition by addicted humans

having a stress interaction incidence of and a probabilistic
transference ratio of θ. At a proportion of κ, certain vul-
nerable persons migrate to a set of individuals who never
access digital platforms. (e challenged people are divided
into two classes: one that develops obsession and advances to
the addictive class at a pace βϕ, and another that recovers
using therapy at a pace (1 − β)ϕ. Many dependent indi-
viduals transfer to the recovery class at a pace of or die as a
result of the overuse of dependence on social networks at a
ratio of ψ. People who have overcome become vulnerable
again at a ratio of or eventually discontinue access to digital
platforms at a ratio of (1 − c)ϱ. Eventually, all of the in-
habitants in each group have a spontaneous mortality rate of
]. Alemneh and Alemu [10] further examined the robustness
of the equilibria and applied Pontryagin’s maximal principle
to design the best monitoring mechanism.In past times,
fractional calculus has been consistently proven to be an
outstanding approach for illustrating the heredity properties
of diverse formations. Furthermore, fractional differential
operators have been used in a plethora of distinctive
manifestations, such as hydroelectricity, fluid dynamics,
chromatography, commerce, and viruses, utilising numer-
ous fractional strategies such as Caputo, Hadamard, Rie-
mann-Liouville, Katugumpola, Caputo–Fabrizio, Atangana-
Baleanu and fractal–fractional, see [11–13]. (is combo has
suddenly accumulated a wealth of traction, partly because
fractional differential equations have been shown to be
superb tools for displaying a few incredibly challenging
phenomena in a wide range of various and endless academic
disciplines; assessors are encouraged to [14–20]. In 2019, the
African mathematician Abdon-Atangana [21] proposed
novel differential operators with fractal derivatives based on
the combination of index law, modified Mittag-Leffler rule,
and exponential decay law. Novel formulations, according to
[20], offer additional non-local physical challenges with
fractal characteristics simultaneously. Chen et al. [21] in-
vestigated the classification of anomalous propagation by
deriving the underlying component of the numerical scheme
using fractal derivative. For the purpose of evaluating
processing performance and dispersion velocity, they
compared fractional and fractal derivatives. Wei et al. [22]
employed a scalability transformation technique to offer
fractal modelling of elastic deformation. Sania et al. [24]
introduced differential operators with fractional order and
fractal dimension to describe additional chaotic complexity,
wherein various kinds of orientations were mentioned: King
Cobra, Shilnikov, (omas cyclically symmetric, Langford,
and Rössler. Rashid et al. [25] discussed the complex os-
cillatory behaviour of a human liver model via FF derivative
operator technique. According to current evidence analysis
of the data collected for this study, none of the works have
addressed the mathematical framework of SMA involving
fractal-fractional derivatives. (e novelty of this article is the
addition of the FF fractional derivative to the SMA model.
(e improved SMA transmitting system incorporating the
fractal-fractional derivative in the Atangana-Baleanu sense is
proposed in the following framework:
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FFD
α,℘
ζ S(ζ) � ς + cϱR(ζ) − λθA(ζ)S(ζ) − (κ + ])S(ζ),

FFD
α,℘
ζ E(ζ) � λθA(ζ)S(ζ) − (ϕ + ])E(ζ),

FFD
α,℘
ζ A(ζ) � βϕE(ζ) − (] + ϵ + ψ)A(ζ),

FFD
α,℘
ζ R(ζ) � (1 − β)ϕE(ζ) + ϵA − (] + ϱ)R(ζ),

FFD
α,℘
ζ Q(ζ) � κS(ζ) + (1 − c)ϱR(ζ) − ]Q(ζ).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

having initial conditions (S,E,A,R,Q) � (S0,E0,A0,R0,

Q0), where FFDα,℘
ζ (.) denotes the FF operator in terms of

Atangana-Baleanu derivative operator, whilst α presents the
fractional-order and ℘ denotes the fractal-dimension, re-
spectively. Furthermore, Table 1 contains explanations of all
attributes. Recently, Alemneh and Alemu [10] demonstrated
the mathematical modeling with optimal control analysis of
SMA. Kongson et al. [27] expounded the estimates for SMA

model pertaining to the Atnagana-Baleanu fractional de-
rivative operator in the Caputo context. Leveraging the
aforementioned proclivity, we employ a newly formed ar-
bitrary order derivative in the SMA model. (e main
purpose of this research is to investigate the SMAmodel via
a pioneering FF derivative operator in the Atangana-Baleanu
sense and to characterize the complexities of the uniqueness
and existence of the aforementioned framework response by
utilizing the Picard-Lindlöf and contraction mapping
techniques. Furthermore, to the best of our knowledge, there
is no previous paper related to SMA qualitative aspects of
fractal–fractional derivative based on the Atangana-Baleanu
context. As a result, the main objective of this paper is to
bridge that gap. Graphical results demonstrate that while
fixing and varying fractional-order and fractal-dimension
how they affect the model’s characterizations.(is article’s
entire tasks are organized into five portions, which are
provided as they continue to be implemented: Section 2
summarizes and presents the core notions and relevant
formulations of FF derivatives in the Atangana-Baleanu
interpretations. Section 3 describes the analysis of the model
that corresponds to the positivity, bounded domain, in-
variant region, and equilibria points via the FF derivative
operator technique. Section 4 illustrates and performs a
convergence and uniqueness investigation for the above-
mentioned SMA with the aid of the FF derivative operator
and the numerical formulation of the Newton polynomial
approach. Section 5 deals with the numerical outcomes and
description of the suggested SMA model’s solution. (e
prime focus of the planned study is on which we will exhibit
simulation consequences. Ultimately, Section 6 summarizes
the remarks and discusses the promising possibilities of the
fractal-fractional SMA model.

2. Preliminaries

In what follows, it is vital to investigate some fundamental
FF operator notions prior to continuing on to the formal
model. Consider there be a function y(ζ), which is con-
tinuous and fractal differentiable on [c, d] and has fractal-

dimension ℘ and fractional-order α, in addition to the
specifications in [21, 24].

Definition 2.1 (see [21, 24]). Suppose there be a FF operator
of y(ζ) having power law kernel in terms of Rie-
mann–Liouville (RL) can be expressed in the form:

FFPDα,p

0,ζ (y(ζ)) �
1
Γ(r − α)

d

dζ℘

ζ

0
(ζ − ϖ)r− α− 1y(ϖ)dϖ, (3)

where (dy(ϖ)/dϖ℘) � lim
ζ↦ϖ

(y(ζ) − y(ϖ)/ζ℘ − ϖ℘) and
r − 1< α,℘≤ r ∈ N.

Definition 2.2 (see [21, 24]). Suppose there be a FF operator
of y(ζ) having exponential kernel in terms of RL can be
expressed in the form:

FFEDα,℘
0,ζ (y(ζ)) �

M(α)

1 − α
d

dζ℘

ζ

0
exp −

α
1 − α

(ζ − ϖ) y(ϖ)dϖ, (4)

such that M(0) � M(1) � 1 with α> 0,℘≤ r ∈ N.

Definition 2.3 (see [21, 24]). Suppose there be a FF operator
of y(ζ) with Mittag-Leffler kernel in terms of RL can be
expressed in the form:

FFEDα,℘
0,ζ (y(ζ)) �

ABC(α)

1 − α
d

dζ℘

ζ

0
Eα −

α
1 − α

(ζ − ϖ) y(ϖ)dϖ,

(5)

such that ABC(α) � 1 − α + (α/Γ(α)) with α> 0,℘≤ 1 ∈ N.

Definition 2.4 (see [21, 24]). (e corresponding FF integral
form of (3) is described as:

FFP
J
α
0,ζ(y(ζ)) �

℘
Γ(α)


ζ

0
(ζ − ϖ)α− 1ϖ℘− 1y(ϖ)dϖ. (6)

Definition 2.5 (see [21, 24]). (e corresponding FF integral
version of (4) is described as:

FFP
J
α
0,ζ(y(ζ)) �

α℘
M(α)


ζ

0
ϖ℘− 1y(ϖ)dϖ +

℘(1 − α)ζ℘− 1y(ζ)

M(α)
.

(7)

Definition 2.6 (see [21, 24]). (e corresponding FF integral
form of (5) is described as:

FFP
J
α
0,ζ(y(ζ)) �

α℘
ABC(α)


ζ

0
ϖ℘− 1

(ζ − ϖ)α− 1y(ϖ)dϖ

+
℘(1 − α)ζ℘− 1y(ζ)

ABC(α)
.

(8)

Definition 2.7 (see [14]). Let y ∈ H1(δ, c), δ < c and the
Atangana-Baleanu-Caputo derivative operator is defined as:
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ABC
c D

α
ζ (y(ζ)) �

ABC(α)

1 − α

ζ

c
y′(ϖ)

·Eα −
α(ζ − ϖ)α

1 − α
 dϖ, α ∈ [0, 1],

(9)

where ABC(α) represents the normalization function.

3. Qualitative analysis of SMA

In this section, we demonstrate that SMA presented in (1) is
epidemiologically viable by ensuring that the system’s
corresponding model parameters are non-negative for every
time-step ζ. (is is based on the more straightforward ar-
gument that the SMA model with non-negative ICs be-
comes non-negative for all ζ > 0. (e preceding is a lemma.

Lemma 3.1. Suppose there be the initial data G≥ 0 , where
G(ζ) � (S(ζ),E(ζ),A(ζ),R(ζ),Q(ζ)) . ;us the SMA sys-
tem (1) are positive for allζ > 0.
Also, lim

ζ↦∞
N(ζ)≤ (ς/])havingN(ζ) � S(ζ)+

E(ζ) + A(ζ) + R(ζ) + Q(ζ).

Proof. Assume that Ξ � sup ζ > 0: G(ζ)> 0 ∈ [0, ζ]{ }.
(erefore, Ξ> 0, the first equation of the framework (1)
consists of following

S(ζ)

dζ
� ς + cϱR(ζ) − λθA(ζ)S(ζ) − (κ + ])S(ζ), (10)

with η � λθA(ζ), then (10) diminishes to

S(ζ)

dζ
� ς − ηS(ζ) − (κ + ])S(ζ). (11)

It follows that

d

dζ
S(ζ)exp (κ + μ)ζ + 

Ξ

0
η ϕ1( dϕ1  

� ς (κ + μ)ζ + 
Ξ

0
η ϕ1( dϕ1 .

(12)

Consequently, we have

S(Ξ)exp (κ+)μΞ + 
Ξ

0
η ϕ1( dϕ1  − S(0)

� ς exp (κ + μ)y1 + 
Ξ

0
η ϕ2( dϕ2 dy1.

(13)

Note that

S(Ξ) � S(0)exp − (κ + μ)Ξ − 
Ξ

0
η ϕ1( dϕ1 

+ exp − (κ + μ)Ξ − 
Ξ

0
η ϕ1( dϕ1 

× 
Ξ

0
ς exp (κ + μ)y1 + 

Ξ

0
η ϕ2( dϕ2 dy1 > 0.

(14)

(us, we can obtain G(ζ)> 0 for any ζ > 0 by repeating
the previous methods for the leftover equations of model (1).

Now adding the SMA cohorts lead to the subsequent

dN
dζ
≤ ς − ]N − ψA. (15)

If there is no death to the SMA, then

dN
dζ
≤ ς − ]N. (16)

(erefore, we have

lim
ζ↦∞

N(ζ)≤
ς
]
, (17)

which is the desired proof.
Further, in order to show the invariant region for the

proposed SMA system (1), suppose

∇ � (S,E,A,R,Q) ∈ R5
+: 0<N(ζ)≤

ς
]

 . (18)
□

Lemma 3.2. ;e domain represented by ∇ is positively in-
variant for the SMA system (1) along with non-negative
ICsS,E,A,R,Q> 0for allζ ≥ 0.

Proof. In view of (12), then we have

Table 1: Table of specified variables and their descriptions

Parameters Explanation Data estimated References
ς Acquisition of susceptible people 0.5 Supposed
] natural death rate 0.05 [39]
λ Addiction transfer percentage to vulnerable persons 0.1-0.8 [39]
θ Interaction proportion of vulnerable people involving addicted people 0.2 [39]
β Percentage of uncovered persons who get obsessed 0.7 [39]
ψ induce mortality rate 0.01 Supposed.
ϕ People who quit the exposed group 0.25 [39].
ϵ Addicts who enter the rehabilitated group as a result of the therapy 0.7 [40]
κ Susceptible persons who do not take and/or stop utilizing SM 0.01 Supposed.
c (e percentage of rehabilitated people susceptible to SMA 0.35 [41]
ϱ People who depart the rehabilitated category 0.4 [40]
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dN
dζ

� ς − ]N. (19)

(erefore, we have (dN/dζ)≤ 0, ifN(0)≥ (ς/]). (us, we
have

N(ζ)≤N(0)exp(− ]ζ) +
ς
]

(1 − exp(− ]ζ)), (20)

which shows that, the domain presented by ∇ is posi-
tively invariant. Moreover, if N(0)> (ς/]) or N(ζ) ap-
proaches to ς/] asymptotically. Hence, the domains
presented by ∇ capture all of the possibilities in R5

+. □

3.1. Existence and nonnegativity of the solution. Further, we
investigate the existence and nonnegativity of the SMA

system (2).

Theorem 3.3. If there be a unique solution of the system (2)
and capture the solution inR5

+.

Proof. In order to prove the solution of the system (2) is
positive, we have

FFD
α,℘
0,ζ S(ζ)|S�0 � ς≥ 0,

FFD
α,℘
0,ζ E(ζ)|E�0 � 0,

FFD
α,℘
0,ζ A(ζ)|A�0 � βϕE(ζ)≥ 0,

FFD
α,℘
0,ζ R(ζ)|R�0 � (1 − β)ϕE + ϵA(ζ)≥ 0,

FFD
α,℘
0,ζ Q(ζ)|Q�0 � κS(ζ) +(1 − c)ϱR(ζ)≥ 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(21)

which indicates that the system (2) solution exist in
R5

+∀ζ > 0. Summing up all cohorts in (2), we have
FFDα,℘

0,ζ N(ζ) � ς − ]N. (22)

Moreover, we have

lim
n↦∞

supN(ζ)≤
ς
] (23)

and hence, the biologically viable domain for the system
(2) can be represented by

∇1 � (S,E,A,R,Q) ∈ R5
+: 0<N(ζ)≤

ς
]

 . (24)
□

(e framework for SMAmentioned-above (2) in the FF
operator in the Atangana-Baleanu sense is implemented to
provide the outcomes in the next subsection.

3.2. Stability result for disease free case. (e stability out-
comes for the SMA framework introduced by at disease free
equilibrium (DFE) E0 are explored in this section. We can
get the respective formulas by changing the right side terms
of the SMA (2) to zero, as

FFD
α,℘
0,ζ S(ζ) � 0,

FFD
α,℘
0,ζ E(ζ) � 0,

FFD
α,℘
0,ζ A(ζ) � 0,

FFD
α,℘
0,ζ R(ζ) � 0,

FFD
α,℘
0,ζ Q(ζ) � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

we have the following DF E as follows

E0 �
ς

κ + ]
, 0, 0, 0,

κς
](] + κ)

 . (26)

Furthermore, the fundamental reproduction number
R0, which may be determined by applying the next gen-
eration methodology for the scheme, can be used to examine
the robustness of DFE at E0. (e infectious cohorts in the
SMA system (2) are E,A, and the matrices F and V are
obtained as follows:

F �

λθAS

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦andV � ((] + ϕ)E − ϕβE +(] + ϵ + ψ)A

− (1 − β)ϕE +(] + ϱ)R).

(27)

Hence, the fundamental reproductive number can be
calculated as

R0 � ρ FV
− 1

  �
λςβϕθ

(κ + ])(ϕ + ])(] + ϵ + ψ)
. (28)

3.3. Strength number. Following the work [28], we will
present the strength number.In recent years, the concept of
reproduction in a specific infectious problem has been ex-
tensively used in epidemiology modelling. As predicted by
the concept, two components, F and V, will be identified in
(27)

FV− 1
− μI  � 0 (29)

will be employed to generate the reproductive number
[29]. (e nonlinear portion of the classes that are infected is
how the component F, which is quite intriguing, gets derived

z

zA
A
N

  �
[N − A]

N2 . (30)

Again, we have

z
2

zA2
(N − 1)

N3 

�
− 2[N − A]

N3

�
− 2(ς − ](S(ζ) + E(ζ) + R(ζ) + Q(ζ))) − βϕE(ζ) + ϵA(ζ)

(S(ζ) + E(ζ) + A(ζ) + R(ζ) + Q(ζ))
3 .

(31)
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At DFE E0 � (ς/κ + ], 0, 0, 0, κς/](] + κ)), we have

z
2

zA2
(N − 1)

N3  �
− 2 ς − ] S0 + E0 + R0 + Q0( (  − βϕE0 + ϵA0

S0 + E0 + A0 + R0 + Q0( 
3

�
− 2 ς − ] S0 + Q0( ( 

S0 + Q0( 
3 .

(32)

In this case, we have the following

FA �

− 2λ ς − ] S0 + Q0( ( 

S0 + Q0( 
3

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (33)

(en det(FAV− 1 − μI) � 0 leads to

A0 �
− 2λ]3(κ + ] − 1)

ς2
< 0. (34)

(erefore, the dispersion will have a single magnitude and
fade out if there is no regeneration mechanism, which is
indicated by a value of A0 � 0. Furthermore, A0 > 0 denotes
a strength that will trigger a renewingmechanism, indicating
that the expansion will contain multiple waves. However,
biologists will give a precise explanation of the aforemen-
tioned number.

Theorem 3.4. ;e DFE at E0 for SMA model (2) is locally
asymptotically stable whenR0 < 1satisfying the assumption

arg μj 


>
φπ
2

. (35)

Proof. To illustrate the provided hypothesis, we must first
acquire the Jacobianmatrix by evaluating SMA system (2) at
the DFE E0, we have

JE0
�

− (κ + ]) 0 −
λςθ
κ + ]

cϱ 0

0 − (ϕ + ])
λςθ
κ + ]

0 0

0 βϕ − (ϵ + ψ + ]) 0 0

0 (1 − β)ϕ ϵ − (ϱ + ]) 0

κ 0 0 (1 − c)ϱ − ]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(36)

(enegative eigenvalues are − ], − (] + κ), − (] + ϱ), − (]+

ϕ) and remaining eigenvalues can be achieved from the
following expression μ2+ (ϵ + ψ + ϕ + 2])μ + (ϕ + ])(ϵ+
ψ + ])− (λςβϕθ/κ + ]).the coefficients (ϵ + ψ + ϕ + 2]) and
(ϕ + ])(ϵ + ψ + ]) − (λςβϕθ/κ + ]) are positive, for the DFE
case, the value ofR0 should be less than 1. So that the Rough-
Hurtwiz condition is satisfied for the assumptions presented
if and only if (ϵ + ψ + ϕ + 2])> 0, (ϕ + ])(ϵ + ψ+ ]) − (λςβ
ϕθ/κ + ])> 0 and (ϵ + ψ + ϕ + 2])(ϕ + ])(ϵ + ψ + ])−

(λςβϕθ/κ + ])> 0. (us, the Rough-Hurtwiz condition
promise the local asymptotic stability of the SMA system
presented (2) at DFE E0. (e aforesaid results were achieved
utilizing the FF framework as described and utilized in
[30]. □

3.4. Endemic equilibrium and their stability. (e endemic
equilibria of the SMA (2) designated by E1 � (S∗,E∗,A∗,
R∗,Q∗) and the outcome indicated in (2) are presented in
this subsection as

S∗ �
(] + ϵ + ψ)(] + ϕ)

λβϕθ
,

E∗ �
(] + ϵ + ψ) ςβϕλθ(ϱ + ]) − (κ + ])(ϵϕ(ϱ + ]) + ϵϱ]) − (ψ + ])(κ + ])(] + ϕ)(] + ϱ) − ϵ]2(] + κ) 

λβϕθ(βϕcϱ(ψ + ]) − ϕcϱ(ϵ + ϱ + ]) +(ϵ + ψ + ])(] + ϕ)(ϱ + ]))
,

A∗ �
ςβϕλθ(ϱ + ]) − (κ + ])(ϵϕ(ϱ + ]) + ϵϱ]) − (ψ + ])(κ + ])(] + ϕ)(] + ϱ) − ϵ]2(] + κ) 

λθ(βϕcϱ(ψ + ]) − ϕcϱ(ϵ + ϱ + ]) +(ϵ + ψ + ])(] + ϕ)(ϱ + ]))
,

R∗ �
((α − 1)(] + ψ) − ϵ)(ςβλϕθ − (] + ϕ)(κ + ])(] + ϵ + ψ))

λβθ(βϕcϱ(ψ + ]) − ϕcϱ(ϵ + ϱ + ]) +(ϵ + ψ + ])(] + ϕ)(ϱ + ]))
,

Q∗ �
κ
]

(] + ϵ + ψ)(] + ϕ)

λβϕθ
  +

ϱ(1 − c)

]
((α − 1)(] + ψ) − ϵ)(ςβλϕθ − (] + ϕ)(κ + ])(] + ϵ + ψ))

λβθ(βϕcϱ(ψ + ]) − ϕcϱ(ϵ + ϱ + ]) +(ϵ + ψ + ])(] + ϕ)(ϱ + ]))
.

(37)
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Theorem 3.5. ;e SMA presented by (2) has the following
assertions:

(a) if R0 > 1, then system (2) exhibits unique endemic
equilibrium.

(b) if R0 � 1, then system (2) has forward bifurcation.
(c) ifR0 < 1, then system (2) does not contain the endemic

equilibrium point or has backward bifurcation.

4. The fractal-fractional SMA model

Here, we used the novel FF methodology in this section to
reassemble the classical integer-order SMA system with a
non-singular and nonlocal kernel (2). (e SMA framework
that ensues when the FF operator is taken into account is (2).

4.1. Existence-uniqueness outcomes of FF-SMA. Now, the
existence-uniqueness of the SMA obtained in the FF op-
erator are succinctly discussed in (2). To do so, we shall use a
FF derivative to generate the generic Cauchy problem:

FFD
α,℘

0, ζ
Λ(ζ) � Υ(ζ,Λ(ζ)),

Λ(0) � Λ0.

⎧⎪⎪⎨

⎪⎪⎩
(38)

In view of Definition (12), the right hand side of (38)
yields:

ABC(α)

1 − α
d

dζ

ζ

0
Υ(u,Λ(u))Eα −

α
1 − α

(ζ − u)
α

 du

� ℘ζ℘− 1Υ(ζ,Λ(ζ)).

(39)

Considering the implementation of the appropriate
integral, the following conclusions are drawn as:

Λ(ζ) �
1 − α

ABC(α)
℘ζ℘− 1Υ(ζ,Λ(ζ)) +

℘α
ABC(α)Γ(α)


ζ

0
(ζ − u)

α− 1Υ(u,Λ(u))u℘− 1du + Λ(0).

(40)

Employing the Picard-Lindelöf method, we have



η2

η1

� Ip ζp  × M0 Λ0( , (41)

where Ip(ζp) � [ζp− μ1, ζp+μ1],M0(Λ0) � [ζ0 − ]1, ζ0 + ]1].
Accordingly, surmise that

Z � sup
ζ∈

η2

η1

‖Υ‖ (42)

Furthermore, the norm is written as follows:

‖I‖∞ � sup
ζ∈

η2

η1

‖I‖,
(43)

and consider the operations

Θ C Ip ζp ,Mb ζp   ⟶ C Ip(b),Mb ζp  , (44)

described as

ΘΥ(ζ) � Υ0 +
1 − α

ABC(α)
℘ζ℘− 1Υ(ζ,Λ(ζ)) +

α℘
ABC(α)Γ(α)


ζ

0
(ζ − u)

α− 1Υ(u,Λ(u))u℘− 1du.

(45)

(e essential objective is to illustrate that the afore-
mentioned operator can convert a completely empty metric
space onto itself. We also aim to illustrate that it has the
potential to map contractions. First and foremost, we show
that

ΘΛ(ζ) − Λ0
����

����≤ b,

ΘΛ(ζ) − Λ0
����

����≤
1 − α

ABC(α)
℘ζ℘− 1

‖Υ(ζ ,Λ(ζ))‖∞ +
α℘

ABC(α)Γ(α)


ζ

0
(ζ − u)

α− 1
‖Υ(u,Λ(u))‖u℘− 1du

≤
1 − α

ABC(α)
℘ζ℘− 1

I +
α℘

ABC(α)Γ(α)
I

ζ

0
(ζ − u)

α− 1u℘− 1du.

(46)

Inserting u � ζx, then produces the foregoing

ΘΛ(ζ) − Λ0
����

����≤
1 − α

ABC(α)
℘ζ℘− 1

I +
α℘

ABC(α)Γ(α)
Iζα+℘− 1

B1(℘, α).

(47)

(erefore,

ΘΛ(ζ) − Λ0
����

����≤ b↦I<

bB1(℘, α)

(1 − α/ABC(α))℘ζ℘− 1 +(α℘/ABC(α)Γ(α))ζα+℘− 1.

(48)

(en, surmisingΛ1,Λ2 ∈ C[Ip(ζp),Mb(ζp)]. To obtain
at the following result, apply the Banach fixed point theorem:

ΘΛ1 − ΘΛ2
����

����≤LΩ Λ − Λ2
����

����∞, (49)

where LΩ < 1.

ΘΛ1 − ΘΛ2
����

����≤
1 − α

ABC(α)
℘ζ℘− 1 Υ ζ,Λ1(  − Υ ζ,Λ2( 

����
����

+
α℘

ABC(α)Γ(α)

ζ

0
(ζ − u)

α− 1u℘− 1 Υ ζ, u1(  − Υ ζ, s2( 
����

����du,

(50)

Owing to the contraction mapping Υ, we have
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ΘΛ1 − ΘΛ2
����

����≤
1 − α

ABC(α)
℘ζ℘− 1

LΛ Λ1 − Λ2
����

����∞

+
α℘

ABC(α)Γ(α)
LΛ Λ1 − Λ2

����
����∞

ζ

0
(ζ − u)

α− 1u℘− 1du

≤
1 − α

ABC(α)
℘ζ℘− 1

LΛ Λ1 − Λ2
����

����∞

+
α℘

ABC(α)Γ(α)
LΛ Λ1 − Λ2

����
����∞ζ

α+℘− 3
B1(℘, α).

(51)

Consequently, we have

ΘΛ1 − ΘΛ2
����

����≤
1 − α

ABC(α)
℘ζ℘− 1

LΛ +
α℘

ABC(α)Γ(α)
LΛζ

α+℘− 3
B1(℘, α)  Λ1 − Λ2

����
����∞

<
1 − α

ABC(α)
℘a℘− 1

LΛ +
α℘

ABC(α)Γ(α)
LΛa

α+℘− 3
B1(℘, α)  Λ1 − Λ2

����
����∞.

(52)

If the supposition made is correct, then

LΛ <
1 − α

ABC(α)
℘a℘− 1

LΛ +
α℘

ABC(α)Γ(α)
LΛa

α+℘− 3
B1(℘, α),

(53)

then the contraction criterion is achieved, i.e.,

ΘΛ1 − ΘΛ2
����

����≤ Λ1 − Λ2
����

����∞. (54)

In a nutshell, the proof is completed by demonstrating
that there is only one solution.

In the next, we describes the numerical solutions for the
proposed SMA system.

4.2. Newton polynomial approach. Here, we configure a
comprehensive analysis of the numerical approach, which
relies on an efficient Newton polynomial method. (is
methodology, which was also originally envisioned in [34], is
more effective than some of the previous methods available
in the analysis. To continue further with the approach, we
apply the equation:

FFDα,℘
ζ Λ(ζ) � Υ(ζ,Λ(ζ)). (55)

Integrating (55) with respect to ζ, produces

Λ(ζ) − Λ(0) �
1 − α

ABC(α)
℘ζ℘− 1Υ(ζ,Λ(ζ)) +

α℘
ABC(α)Γ(α)


ζ

0
(ζ − u)

α− 1u℘− 1Υ(ζ,Λ(ζ))du.

(56)

Taking W(ζ,Λ(ζ)) � ℘ζ℘− 1Υ(ζ,Λ(ζ)), then (56)
reduces to

Λ(ζ) − Λ(0) �
1 − α

ABC(α)
W(ζ,Λ(ζ)) +

α
ABC(α)Γ(α)


ζ

0
(ζ − u)

α− 1
W(u,Λ(u))du.

(57)

At ζp+1 � (n + 1)Δζ, we have

Λ ζp+1  − Λ(0) �
1 − α

ABC(α)
W ζp,Λ ζp   +

α
ABC(α)Γ(α)


ζp+1

0
ζp+1 − u 

α− 1
W(u,Λ(u))du.

(58)

(erefore, we have

Λ ζp+1  � Λ(0) +
1 − α

ABC(α)
W ζp,Λ ζp   +

α
ABC(α)Γ(α)



p

ι�2


ζι+1

ζι
ζp+1 − u 

α− 1
W(u,Λ(u))du.

(59)

To estimate the mapping, employ the Newton polyno-
mial W(ζ ,Λ(ζ)), we have

Up(u) � W ζp− 2,Λ ζp− 2  

+
W ζp− 1,Λ ζp− 1   − W ζp− 2,Λ ζp− 2  

Δζ
u − ζp− 2 

+
W ζp,Λ ζp   − 2W ζp− 1,Λ ζp− 1   + W ζp− 2,Λ ζp− 2  

2(Δζ)
2

u − ζp− 2  u − ζp− 1 .

(60)

Substituting (60) into (57), yields

Λp+1
� Λ0 +

1 − α
ABC(α)

W ζp,Λ ζp  

+
α

ABC(α)Γ(α)


p

ι�2

ζι+1

ζι
ζp+1 − u 

α− 1
W ζℓ− 2,Λ

ℓ− 2
 

+
W ζℓ− 1,Λ

ℓ− 1
  − W ζℓ− 2,Λ

ℓ− 2
 

Δζ
u − ζℓ− 2( 

+
W ζℓ,Λ

ℓ
  − 2W ζℓ− 1,Λ

ℓ− 1
  + W ζℓ− 2,Λ

ℓ− 2
 

2(Δζ)
2 u − ζℓ− 2(  u − ζℓ− 1( ⎞⎠du.

(61)

Simple computations yield
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Λp+1
� Λ0 +

1 − α
ABC(α)

W ζp,Λ ζp  

+
α

ABC(α)Γ(α)


p

ι�2

ζι+1

ζι
ζp+1 − u 

α− 1
W ζℓ− 2,Λ

ℓ− 2
 du + 

ζι+1

ζι
ζp+1 − u 

α− 1 W ζℓ− 1,Λ
ℓ− 1

  − W ζℓ− 2,Λ
ℓ− 2

 

Δζ
u − ζℓ− 2( du

⎧⎨

⎩

+ 
ζι+1

ζι
ζp+1 − u 

α− 1 W ζℓ,Λ
ℓ

  − 2W ζℓ− 1,Λ
ℓ− 1

  + W ζℓ− 2,Λ
ℓ− 2

 

2(Δζ)
2 u − ζℓ− 2(  u − ζℓ− 1( du}.

(62)
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Figure 1: (a) Displays of susceptible individuals S(ζ) (b) Displays of exposed individuals E(ζ) using a Newton polynomial approach for
decreasing fractional-order α and increasing fractal-dimension ℘.
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Figure 2: (a) Displays of addicted individuals A(ζ) (b) Displays of recovered individuals R(ζ) using a Newton polynomial approach for
decreasing fractional-order α and increasing fractal-dimension ℘.
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Note that

Λp+1
� Λ0 +

1 − α
ABC(α)

W ζp,Λ ζp  

+
α

ABC(α)Γ(α)


p

ι�2
W ζℓ− 2,Λ

ℓ− 2
  

ζι+1

ζι
ζp+1 − u 

α− 1
du

+
α

ABC(α)Γ(α)


p

ι�2

W ζℓ− 1,Λ
ℓ− 1

  − W ζℓ− 2,Λ
ℓ− 2

 

Δζ


ζι+1

ζι
ζp+1 − u 

α− 1
u − ζℓ− 2( du

+
α

ABC(α)Γ(α)


p

ι�2

W ζℓ,Λ
ℓ

  − 2W ζℓ− 1,Λ
ℓ− 1

  + W ζℓ− 2,Λ
ℓ− 2

 

2(Δζ)
2


ζι+1

ζι
ζp+1 − u 

α− 1
u − ζℓ− 2(  u − ζℓ− 1( du.

(63)

Using the fact that


ζι+1

ζι
ζp+1 − u 

α− 1
du �

(Δζ)
α

(p − ι + 1)
α

− (p − ι)α 

α
,


ζι+1

ζι
u − ζι− 2(  ζp+1 − u 

α− 1
du �

(Δζ)
α+1

(p − ι + 1)
α
(p − ι + 2α + 3) − (p − ι + 1)

α
(p − ι + 3α + 3) 

α(α + 1)
,


ζι+1

ζι
ζp+1 − u 

α− 1
u − ζℓ− 2(  u − ζℓ− 1( du �

(Δζ)
α+2

α(α + 1)(α + 2)

× (p − ι + 1)
α 2(p − ι)2 +(3α + 10)(p − ι) + 2α2 + 9α + 12  − (p − ι)α 2(p − ι)2 +(5α + 10)(p − ι) + 6α2 + 18α + 12  .

(64)

Furthermore, we have

Λp+1 � Λ0 +
1 − α

ABC(α)
W ζp,Λ ζp  

+
α(Δζ)

α

ABC(α)Γ(α + 1)


p

ι�2
W ζℓ− 2,Λ

ℓ− 2
  (p − ι + 1)

α
− (p − ι)α 

+
α(Δζ)

α

ABC(α)Γ(α + 2)


p

ι�2
W ζℓ− 1,Λ

ℓ− 1
  − W ζℓ− 2,Λ

ℓ− 2
  

× (p − ι + 1)
α
(p − ι + 2α + 3) − (p − ι + 1)

α
(p − ι + 3α + 3) 

+
α(Δζ)

α

2ABC(α)Γ(α + 2)


p

ι�2
W ζℓ,Λ

ℓ
  − 2W ζℓ− 1,Λ

ℓ− 1
  + W ζℓ− 2,Λ

ℓ− 2
  

× (p − ι + 1)
α 2(p − ι)2 +(3α + 10)(p − ι) + 2α2 + 9α + 12 

− (p − ι)α 2(p − ι)2 +(5α + 10)(p − ι) + 6α2 + 18α + 12 }.

(65)

(erefore, a general approximate solution of the SMA is
as follows:
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Figure 3: Displays of individuals who quit or not usingQ(ζ) social
media using a Newton polynomial approach for decreasing frac-
tional-order α and increasing fractal-dimension ℘.
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Figure 4: (a) Displays of susceptible individuals S(ζ) (b) Displays of exposed individuals E(ζ) using a Newton polynomial approach for
decreasing fractional-order α and fractal-dimension ℘ � 0.7.
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Figure 5: (a) Displays of addicted individuals A(ζ) (b) Displays of recovered individuals R(ζ) using a Newton polynomial approach for
decreasing fractional-order α and fractal-dimension ℘ � 0.7.
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Λp+1 � Λ0 +
1 − α

ABC(α)
℘ζ℘− 1p W ζp ,Λ ζp 

+
α(Δζ)

α

ABC(α)Γ(α + 1)


p

ι�2
℘ζ℘− 1ι− 2 W ζℓ− 2,Λ

ℓ− 2
  (p − ι + 1)

α
− (p − ι)α 

+
℘α(Δζ)

α

ABC(α)Γ(α + 2)


p

ι�2
ζ℘− 1ι− 1 W ζℓ− 1,Λ

ℓ− 1
  − ζ℘− 1ι− 2 W ζℓ− 2,Λ

ℓ− 2
  

× (p − ι + 1)
α
(p − ι + 2α + 3) − (p − ι + 1)

α
(p − ι + 3α + 3) 

+
℘α(Δζ)

α

2ABC(α)Γ(α + 2)


p

ι�2
ζ℘− 1ι W ζℓ,Λ

ℓ
  − 2t

℘− 1
ι− 1 W ζℓ− 1,Λ

ℓ− 1
  + ζ℘− 1ι− 2 W ζℓ− 2,Λ

ℓ− 2
  

× (p − ι + 1)
α 2(p − ι)2 +(3α + 10)(p − ι) + 2α2 + 9α + 12  − (p − ι)α 2(p − ι)2 +(5α + 10)(p − ι) + 6α2 + 18α + 12  .

(66)

4.3. New numerical technique for SMA FF-AB derivative
model. (e objective of this task is to provide a structured

approach technique for interacting with the (1) social media
framework, using the FF operator in the Atangana-Baleanu
context. converting the (2) system to the FF-Atangana-
Baleanu derivative configuration as follows:

ABRDα,℘
0,ζ (S(ζ)) � ℘ζ℘− 1

F1(S,E,A,R,Q, ζ),
ABRDα,℘

0,ζ (E(ζ)) � ℘ζ℘− 1
F2(S,E,A,R,Q, ζ),

ABRDα,℘
0,ζ (A(ζ)) � ℘ζ℘− 1

F3(S,E,A,R,Q, ζ),
ABRDα,℘

0,ζ (R(ζ)) � ℘ζ℘− 1
F4(S,E,A,R,Q, ζ),

ABRD
α,℘
0,ζ (Q(ζ)) � ℘ζ℘− 1

F5(S,E,A,R,Q, ζ).

(67)

Employing the AB fractional integral operator, the
preceding conclusions were made as
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Figure 6: Displays of individuals who quit or not using Q(ζ) using a Newton polynomial approach for decreasing fractional-order α and
fractal-dimension ℘ � 0.7.

12 Complexity



S(ζ) � S(0) +
℘ζ℘− 1

(1 − α)

ABC(α)
F1(S,E,A,R,Q, ζ)

+
α℘

ABC(α)Γ(α)

ζ

0
ξ℘− 1

(ζ − ξ)
α− 1

F1(S,E,A,R,Q, ζ)dξ,

E(ζ) � E(0) +
℘ζ℘− 1

(1 − α)

ABC(α)
F2(S,E,A,R,Q, ζ)

+
α℘

ABC(α)Γ(α)

ζ

0
ξ℘− 1

(ζ − ξ)
α− 1

F2(S,E,A,R,Q, ζ)dξ,

A(ζ) � A(0) +
℘ζ℘− 1

(1 − α)

ABC(α)
F3(S,E,A,R,Q, ζ)

+
α℘

ABC(α)Γ(α)

ζ

0
ξ℘− 1

(ζ − ξ)
α− 1

F3(S,E,A,R,Q, ζ)dξ,

R(ζ) � R(0) +
℘ζ℘− 1

(1 − α)

ABC(α)
F4(S,E,A,R,Q, ζ)

+
α℘

ABC(α)Γ(α)

ζ

0
ξ℘− 1

(ζ − ξ)
α− 1

F4(S,E,A,R,Q, ζ)dξ,

Q(ζ) � Q(0) +
℘ζ℘− 1

(1 − α)

ABC(α)
F5(S,E,A,R,Q, ζ)

+
α℘

ABC(α)Γ(α)

ζ

0
ξ℘− 1

(ζ − ξ)
α− 1

F5(S,E,A,R,Q, ζ)dξ.

(68)

At ζn+1, We obtain the below

Sn+1
(ζ) � S(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F1 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

ζn+1

0
ξ℘− 1 ζn+1 − ξ( 

α− 1
F1(S,E,A,R,Q, ξ)dξ,

En+1
(ζ) � E(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F2 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

ζn+1

0
ξ℘− 1 ζn+1 − ξ( 

α− 1
F2(S,E,A,R,Q, ξ)dξ,

An+1
(ζ) � A(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F3 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

ζn+1

0
ξ℘− 1 ζn+1 − ξ( 

α− 1
F3(S,E,A,R,Q, ξ)dξ,

Rn+1
(ζ) � R(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F4 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

ζn+1

0
ξ℘− 1 ζn+1 − ξ( 

α− 1
F4(S,E,A,R,Q, ξ)dξ,

Qn+1
(ζ) � Q(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F5 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

ζn+1

0
ξ℘− 1 ζn+1 − ξ( 

α− 1
F5(S,E,A,R,Q, ξ)dξ.

(69)

(69) has been modified significantly, yielding the following
results:
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Figure 7: (a) Displays of susceptible individuals S(ζ) (b) Displays of exposed individuals E(ζ) using a Newton polynomial approach for
decreasing fractal-dimension ℘ and fixed α � 0.7.
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Sn+1
(ζ) � S(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F1 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

n

ℓ�0
∈ζζℓ+1ζℓ

ξ℘− 1 ζn+1 − ξ( 
α− 1

F1(S,E,A,R,Q, ξ)dξ ,

En+1
(ζ) � E(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F2 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)


n

ℓ�0
∈ζζℓ+1ζℓ

ξ℘− 1 ζn+1 − ξ( 
α− 1

F2(S,E,A,R,Q, ξ)dξ ,

An+1
(ζ) � A(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F3 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

n

ℓ�0
∈ζζℓ+1ζℓ

ξ℘− 1 ζn+1 − ξ( 
α− 1

F3(S,E,A,R,Q, ξ)dξ ,

Rn+1
(ζ) � R(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F4 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)


n

ℓ�0
∈ζζℓ+1ζℓ

ξ℘− 1 ζn+1 − ξ( 
α− 1

F4(S,E,A,R,Q, ξ)dξ ,

Qn+1
(ζ) � Q(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F5 Sn,En

,An
,Rn

,Qn
, ζn( 

+
α℘

ABC(α)Γ(α)

n

ℓ�0
∈ζζℓ+1ζℓ

ξ℘− 1 ζn+1 − ξ( 
α− 1

F5(S,E,A,R,Q, ξ)dξ .

(70)
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Figure 8: (a) Displays of addicted individuals S(ζ) (b) Displays of recovered individuals E(ζ) using a Newton polynomial approach for
decreasing fractal-dimension ℘ and fixed α � 0.7.
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Figure 9: Displays of individuals who quit or not using Q(ζ)

employing the Newton polynomial approach for decreasing fractal-
dimension ℘ and fixed α � 0.7.
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Moreover, implementing
ξα− 1

Fι(S,E,A,R,Q, ξ)forι � 1, 2, . . . , 5 to describe the
expressions in (70), in the defined interval [ζℓ, ζℓ+1], the
relevant numerical strategy is constructed as

Sn+1
(ζ) � S(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F1 Sn,En

,An
,Rn

,Qn
, ζn( 

+
(Δζ)

α℘
ABC(α)Γ(α + 2)



n

ℓ�0
ζα− 1
ℓ F1 Sℓ,Eℓ

,Aℓ
,Rℓ

,Qℓ
, ζℓ   × (n + 1 − ℓ)α(n − ℓ + 2α) − (n − ℓ)α(n − ℓ + 2 + 2α)(  − ζ℘− 1ℓ− 1F1 Sℓ− 1

,Eℓ− 1
,Aℓ− 1

,Rℓ− 1
,Qℓ− 1

, ζℓ− 1   × (n + 1 − ℓ)α+1
− (n − ℓ)α(n − ℓ + 1 + α)  ,

En+1
(ζ) � E(0) +

℘ζ℘− 1
(1 − α)

ABC(α)
F2 Sn,En

,An
,Rn

,Qn
, ζn( 

+
(Δζ)

α℘
ABC(α)Γ(α + 2)



n

ℓ�0
ζα− 1
ℓ F2 Sℓ,Eℓ

,Aℓ
,Rℓ

,Qℓ
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(72)

5. Numerical results and description

In this part, we exhibit simulation results for the FF de-
rivative operator for the SMA model (2) assuming the
numerical methods proposed by [34], as mentioned

previously. Such numeric findings are obtained using non-
negative factors, as indicated in Table 1. We examine a FF
SMA model, including the Atangana-Baleanu approach in
the Caputo context, to demonstrate the reliability and
usefulness of the new efficient and Newton polynomial
approach. We can effortlessly acquire approximate methods
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Figure 10: (a) Displays of susceptible individuals S(ζ) (b) Displays of exposed individuals E(ζ) using an another numerical approach for
decreasing fractional-order α and fixed fractal-dimension ℘ � 1.
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for it using new efficient and Newton polynomial approach.
(e primary goal of this review is to identify individuals who
are vulnerable and exposed to various fractional Brownian
patterns as well as classical motion.(e simulation results of
the scheme (2) for various Brownian motions are
α � 1.0, 0.9, 0.8, 0.7, 0.6, 0.5 are presented in Figure11(a)-
1(b), Figure 2(a)-2(b) and Figure 3(a)-3(b). As seen in
Figure 1(a), the susceptible group diminishes as fractional
orders increase and reach 1 while increasing the fractal-
dimension ℘, and finally remains consistent including all
Brownian motion at S � 8.1212. Furthermore, when E �

0.0450 and A � 0.0104, Figure 1(b) and Figure 2(a) illustrate
that the unprotected and addictive groups rise dramatically
and decline, respectively, exhibiting behaviour of different
fractional orders eventually reaching 1. When R � 0.0236
and Q � 1.7517, Figure 2(b) and Figure 3 indicate that the
community of individuals who are rehabilitated and con-
sistently do not utilize and discontinue using SM signifi-
cantly improves and drops, respectively, using multiple
fractional-orders changes, reaching 1.

In a similar way, we can discuss the behaviour of
Figure 4(a)-4(b), Figure 5(a)-5(b) and Figure 6(a)-6(b), by
incorporating the values of λ � 0.5, the induced mortality
rate of 0.05 and κ � 0.06 via the FF operator in the Atan-
gana-Baleanu sense. In this case, the graphical representa-
tion has a lower fractional-order α while keeping the fractal-
dimension ℘ � 0.7 constant. (e fundamental target of this
article is that subtle improvements in the fractional deriv-
ative order have no impact on the general behaviour of the
consequent structures; simply simulation studies are altered.

Figure 7(a)-7(b), Figure 8(a)-8(b) and Figure 9(a)-9(b)
demonstrates that the percentage of unprotected people
appears to have decreased in the first two years, but affected
people revert to utilizing social platforms owing to the
scheme’s ineffectiveness via FF derivative operator in the
Atangana-Baleanu sense. In this case, the graphical repre-
sentation has a lower fractal-dimension ℘ while retaining a
constant fractional-order α � 0.7. As a result, fighting SMA

in the community is ineffective.
As shown in Figure 10(a)-10(b), Figure 11(a)-11(b) and

Figure 12(a)-12(b), the proportion of affected and intoxi-
cated people was diminished when the method was used
against no approach within the FF derivative operator in the
Atangana-Baleanu sense. (e graphical illustration in this
approach has a lower fractional-order α while maintaining a
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Figure 11: (a) Displays of addicted individuals S(ζ) (b) Displays of recovered individuals E(ζ) using a another numerical approach for
decreasing fractional-order α and fixed fractal-dimension ℘ � 1.
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applying an another numerical approach for decreasing fractional-
order α and fixed fractal-dimension ℘ � 1.
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constant fractal-dimension ℘ � 1. (e proposed technique
appears to be efficacious in diminishing dependency load
during the implementation, and hence can be considered an
ideal contender for managing the stress of SMA.

6. Conclusion

In this investigation, we presented a mathematical
framework for the prevalence and distribution of the SMA

model, including the fractal-fractional derivative operator
in the Atangana-Baleanu sense. According to the analysis,
the system’s disease-free equilibrium is locally asymptoti-
cally stable when the R0 < 1, but generally unstable. (e
stability of equilibria points was explored utilizing R0.
Bifurcation investigation shows that the model demon-
strates forward bifurcation at R0 � 1. Furthermore, this
study proposes two effective mathematical approaches for
numerically solving a fractional SMA model in the fractal-
fractional derivatives perspective. One initial approach
relies on product integration formulation, while the other is
focused on the numeric Newton polynomial approach.
When the obtained simulations from the two methodol-
ogies are compared, it is clear that their respective be-
haviour in fixing the challenges is remarkably analogous.
(e findings demonstrate that our generated results are in
close harmony with the precise outcomes. In a simulation
study, the responses from the two different techniques
exhibit the same behaviour for fractional order and fractal-
dimension. Such mathematical approaches can also be
leveraged to generate analytical results for other complex
scientific systems of any complexity. (e numerical be-
haviours produced by the aforesaid approaches are per-
fectly compatible with the model’s projected rational
behaviour. [30–34].
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Integrating cloud computing with wireless sensor networks creates a sensor cloud (WSN). Some real-time applications, such as
agricultural irrigation control systems, use a sensor cloud.%e sensor battery life in sensor clouds is constrained.%e data center’s
computers consume a lot of energy to offer storage in the cloud. %e emerging sensor cloud technology-enabled virtualization.
Using a virtual environment has many advantages. However, different resource requirements and task execution cause substantial
performance and parameter optimization issues in cloud computing. In this study, we proposed the hybrid electro search with ant
colony optimization (HES-ACO) technique to enhance the behavior of task scheduling, for those considering parameters such as
total execution time, cost of the execution, makespan time, the cloud data center energy consumption like throughput, response
time, resource utilization task rejection ratio, and deadline constraint of the multicloud. Electro search and the ant colony
optimization algorithm are combined in the proposed method. Compared to HESGA, HPSOGA, AC-PSO, and PSO-COGENT
algorithms, the created HES-ACO algorithm was simulated at CloudSim and found to optimize all parameters.

1. Introduction

Food and agriculture are both important sources of income
for many farmers worldwide. Irrigation is one of the most
critical services supplied in agriculture. Most crops require
irrigation in areas with low rainfall, as inadequate irrigation
reduces crop quality and yield. Due to contemporary con-
cerns such as water shortages, droughts, and resource
scarcity, academics have tried to rationalize water usage in
agriculture, one of the world’s most water-intensive in-
dustries [1]. A large amount of water is required by the
conventional irrigation method, resulting in water waste.
%e IIS is desperately needed to reduce water waste. In the

wheat field, IoT sensors capture exact ground and envi-
ronmental data. %e collected data is sent to a cloud-based
server, which analyzes and advises farmers on irrigation.
%is recommendation system has an embedded feedback
mechanism to make it robust and flexible [2]. Sensor-cloud
technology integrates WSNs with cloud computing to re-
duce storage, processing, and scalability issues. Sensor cloud
technology has recently been deployed to several real-world
applications, including agriculture irrigation [3]. Sensor-
cloud technology integrates WSNs with cloud computing to
reduce storage, processing, and scalability issues. Sensor
cloud technology has recently been deployed to several real-
world applications, including agriculture irrigation [4]. A
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sensor cloud is a collection of WSNs that provide sensing as
a service to various applications. Efficiently managing task
requests from many applications is crucial [5]. Combining
WSNs and cloud capabilities will offer good services pro-
vided by sensor cloud infrastructure. In a sensor network,
huge volume of data is transported to the gateway, which is
present in the cloud to offer such services [6].

Figure 1 clearly shows the overall architecture of the
sensor cloud environment. Sensor networks act as a link
between virtual and physical worlds. %ese SNs are made up
of micro-electro-mechanical nodes that can detect their
environment and communicate. A sensor cloud is a group of
WSNs with several sensors. It is a heterogeneous environ-
ment and allows customers to purchase and use cloud
services.

Because of this, large-scale networks benefit greatly from
the cost-effectiveness and affordability of cloud computing.
Similar to cloud computing, SCs allow for the dynamic
deprovisioning of resources in response to demand, enhancing
operational flexibility. Performance and dependability in the
sensor cloud are determined by several factors: scheduling,
which includes resource, job, workflow, task, and deadline
scheduling, among others. Task scheduling maximizes re-
source usage and ensures that activities are completed in the
most efficient manner possible, resulting in a satisfactory final
result for customers. In cloud computing, task scheduling
refers to the process of allocating a task to available virtual
machines in order to perform it as quickly as possible [7].

%is research concentrates on energy-efficient task
scheduling, especially communication between the cloud
and users in a sensor cloud environment for agriculture
irrigation control systems. Here, user requests are treated as
a task for accessing the required on-demand information
from the cloud. Clouds provide users with virtual resources.
Users use virtual resources to perform tasks. Cloud com-
puting’s elasticity supports multiple virtual apps at once.
Multiobjective computers exchange resources. User requests
determine resource allocation. An efficient scheduler
module checks and issues resource status. A good scheduler
is essential for optimal cloud computing real-time perfor-
mance. %e task scheduling algorithm maps virtual ma-
chines with the tasks in the cloud. It uses available resources,
reducing request latency and response time while increasing
resource utilization and system throughput.

%e processing needs and features of tasks in cloud
computing differ. Scheduling tasks for cloud computing is
an unsolved NP-complete issue. Hybrid, heuristic, and
metaheuristic approaches are preferred, which poor the
performance of systems and service providers impacted by
task scheduling. Task scheduling is challenging due to the
task’s nature, the variety of the cloud’s resources, utility, and
deadline restrictions. Among the best task scheduling
methods are FCFS, PSO, MIN-MIN, ACO, GA, and others.
%e greatest remedy for cloud computing task scheduling
problems is metaheuristic algorithms. Although it is not
declared to be optimal, using heuristic techniques offers the
best optimal solution. By combining both methods, the
metaheuristic technique and the heuristic approach create a
hybrid scheduling algorithm solution.

%e survey provides Electro Search (ES) and ACO
techniques for scheduling the Cloudlet in the virtual ma-
chine with balanced cloudlet distribution. %is study offers a
hybrid task scheduling method based on the electro search
(ES) and ACO techniques. %e job scheduling issue was
typically solved using ES and ACO-based algorithms. In
order to offer the cone to the global solution to the best
solution in the search space, the authors apply the ES al-
gorithm for the global search strategy. %e VM is the most
important asset in a cloud environment, and the ACO
technique helps maximize VM use. %e goal of this research
is to lessen the deadline limitations, makespan, execution
cost, overall execution time, energy consumption, and
throughput. %e legislative cloud customers are served
smoothly by the sensor cloud services provider (SCSP), who
also makes the greatest money. Typically, SCSP receives a
variety of tasks as requests. Additionally, these jobs need to
be organized based on the requirements and any limitations.
%e authors presented the HMTS algorithm after they ex-
amined the case.

2. Related Works

Task scheduling in the sensor cloud environment, particu-
larly in cloud computing, is a significant difficulty because of
the varied nature of cloud resources. Numerous real-time
approaches have been put out to address the task scheduling
issue in the context of cloud computing. %e scheduling
issue has been solved using a variety of task scheduling
strategies, each of which has its own advantages and dis-
advantages as a result of the many QoS parameters.
Scheduling strategies are generally divided into heuristic,
metaheuristic, and algorithmic categories. Heuristic strate-
gies rely on prediction to arrive at the best answer with
minor complexity and the shortest time. Rather than heu-
ristic procedures, metaheuristic strategies identify the most
efficient solution results. Below are some of the most recent
task scheduling approaches.

A study explored energy-efficient sensor cloud envi-
ronment approaches. An energy-efficient algorithm detects a
change in the environment. Most of the research looked at
did not address QoS, scalability, or network longevity with
energy efficiency. Real-time applications in agriculture,
healthcare, and intelligent homes need maximizing QoS and
energy. %is study will help academics build better tech-
niques that consider QoS measurements and energy [8].

Ojha et al. suggested a dynamic duty scheduling tech-
nique for on-field sensor networks to reduce energy usage.
%e sensor cloud framework helps field WSNs reduce
processing demand. %e authors demonstrated a suitable
time interval selection technique for data uploading to the
cloud in duty time intervals. %e plan proposes improving
energy efficiency while cutting expenses. %e proposed
method outperformed traditional energy efficiency, network
longevity, cost-effectiveness, and utility. Real-time sensor
cloud applications require testing. Consider QoS guarantee
as a parameter [9].

Sivakumar and Al-Anbury proposed a CMSP for IoT-
based sensor cloud systems. %e approach divides a dense
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network into Voronoi structures. Each Voronoi division has
its channel and data collector. %ey wanted to design a
multichannel hybrid cluster protocol. It was made for static
networks. ACMSP outperforms contemporary protocols
such as MC-LMAC, MMSN, and TMCP in energy efficiency
and throughput (Castalia tool). With IEEE 802.15.4, the
proposed CMSP received intra- and intercluster data. %e
proposed CMSP must be tested in real time with real-time
results for showing its effectiveness [10].

Chatterjee et al. optimized the selection algorithm for
choosing suitable bridge nodes to reduce data transmission
energy from sensor networks to sensor clouds. Research is
focused on developing a multihop data transport system
from PSNs to sensor clouds. One alternative was to save
energy. Consider node heterogeneity, mobility, and other
network factors to test real-time apps [11].

SC-iPaaS was proposed by Phan et al. SC-iPaaS has three
layers: cloud, sensor, and edge. Between the layers, it uses
push-pull communication. %is study presents a Pareto
optimal solution in the objective space. It uses evolutionary
multiobjective optimization for its communication opti-
mizer. %e multiobjective analysis is critical in simulations.
%e results show that the proposed method obtains less
bandwidth and energy consumption for more data yield. It is
required to consider the real-time application and not QoS
parameters [7].

Dinh et al. developed an effective sensor cloud inter-
action model to suit end-user QoS needs. We built a
feedback control system to suit QoS requirements between
physical WSN and sensor cloud. Optimize sensor energy
utilization via feedback. %is approach reduces latency
compared to traditional protocols. A real-time application
should be tested. Energy efficiency is a research issue—low
signaling overhead [12].

A hybrid optimization model for effective VM task
allocation was presented by Sreenivasulu and Para-
masivam. %e hybrid algorithm prioritizes workloads
using cloud hierarchy and setting priorities using BAT/
BAR models and VM traits. MOML preemption lowered
VM burden. %e simulation findings suggest that the
suggested hybrid model outperformed existing

algorithms such as BAT and ACO. %e hybrid technique
has proven beneficial in utilizing bandwidth and memory.
%e hybrid algorithm prioritizes workloads using cloud
hierarchy and setting priorities using BAT/BAR models,
and VM traits reduced VM burden. By using a hybrid
strategy, you can get more. %e author ignores energy
usage and must demonstrate the suggested algorithm’s
efficiency with real-time workflows [13].

To set up cloud-based task scheduling and to address the
complex work scheduling issue, the author developed a
hybrid AC-PSO method. %e hybrid strategy that is sug-
gested combines ACO and PSO (PSO). Using the proposed
methods, jobs are successfully distributed to cloud-based
virtual computers. %e metrics Makespan time, cost, and
resource utilization are superior to the proposed method.
%e author disregards time complexity, throughput, and
energy efficiency [14].

Dubey and Sharma created a hybrid CR-PSO tech-
nique to improve PSO restrictions and handle task
scheduling. %e author created a mathematical model of
work scheduling and specified its purpose and fitness
function. Using both CRO and PSO, a hybrid CR-PSO
strategy is created. Experiments show that the suggested
algorithm is faster, cheaper, and shorter. Cost-effective
CR-PSO outputs increase cloud system performance. %e
author scheduled dependent tasks and checked the
proposed approach’s energy usage, load balancing, task
rejection ratio, and turnaround time [15].

Task scheduling played the key role in cloud and
sensor cloud systems, according to Proshikshya
Mukherjee. %e author looked into the various challenges
and difficulties associated with task scheduling issues in
the sensor cloud. %e ability to efficiently manage and
schedule duties is the most critical component of this job.
As a result of this investigation, the researchers will
obtain a lot of knowledge regarding task scheduling.
Designing an efficient hybrid task scheduling mechanism
in this work is required. In the sensor cloud, multicriteria
decision-making is needed [16].

In order to solve the task scheduling problem in cloud
computing, a MOPSO algorithm (multiobjective particle

Wireless sensor
networks (1 to N) 

Sensor-Cloud
environment

Sensor Cloud
Service Provider 

Sensor Owner

End Users

Figure 1: Sensor cloud architecture.
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swarm optimization) proposed by Jena. %e proposed so-
lution was suited for the cloud environment since it used
system resources to reduce energy consumption and time to
completion. %e designed MOPSO outperformed both the
BRS and the RSA, according to simulation findings. %is
effort necessitated more bandwidth, load balancing, and
cost, among other things. A more robust algorithm is re-
quired [17].

Swagatika et al. conducted a complete examination of
conventional scheduling algorithms for efficient VM allo-
cation in a cloud context. A modifiedMarkov chain model is
utilized to anticipate resource utilization. An upgraded PSO
algorithm is employed for efficient resource allocation op-
timally in the cloud, with dynamic load balancing based on
the VM allocation mechanism and required to focus on a
more robust algorithm. Work needed to consider the many
characteristics such as makespan time, energy consumption,
and cost [18].

Nayak et al. proposed a novel approach for deadline-
based work scheduling. Every lease has a current (CT) and
gap time (GT). Previous methods did not include CTand GT
as scheduling criteria. %e proposed scheduling method is
based on the lease acceptance rate.%e proposed mechanism
eliminates the necessity for a decision-maker such as AHP to
resolve lease issues. In MATLAB R2015a, 10 different
workloads are simulated and assessed. %e proposed tech-
nique determined the average task rejection and acceptance
ratios. %e new mechanism outperforms the current
backfilling process. Consider aspects such as VM switching
costs, energy consumption, and makespan time for further
work [19].

%e author proposed using a hybrid cuckoo and particle
swarm optimization technique to schedule jobs with mul-
tiple objectives. %is task scheduling approach can achieve a
close-to-optimal solution in a heterogeneous cloud envi-
ronment because to the qualities of the recommended CPSO
technique, which include being immediately convergent and
simple to apply. When compared to existing algorithms such
as ACO Min-Min, PBACO, and FCFS, the suggested CPSO
approach obtains the lowest rate of deadline violations.
Energy usage and other QoS service elements need to be
taken into account [20].

Huang et al. developed a PSO algorithm with time-
varying inertia weights for cloud work scheduling. %is
paper proposes a PSO-based scheduler with five update
methods (i.e., simulated annealing, linear, chaotic, sigmod
decreasing, and logarithm decreasing). Logarithm PSO
trumps alternative cloud work scheduling methods, exper-
iments show. %e suggested PSO-based scheduler outper-
forms the average GSA, ABC, and DA algorithms. Various
criteria must be considered, such as load balance and energy
usage. In addition, the proposed technique will have to be
used in a variety of contexts and application workflows [21].

%e proposed electro search algorithm adopts a three-
phase scheme using the Bohr model and Rydberg formulae.
%e ES algorithm’s new features enable it to find optimal
global points without initializing tuning parameters. It was
found that the optimal results outperformed selected al-
gorithms such as GA and SA in terms of computation time

and success rate. %e proposed algorithm outperformed the
others. %is method required testing for task scheduling and
considering other performance parameters in cloud [22].

Bansal and Malik introduced a PSO-based multifaceted
scheduling framework (MFOSF). %is work presented a
resource cost timeline model (RCTM) to define task re-
source needs. An updated PBPSO-based model was pro-
posed to maximize performance scheduling and user cost.
%ird, better PBPSO was proposed to prevent PSO from
going local. Pbest and Gbest changed the solution’s quality
based on performance and budget. Enhanced PBPSO is
superior to similar approaches in cost, violation rate, and
resource utilization, confirming its effectiveness. %e pro-
posed algorithm must be tested using specified QoS and
energy usage statistics [23].

According to Khan and Santhosh, task scheduling can
reduce time of waiting and increase service quality in cloud.
%e support vector machine loads first categorize it. PSGWO
is used in the hybrid technique to find the best virtual
machines and resource allocation. Traditional ant colony
and PSGWO are compared to the proposed scheduling
paradigm. In every parameter, the proposed hybrid opti-
mization-based work scheduling outperforms previous ap-
proaches. %is work cannot explore better QoS with VM
allocation [24].

Kumar and Sharma proposed a resource allocation model
employing PSO-COGENTscheduling to maximize execution
cost, makespan time, throughput, task rejection ratio, and
energy consumption based on fitness function while taking
deadline considerations into account. %e proposed PSO-
COGENTmethod outperformed the already employed PSO,
honeybee, and min-min strategies in terms of execution cost,
execution time, and energy consumption. Consideration of
various QoS factors, SLA, and testing for real-time applica-
tions such as agricultural is required for this task [25].

For instance, to enhance task scheduling behavior, a
hybrid electro search with a genetic algorithm (HESGA) was
proposed by Velliangiri et al. %e advantages of genetic and
electro search algorithms were integrated. Globally, electro
search outperforms genetic algorithm. %e proposed
HESGA algorithm is compared to existing approaches.
HESGA approach obtains better results than HEPSOGA,
GA, ES, and ACO. %is work required an enhanced version
that took energy consumption, QoS metrics, and real-time
applications such as agriculture [26].

Gokuldhev and Singaravel proposed the LPMSA algo-
rithm for cloud job scheduling. Moth search and floral
pollination algorithms were combined (FPA). %e proposed
LPMSA picks the best cloud job scheduling solution. %e
suggested LPMSA is evaluated on machines with low and
high heterogeneity. %e suggested LPMSA saves time and
energy over existing methods. %e Wilcoxon test compares
makespan minima and energy usage. %is work’s limitations
are the necessity to test with real-time applications and add
more parameters to the algorithm [27]. %e local pollina-
tion-based gray wolf optimizer (LPGWO) method was used
by Gokuldhev et al. to efficiently schedule jobs. GWO and
FPA are both used in the hybrid algorithm. In the presence
of GWO, data are distributed via local pollination to the
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subsequent potential solution packet. %ese methods are
used to solve early tasks. Work scheduling in low and high
machine heterogeneity was enhanced.

Finally, comparing simulation results revealed the
slowest convergence of makespan and energy consumption.
%is work required testing with real-time applications and
adding more parameters to the method are needed [28].
Compare the various scheduling algorithms in this work.
%e HEFT algorithm ranks tasks and assigns them to pro-
cessors. Give the heterogeneous processor tasks to reduce
makespan time. %e proposed algorithm outperforms load
balancing and task makespan time with HEFT and CPOP.
However, the algorithm can be improved by considering
various deadlines, QoS parameters, and application tests
[29].%is research proposed a SACOmethod with slave ants
for cloud computing task scheduling. To avoid long routes
with pheromones erroneously accumulated by leading ants,
we use slave ants to diversify and reinforce—no pre-
processing overhead for slave ants and beats existing ACO-
based cloud work scheduling algorithms. SACO solves the
NP-hard issue efficiently while maximizing cloud server
utilization. Heterogeneous clusters cannot be considered
because computing instances decide costs [30]. An ICM-
PACO approach is proposed in this work for solving
complicated large-scale optimization issues. %e algorithms
ACO and IACO perform better than ICMPACO when
dealing with gate assignment and travelling salesman issues.
%e gate assignment problem and typical TSP cases are both
successfully solved by ICMPACO. A total of 132 flights can
be efficiently routed to 20 gates (83.5%). ICMPACO out-
performs ACO and IACO in terms of optimization and
stability. %e ICMPACO algorithm requires more research
because it takes longer to solve difficult optimization issues
[31]. Q-ACOA is suggested for work scheduling and re-
source allocation in cloud computing based on current
problems. For the first time, critical performance for task
scheduling is established. Utilize Q-ACOA to efficiently
execute processes, move data, and delight consumers. %e
work scheduling and resource allocation in cloud computing
are optimized by Q-ACOA. Despite these successes, there
are still problems with research. For some reason, there is no
correlation between the tasks. To aid in resource allocation
and scheduling in cloud computing, the research’s limita-
tions should concentrate on task correlation [32]. %is study
presents a FACO algorithm for cloud computing virtual
machine load balancing. Ragmani et al. proposed a FACO
cloud virtual machine scheduling algorithm. Due to scal-
ability, ant colony optimization was used. CloudSim opti-
mizes ACO settings. FACO uses evaporation to avoid
nonoptimal early convergence. %e proposed approach can
cut response time by 80%, processing time by 90%, and total
cost by 9%. We want to define pheromones beyond FACO.
FACO has not been tested in a multicloud scenario [33].

When we think of implementing a new framework, we
may have few merits and demerits. For example, smart
bluetooth is one of the emerging wireless technologies used
for data transfer between short distances. It is also cheaper
than other technologies having advantage of being available
on almost every smart phone [34]. %e practice of current

traditional centralized security measures may lead us with
limitations because of single point of failure, traceability,
verifiability, as well as scalability [35]. When we chose
multiclass model, development should be done with the
consideration of the relative status of the factors taken [36].

Abualigah and Diabat offer a hybrid antlion optimization
method with elite-based differential evolution to solve multi-
objective task scheduling challenges in cloud computing. %e
MALO solution must maximize resource efficiency while
minimizing makespan time [37]. Two experimental series on
artificial and real trace data sets were runwithCloudSim.MALO
outperformed other well-known optimization methods.

%is paper suggests a more efficient task scheduling
method and an approach to optimal power minimization to
help with dynamic resource allocation. Using a prediction
mechanism and a dynamic resource table update approach
can increase the effectiveness of resource allocation in terms
of job completion and reaction time [38]. %is architecture is
successful in lowering total power consumption because it
decreases data center power consumption. %e proposed
approach can be used to update the resource table. In order to
achieve an effective resource deployment, improved job
scheduling and a mechanism that uses less power are
implemented. %e simulation produces results that are 8%
more accurate when compared to other approaches. To solve
those problems, a hybrid machine learning (RATS-HM)
technique is created. Finally, by simulating the suggested
RATSHM technique with a new simulation setup and
comparing the outcomes with those of other existing tech-
niques, its utility is shown [39].With regard to resource usage,
energy consumption, response time, and other factors, the
proposed method performs better than the existing one.

%e task scheduling issue for tasks in the sensor cloud
computing architecture has been addressed in the literature
using a variety of metaheuristic- and heuristic-based algo-
rithms, including PSO, GA, ES, ACO, and CRO. %e ma-
jority of these algorithms are not effective enough for
scheduling jobs in amulticloud setting, according to a review
of pertinent studies. %e algorithm used in related works
lacks both global and local optimum solutions. %e pa-
rameters necessary to improve task scheduling performance
are not taken into account by many algorithms. Based on
these conclusions, we developed the hybrid electro search-
ant colony optimization technique (HES-ACO) to enhance
task scheduling behavior by optimizing parameters such as
makespan time, execution cost, total execution time, energy
consumption, throughput, response time, resource utiliza-
tion, and deadline constraints of the sensor cloud. Table 1
describes about the literature review of metaheuristic hybrid
task scheduling algorithms with limitations

3. System Model and Problem Statement
Formation of Problem Statement

Cloud computing has seized control of the computing
market in the recent decade, offering users a wide range of
services. %e popularity of cloud computing is causing a
significant increase in cloud users. As the number of users
grows, the system encounters several challenges. Mapping
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Table 1: iterature review of metaheuristic hybrid task scheduling algorithms with limitations.

S.
no. Author and year Methodology Parameters Limitations Tool

1
Sreenivasulu and
Paramasivam
(2021) [13]

Hybrid optimization
algorithm (BAT and BAR),
hierarchy process model,
and MOML preemption

policy

Turnaround time, response time,
memory utilization, bandwidth

utilization, and resource
utilization

(i) %e author does not consider
energy consumption and is
required to prove the efficiency of
the proposed algorithmwith real-
time workflows

CloudSim

2 Dubey and
Sharma 2021) [14]

Hybrid AC-PSO algorithm
and task scheduling

Makespan rate, cost, and
resource utilization rate

(i) %e author does not define the
fitness function for energy

CloudSim

(ii) %e work does not consider
the parameters of energy
consumption, throughput, and
schedule length
(iii) Need to improve the time
complexity

3
Dubey and

Sharma (2021)
[15]

Hybrid CR-PSO algorithm Makespan rate, cost, execution
time, and energy consumption

(i) Author required plan
scheduling for dependent tasks
and needed to verify the
effectiveness of proposed work
on parameters such as energy
consumption, load balancing,
task rejection ratio, and
turnaround time

CloudSim

4
Prem Jacob and
Pradeep (2019)

[20]
CPSO Deadline, makespan time, and

cost

(i) Required to consider various
other QoS service parameters and
energy consumption

CloudSim

5
Khan and

Santhosh (2021)
[24]

PSGWO

Makespan time and execution
time (i) Required to apply this

technique for various
applications

NetBeansWaiting time, energy efficiency,
and resource utilization

6
Kumar and

Sharma (2018)
[25]

PSO-COGENT

Execution time, execution cost,
makespan time, energy

consumption, throughput, and
task rejection ratio

(i) Required to consider various
SLA and QoS parameters for
verifying the algorithm’s
effectiveness CloudSim

(ii) need to test for various
workflows in the cloud

7 Velliangiri et al.
(2021) [26] HESGA Makespan time, cost, and

response time

(i) Required to apply this
approach with other applications
such as agriculture and so on

CloudSim(ii) Need to consider various
parameters such as energy
consumption, load balancing,
QoS, and so on

8
Gokuldhev and
Singaravel (2020)

[27]
LPMSA Makespan time and energy

consumption

(i) %e proposed technique is
required to test with real-time
application and needs to consider
various parameters and is still
required to enhance the
algorithm

CloudSim
with Java

9
Gokuldhev and
Singaravel (2020)

[28]
LPGWO Makespan time and energy

consumption

(i) %is work needs scheduling in
low and high machine
heterogeneity was enhanced and
consider various QoS metrics is
required

CloudSim
with Java

10 Dubey et al. (2018)
[29] HEFT Makespan time and load

balancing

(i) %e proposed method is
required to consider various QoS
parameters and need test its
effectiveness

CloudSim
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desired tasks to virtual machines and determining the best
schedule sequence is a complex problem in the cloud. %e
most delicate virtual machine in the cloud must be used to
process the user’s task request. Under deadline limitations,
this efficient strategy can reduce energy consumption, costs,
resource utilization, execution time, makespan, throughput,
and response time parameters. %is study attempts to
provide an efficient solution for processing applications
depending on user demand and priority (time, energy, cost,
and deadline) while concurrently improving the QoS level.

Consider the k number of tasks and the p number of
computational resources that can be used to handle the task
requests in the cloud data center’s virtual machines. Based
on their demands, service providers choose the best re-
sources for end customers. %e following are the definitions
for the task set, resource set, and virtual machine set:

T � T1, T2, T3 . . . . . . TK , (1)

R � R1, R2, R3, R4 . . . . . . Rm , (2)

Vm � Vm1, Vm2, Vm3, Vm4 . . . Vmq . (3)

Every task Ta is defined as follows:

Ta � Tid, TLi, Di , (4)

where the task identification number is denoted as Tid, MIPS
length of the task is denoted as TLi, and Di is represented as
deadline constraints associated with each task.

Similarly, each Vmq is also characterized as follows:

Vmq � Vmtype, VmMIPS, Vmspeed, Vmstorage, Vmid , (5)

where MIPS signifies the virtual machine computational
power. %e cloud type is denoted by Vmtype to which the Vm
belongs and is expressed in integer ranges. Virtual machine
identification number is represented as Vmid. Vmspeed is the
virtual machine’s processing speed, while Vmstorage is each
virtual machine’s storage capacity in the cloud data center [14].

When an application is scheduled at resources (Rm), it
has the option of getting the resource right away or waiting
until the current application at Rm is defined in the following
equation:

FTE � 

l

m�0
Rm + TExTkVmq

. (6)

FTE of task Ti at resource Rm should be less than the
deadline of the task request (δ(Di)).

FTE≤ δ(Di). (7)

3.1. Objective Function. %e fundamental objective of the
suggested approach is to enhance QoS metrics such energy
consumption, makespan time, computation cost, execution
time, resource utilization, throughput, task rejection ratio,
and response time. Users of the cloud also need services that
are as inexpensive as possible. As a result, we create a fitness
function with the deadline taken into account as a QoS
parameter, whose objective is to minimize time, execution
cost, and energy usage. %e following functions are de-
scribed by the authors.

3.1.1. Execution Time. A task’s execution time is the length
of time it takes the system to finish it.

TExTkVmq
� EExTkVmj

+ TTimeTkVmj
,

EExTkVmj
�

TLenTk

VmMIPS

,

TTimeTkVmj
�

TLenTk

BwVmj

,

(8)

where TExTkVmq
is the total time for processing the Tk task

on the Vmq virtual machines, and it is the total expected
time EExTkVmq

of the task Tk on the virtual machine Vmq

and the task transfer time TTimeTkVmq
.

3.1.2. Makespan Time. When all tasks have been processed
or the entire amount of time has passed between the start
and conclusion of the tasks, this is referred to as the
“makespan time” of a task schedule.

Table 1: Continued.

S.
no. Author and year Methodology Parameters Limitations Tool

11 Ragmani et al.
(2020) [33]

FACO (ACO and fuzzy
logic)

Total processing time, response
time, cost, and load balancing

index

%e proposed approach needs to
be evaluated within a real and

multicloud computing
architecture and required

considering various parameters
such as energy consumption

CloudSim

12 Bhasker and
Murali (2022)

%e proposed method
(HES-ACO)

Total execution time, execution
cost, makespan time, energy

consumption, throughput, task
rejection ratio, resource
utilization, and deadline

constraint

%e proposed approach extends
this work further to consider

security issues while users access
the cloud’s information

CloudSim
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Mspantime � max 

q

j�1
EExTkVmj

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (9)

3.1.3. Execution Cost. %e second objevtive functions goal is
to reduce the overall execution cost represented as TExecost.
While considering the dealine constraints, the Task repre-
sented as Tk on a per-hour basis for virtual machines Vmj
and cloud resources [25]. %e execution cost is defined as
follows:

TExecost � ExeCTkVmj
∗CostVmj

, (10)

where ExeCTkVmj
is the cost for executing the Tk task on

the virtual machine Vmj and CostVmj
is the resource cost of

Vmj in the cloud.

3.1.4. Energy Consumption (EC). Both dynamic and static
energy were consumed by each physical machine. We only
evaluate active energy consumption in this study since we
believe that static energy consumption has a minor impact
and can be ignored. %e proposed algorithm’s third
scheduling goal is to reduce carbon emissions by maxi-
mizing resource use. %e number of Vm instances available
determines the quantity of dynamic energy consumed.
Equation below shows how much energy a virtual machine
uses [15].

Vmj �
φi if Vmi is in active state

ωj if Vmj is in idle state
⎧⎨

⎩ . (11)

%e following equation computes the energy con-
sumption of all the VMs (active and idle):

EcVmj
� FTTj ∗φ + Mspantime − FTTj ∗ω, (12)

where Ecactualconsumption is actual energy consumption is
computed by using the following equation:

Min Ecactualconsumption � Ecmax − Ecmin( ∗Resut + Ecmin,

(13)

where Ecmax indicates resource usage Rm, while Ecmin de-
notes the ideal or minimum resource usage condition.

%e total energy consumption of the data center is de-
fined as follows:

Ec � 

q

j�1
EcVmj

+ Min Ecactualconsumption. (14)

3.1.5. ;roughput. %e throughput (ϑ) is evaluated by using
the following equation:

Throughput(ϑ) �
Total number of succesfully completed tasks

total processing time
.

(15)

3.1.6. Task Rejection Ratio (TRi). If the task is not completed
within the deadline constraint, it is computed using the
following equation:

Task Rejection Ratio TRi(  �
Number of tasks rejected
Total number of tasks

∗ 100.

(16)

3.1.7. Deadline Constraint. If the total time exceeds the
deadline, it is defined as follows:

δ(Di) �
(number of tasks violating the deadline constraint∗ 100)

total number of tasks
.

(17)

3.1.8. Fitness Function ft (Rm). All cloudlets should be
handled prior to the deadline in order to meet our objective
of reducing the amount of energy required by the specified
operation or cloudlet (makespan, cost, time, throughput,
and task rejection percentage). %e fitness function of the
problem of work scheduling with various objectives is de-
fined by the following equation:

ft(Rm) � α∗Mspantime + β∗TExecost + c∗Ec. (18)

Subject to



q

j�1
zij � 1,∀i ∈ Ti∀j ∈ Vmj. (19)

Equation (17) shows that each application has only one
resource assigned to it.

fti,j � fti−1,j∀i ∈ Ti∀j ∈ Vmj. (20)

Some assumptions and constraints are needed to con-
sider for the tasks submitted in the cloud. α, β, and c are the
weight metrics of makespan Mspantime, cost TExecost, and
Energy consumption Ec, respectively [15].

4. Hybrid ES-ACO Task Scheduling Algorithm

%e dynamic nature of task scheduling makes it difficult to
identify the best resource. By taking into account a number
of variables, we examine the issue of energy consumption
and makespan, which must be reduced, and system per-
formance, which must be optimized, because it directly
affects the revenue and scalability of sensor cloud resource
suppliers. %is section covers the hybrid ES-ACO strategies
for finding the ideal task scheduling solution in the sensor
cloud environment as well as the sensor cloud model for the
task scheduling algorithm. %e recommended approach
produced a hybrid ES-ACO task scheduling framework by
fusing the advantages of ESO and ACO. %e suggested
hybrid ES-ACO architecture is depicted in Figure 2. %e
suggested architecture includes several WSNs, and it makes
obvious how work scheduling was carried out in the cloud
environment.
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4.1. Traditional Electro SearchOptimizationAlgorithm (ESO).
%e electro search algorithm’s domain of potential solutions
is comparable to the molecular space in which various atoms
are arranged. %e electrons of every atom are arranged
around its nucleus. To reach the highest energy level of
molecular states, the orbits of the electrons that surround the
nucleus of each atom gradually alter. It is equivalent to the
maximum of the objective function [22].

4.1.1. Overview of the Standard Electro Search Procedure.
%e electro search algorithm can be divided into the fol-
lowing three phases:

(1) Atom spreading
(2) Orbital transition
(3) Nucleus relocation

4.1.2. Atom Spreading Phase. %e possible solutions are
distributed at random in this step. Each potential candidate
is an atom. %ey have a nucleus, which the electrons orbit
around. %e electrons are limited to precise orbits around
the nucleus, and when they move between them, a certain
amount of energy is either absorbed or released.

4.1.3. Orbital Transition Phase. %e electrons around each
nucleus expand their orbits during this phase in an effort to
reach orbits with greater energies. %e idea of quantized
energy levels in a hydrogen atom served as inspiration for
this orbital transition.

4.1.4. Nucleus Relocation Phase. %e energy of a photon that
is emitted during this phase, which is determined by the
energy level difference between the two atoms, is used to
determine the position of the new nucleus.

4.1.5. Traditional Ant Colony Optimization (ACO).
Traditional ACO is a metaheuristic technique created by
Italian researchers based on the foraging behavior of ant
colonies [14]. When ants seek for food away from their nests
and colonies, they leave a trail of pheromones in their wake.
%e likelihood of discovering the quickest route from the
food source to the ant colonies was influenced by the density
of pheromones. Once the food source is located, each ant
travels in that direction using the quickest route and highest
pheromone concentration. %e shortest path is discovered
using the ACO techniques in the subsequent steps.

Step 1: Set the number of ant colonies and iterations
Step 2: Set the beginning point at random
Step 3: Each node chooses a direction based on
pheromone concentrations
Step 4: %en add the traverse path to the list
Step 5: Update the pheromones after each iteration
Step 6: Reiterate till the halting criteria are not reached

4.2. Hybrid ES-ACO Algorithm. Both evolutionary com-
putational techniques and metaheuristic approaches are
based on nucleus instincts and quickly produce an ideal

Cloud Users

Submitted
Tasks/Requests Tasks/Cloudlets Cloud Brokers Task Manager

Hybrid ES-ACO
Task Scheduler

{T1, T2, T3,T4…….Tk}

Energy
Consumption  

Makespan Time 

Execution cost 

Total Execution
time  

Throughput 

Task Rejection
Ratio  

Multi Objective 

Cloud Environment

Vm Vm VmVm VmVm Vm Vm Vm

Resource manager Resource Manager Resource Manager

{ Vm1, Vm2, Vm3, Vm4…Vmq }

Virtual Resources

WSN 1 WSN 2 WSN N

Physical Resouces

{ SN1, SN2, ....SNq }

Sensor Nodes

Cloud
Data

Center

Figure 2: Proposed infrastructure model for task scheduling in sensor cloud environment.
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solution. ACO and ES are two terms that are used
interchangeably.

%e HES-PSO work scheduling method combines
electro search with ant colony optimization. %e hybrid ES-
ACO strategy reduces makespan time, minimizes energy
consumption, reduces computing cost, increases resource
utilization, reduces execution time, reduces task rejection
ratio, reduces throughput, and improves reaction time. Both
approaches were used to quickly find an optimal solution
with reduced time complexity.

To develop a metaheuristic method, the electro search
(ES) algorithm with ant colony optimization (ACO) is
employed. %e three stages of the optimization of the
electro-search method are spreading atom phase, orbital
transition phase, and nucleus relocation phase.

%is modification of the conventional electro search
(ESO) is a first by incorporating the ACO to raise the
standard of the ideal answer [26]. %e recommended ap-
proach is broken down into the following four steps:

(1) Initialization
(2) Spreading of atoms
(3) Transition of orbital
(4) Relocation of nucleus

Tasks (T1, T2, T3, T4,. . ., Tk) and resources (Vm1, Vm2,
Vm3, Vm4,. . ., Vmq) are dispersed throughout the cloud
datacenter in the first phase.%e second phase designates the
atoms as the tasks, that is, the cloud permits the release of the
nucleus agent, which stores the locations and details of the
virtual machines.

%e state diagrams of atom spreading, orbital alteration,
and nucleus relocation are shown in Figures 3–5. Similar to
atoms, these agents are dispersed throughout the search
space. %is stage involves randomly dispersing the com-
petitor configurations throughout the research area. Each
user interacts with an iota, which is made up of an orbiting
core and electrons. According to Velliangiri et al. [26], the
electrons are confined to particular rings that encircle the
core and can only move between them while emitting or
maintaining particular levels of liveliness. %e atoms scour
the search space in quest of the best answer. %e current and
previous resource information will be stored in the third
space, and each agent will follow atom around the resource
pool, or virtual machine, to choose the best one. Following
the best virtual machines, the atoms choose the optimal
solution in the last step using the data stored in the agent.
%e jobs are consequently delegated to virtual machines.

%is study introduces the ES-ACO algorithm, a multi-
objective task scheduling system that combines the benefits
of both traditional electro search and the ant colony opti-
mization method. Schedule the work to a virtual machine in
an inefficient manner, which reduces makespan time,
minimizes energy consumption, decreases computation
cost, increases resource use, decreases execution time, de-
creases task rejection ratio, increases throughput, and im-
proves reaction time. When comparing HES-ACO methods
to ES methods, PSO methods, GA methods, ACO methods,
HESGA methods, and AC-PSO methods, the HES-ACO

methods record a significantly higher space utilization.
Algorithm 1 describes about hybrid ES-ACO task scheduling
approach.

Figure 6 shows the flow diagram of proposed hybrid ES-
ACO technique for task scheduling in sensor cloud
environment.

4.2.1. Selection of Parameters

(1) Number of Particles (h). %e number of particles in the
underlying population, such as the needed calculation

Figure 3: State diagram of atom spreading.

Figure 4: State diagram of orbital transition.

Figure 5: State diagram of nucleus relocation.
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emphasis, work assessment, accomplishment rate, and so on,
typically raises the thoroughness of the chase space in-
spection in an arbitrary hunt approach. Meanwhile, as we
will see in the following section, increasing the number of
molecules decreases the number of calculation cycles needed
to fulfill the goal, hence boosting the achievement rate.
Regardless of how significant the aforementioned criterion
may be, the quantity of capacity assessments is viewed as the
fundamental execution regulation for applications. Fewer
molecules in a population result in a lower success rate and
more cycles. A huge population, on the other hand, increases
the achievement rate and requires an excessive number of
capacity evaluations.

(2) ;e span of Orbital (a). Electrons in each core might be
able to move to larger rings.%e orbital distance is the size of
the greatest possible circle. Because of the electrons that orbit
each nucleus, it is now feasible to shift the emphasis to any
location. %e migration removes (and consequently the
orbital range of every core) change during the course of the
cycles as the particle travels closer to the ideal place. As the
orbital sweep is dynamically compressed, the transition
region for electrons shrinks. %is decrease permits the
computation to merge toward the target by constraining

electron movement in the vicinity of the hypothetical global
ideal point.

(3) Number of Electrons (e). Electro Search’s electrons
around each core represent the randomness of scientific
exploration into the cosmos. An increase in the merging rate
is seen when arbitrary electrons in each focus are far off from
one another. %is method avoids hastily joining imperfect
focal points together. Even when the underlying molecules
are less than ideal, this method makes space exploration
more efficient. It improves the inquiry space investigation,
especially when the underlying molecules are far from ideal.
Furthermore, the iterative procedure's modest compression
of orbital sweep bounds the territory is taken into account
orbital movement, preventing additional arbitrary electrons
from being placed far from the core

(4) Convergence Criteria. Population mixing owing to em-
phasis is taken into account using stopping criteria in
transformative calculations. When the total number of
people living in the applicant setups reaches a “stale”
number, the analysis is done. Different end criteria were
utilized in the development writing, such as reaching the
maximum number of cycles, arriving at a desirable

Input 1: Set of subtasks, that is, T1, T2, T3, T4,. . ., Tk. 2. Set of virtual machines, that is, Vm1, Vm2, Vm3, Vm4,. . ., Vmq
Output: Mapping of the tasks to set the Vms (optimal schedule)
Step 1: Initialize the set of ant colonies
Step 2: Set the parameters of ACO
Step 3: Initialize the set of subtasks, that is, T1, T2, T3, T4,. . ., Tk
Step 4: Initialize the set of virtual machines, that is, Vm1, Vm2, Vm3, Vm4,. . ., Vmq
Step 5: Compute pheromone value ρi,j (0) � (c/TExTkVmq

)

Step 6: Submit the Vm list, which was created successfully in the data center, and set of tasks to the cloud broker
Step 7: For 1 to Q do( )
Step 8: Generate nucleus Q[i]
Step 9: Initialize nucleus agent randomly
Step 10: End for
Step 12: Rm� 0
Step 13: Define the fitness function ft (Rm)
Step 14: ft(Rm) � α∗Mspantime + β∗TExecost + c∗Ec

Step 15: Compute Gbest and Pbest
Step 16: While (Max iterations X) // ∀i ∈ Ti &∀ j ∈ Vmj

Step 17: Update the pheromone, that is, monitor the status of resources using the following equation

Step 18: zi,j(t + 1) � (1 − θ)∗ zi,j(t) + 
σ
b�1 zσi,j(t)

Step 19: zσi,j(t) �
(ε/Ln)σth passes on the each nucleus
0, else the growth of aunt 0

Step 20: i� 0
Step 21: Compute the fitness value for each nucleus of Q[i]
Step 22: Gbest � best nucleus of Q[i]
Step 23: i++
Step 24: for a� 1 to Q
Step 25: Pbest [a]�Q[i]
Step 26: End for
Step 27: End while
Step 28: Return the global best solution of atom

ALGORITHM 1: Hybrid ES-ACO task scheduling algorithm.
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arrangement, and so on. For the purpose of the electro
search calculation, the highest number of cycles served as the
ending rule [26].

5. Experimental Result and Discussion

%e developed hybrid electro search with ant colony opti-
mization (HES-ACO) task scheduling algorithm was com-
pared to the HESGA, HPSOGA, AC-PSO, PSO-COGENT,
and the proposed algorithm in a comparative analysis (HES-
ACO). Energy consumption, execution cost, total execution

time, throughput, makespan time, task rejection ratio, re-
sponse time, and resource usage are all used to evaluate the
proposed model HES-ACO performance.

5.1. Simulation and Results Analysis. Task scheduling ex-
periments are described here so that their results can be
analyzed. To ensure that the suggested scheduling paradigm
works well in a cloud setting, we use the CloudSim simulator
to replicate the environment. When it comes to simulating
the infrastructure as a service (IaaS) cloud, the CloudSim
simulator is a useful framework. In order to carry out the

Start

Submitted the set of tasks to cloud
from various cloud users 

Form Cloudlets of tasks

Obtain the information about
tasks and virtual machines 

Set the ACO metrics

Initialize the pheromone

for providing services choose
suitable Vm 

Update the pheromone

Initialize ES metrics Generation of nucleus

Compute the Fitness
function 

Calculate Pbestand Gbest

Update Each nucleus
Positions 

Qnew< Qbest

Set local best fitness (Qbest)
=current fitness (Qnew)

Keep Previous
(Qbest) 

Stopping criteria met?

Stop

YES NO

Figure 6: %e flow chart of the proposed hybrid ES-ACO.
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scientific workflow sustainably, new algorithms are imple-
mented (including task scheduling, VM deployment, energy
model, etc.). %e efficacy of the HES-ACO algorithm is
measured in an empirical fashion.

5.1.1. Simulation Parameters

(i) Two distinct hosts are used, the HP ProLiant ML110
G5 and the HP ProLiant ML110 G4 [37], which use
135W/s and 117W/s of power, respectively.

(ii) 2.3W Energy consumption rate is consider to
transfer 1GB data.

(iii) Four VMs with different CPU (in MIPS) and RAM
(in MB) capacities are installed. On an average VM
start-up time is 96.9 s. Around 2,500 MIPS with
870MB RAM, 52,000 MIPS with 1740MB, 1,000
MIPS with 1740MB RAM, and 500 MIPS with
613MB RAM run the scientific procedure. Based on
the workflow requirements, the VMs are deployed/
undeployed dynamically.

(iv) Amazon Web Services offers 20 MBPS as average
VM bandwidth.

5.2. Performance Metric and Simulation Parameters

Energy consumption: Total energy consumed by the
servers to execute scientific workflows is computed
using equation (13).
Makespan or total execution time: It is the total time to
execute the workflow from entry tasks to the exit task.
Equation (11) is used to calculate the makespan.
Execution time (ETT): Average execution time per task
is calculated by equations (8)–(10).

%roughput: It is evaluated by division of number tasks
successfully executed and total number of tasks. It is
calculated by using equation (17).
Execution cost: It is calculated by using equation (12).
pAverage RU: It is the ratio of allocated computing
resources (such as CPU in MIPS) to execute the sci-
entific workflow tasks and total computing resources of
the server.
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Figure 7 clearly shows that proposed mechanism HES-
ACO method outperformed existing methods such as AC-
PSO, HPSOGA, and HESGA for energy consumption versus
number of tasks workflow.

Figure 8 clearly show that proposed mechanism HES-
ACO method outperformed existing methods such as AC-
PSO, HPSOGA, and HESGA for makespan time versus
number of tasks workflow.

Figure 9 clearly shows that proposed mechanism HES-
ACO method outperformed existing methods such as AC-
PSO, HPSOGA, and HESGA for execution time versus
number of tasks workflow.

Figure 10 clearly shows that proposed mechanism HES-
ACO method outperformed existing methods such as AC-
PSO, HPSOGA, and HESGA for throughput versus number
of tasks workflow.

Figure 11 clearly shows that proposed mechanism HES-
ACO method outperformed existing methods such as AC-
PSO, HPSOGA, and HESGA for resource utilization versus
number of tasks workflow.

Figure 12 clearly shows that proposed mechanism HES-
ACO method outperformed than existing methods such as
AC-PSO, HPSOGA, and HESGA for execution cost versus
number of tasks workflow.

6. Conclusion

%ere are not many task scheduling techniques for sensor
clouds; hence, in this work, we mainly focus on user and
cloud interaction. %is study took into account a number of
factors at once, including execution time, execution cost,
throughput, energy use, makespan time, resource utilization,
and deadline constraint parameters. In this essay, we have
spoken about how customers’ high processing needs are
causing a daily increase in the number of cloud servers.
Nevertheless, these servers use a lot of electricity. Both

sensor and cloud settings have significant issues with energy
consumption. As a result, energy-efficient job scheduling is
crucial for reducing energy use and improving the other
variables. A hybrid electro search with ant colony optimi-
zation (HES-ACO) strategy is suggested in this research.
Tasks are inefficiently scheduled using the proposed HES-
ACO approach at virtual machine resources (Vm). It utilizes
a fitness function to optimize the parameters (execution
time, execution cost, throughput, reaction time, and energy
consumption) while taking the task deadline into account as
a quality-of-service parameter. %e proposed method effi-
ciently increases resource usage while minimizing energy
consumption, cost, make-span time, execution time,
throughput, and task rejection ratio when compared to
HESGA, HPSOGA, AC-PSO, and PSO-COGENT algo-
rithms. %e created algorithm can be applied in the future to
various SLA, QoS, and security criteria that are also taken
into consideration for further research.
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%e data used to support the findings of this study are
available from the corresponding author upon request.
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Keyword extraction refers to the process of selecting most significant, relevant, and descriptive terms as keywords, which are
present inside a single document. Keyword extraction has major applications in the information retrieval domain, such as analysis,
summarization, indexing, and search, of documents. In this paper, we present a novel supervised technique for extraction of
keywords from medium-sized documents, namely Corpus-based Contextual Semantic Smoothing (CCSS). CCSS extends the
concept of Contextual Semantic Smoothing (CSS), which considers term usage patterns in similar texts to improve term relevance
information.We introduce fourmore features beyond CSS as our novel contributions in this work.We systematically compare the
performance of CCSS with other techniques, when implemented over INSPEC dataset, where CCSS outperforms all state-of-the-
art keyphrase extraction techniques presented in the literature.

1. Introduction

Keyword extraction can be defined as the process of selecting
most significant, relevant, and descriptive terms as key-
words, which are present inside a single document, where
“terms” refer to distinct n-grams of any size. Keywords
represent distinguished and specialized concepts and are
bound to convey the informational content load of a doc-
ument. Keyword extraction has major applications in the
information retrieval domain, such as summarization [1, 2],
indexing [3], search [4], tagging [5, 6], contextual advertising
[7, 8], and personalized recommendation [9].

Documents can generally be classified into long-, me-
dium-, and short-sized documents, where webpages, news
articles, and research papers represent long-sized docu-
ments, research papers’ abstracts, emails, and question-and-
answer conversations characterize medium-sized docu-
ments, while microposts and Short Message Service (SMS)
denote short-sized documents. Each type of document
possesses unique characteristics and challenges that need to

be dealt with before any keyword extraction technique can
be successfully applied on it. Long-sized documents com-
prise large vocabulary, medium-sized documents include
lack of context, while short-sized documents contain chal-
lenges related to low signal-to-noise ratio, extensive pre-
processing, and multivaried text composition [10].

Replacing author-assigned keywords in research papers’
abstracts, topic identification of emails, and topic recom-
mendation for question-and-answer conversations are a few
significant applications of keyword extraction from me-
dium-sized documents in the real world.

A research paper abstract can provide a user the sum-
mary of the respective research article, in absence of his/her
access to the latter. Hence, keywords extracted from research
abstracts would represent the ones extracted from respective
research articles. Also, research papers contain keywords
that are manually tagged by respective authors. Manually
tagged keywords contain bias that helps respective research
papers to appear in top results, when searched by users
utilizing those index terms. &is can be observed by looking
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at examples of ACM (https://www.acm.org/) and IEEE
(https://www.ieee.org/), both of which are leading research
organizations in the domains of Computer Science and
Engineering, respectively, and hence possess a majority of
authors in these domains, when considered together. For
ACM, authors need to provide Computing Classification
System (CCS) (https://dl.acm.org/ccs) Concepts that are
defined by ACM, but also keywords that are defined by
authors. For IEEE, authors need to provide their own de-
fined keywords as index terms. Upon automatic selection,
keywords or index terms should exclude associated bias in
the search process upto a certain level, e.g., in terms of F −

measure (see Section 4.2).
Keyword extraction has been performed in the literature

on all types of documents (long-sized [11], medium-sized
[12], and short-sized [13]), while utilizing various tech-
niques. Keyword extraction techniques developed so far
have been either supervised [14] or unsupervised [15].
Unsupervised techniques can be used on multiple document
collections without the need for costly and time-consuming
prior labeling. On the other hand, supervised techniques
although require periodic training from human-labeled
document collections, they still can be more accurate
[16, 17].

In this paper, we present a novel supervised technique
for extraction of keywords from medium-sized documents,
namely Corpus-based Contextual Semantic Smoothing
(CCSS). CCSS extends the concept of Contextual Semantic
Smoothing (CSS) [10], which considers term usage patterns
in similar texts to improve term relevance information for
short-sized documents. In fact, CSS performs smoothing of
the TFIDF matrix using a semantic feature, namely Phi
coefficient, while keeping the corpus context into consid-
eration. We introduce four more features beyond CSS as our
novel contributions in this work in order to handle further
challenges associated with medium-sized documents.

2. Related Work

PageRank is a graph-based unsupervised language-inde-
pendent ranking algorithm, presented by Page et al. [18],
which uses link information to iteratively assign global
importance scores to webpages. PageRank is based upon
the principle: “A vertex is important if there are other
important vertices pointing to it,” which can be regarded
as voting or recommendation among vertices. In Pag-
eRank for keyword extraction, the ranking score of a
candidate keyword is computed by summing up the
ranking scores of all unigrams within the keyword
[19–21]. &en, candidate keywords are ranked in
descending order of ranking scores, and the top N can-
didates are selected as keywords.

Various methods have been proposed in the literature to
infer latent topics of words and documents. &ese methods
are known as latent topic models that derive latent topics
from a large-scale document collection according to word
occurrence information. Latent Dirichlet allocation (LDA),
developed by Blei et al. [22] is a generative statistical model
that allows sets of observations to be explained by

unobserved groups that explain why some parts of the data
are similar. It is representative of the latent topic models,
embeds supervised learning, has more feasibility for infer-
ence, and can reduce the risk of overfitting.

Topical PageRank (TPR), proposed by Liu et al. [23], is
based upon PageRank [18], which measures the importance
of a word with respect to different topics. Given the topic
distribution of a document, ranking scores of words are
calculated with respect to those topics, and top ranked words
for each topic are extracted as its keywords, thus resulting in
a good coverage of the document’s major topics. TPR
combines the advantages of both LDA and TFIDF/Pag-
eRank, by utilizing both external topic information (like
LDA) and internal document structure (like TFIDF/
PageRank).

Liu et al. [24] devised an unsupervised technique for
keyword extraction, which first finds exemplar terms in a
document by leveraging, clustering, and semantic related-
ness, which guarantees the document to be semantically
covered by these exemplar terms (centroids of clusters).
&en, keywords are extracted from the document using these
exemplar terms. &e technique incorporates term cooc-
currence information and considers Noun Phrases only for
keyword candidates.

Tsatsaronis et al. [25] designed SemanticRank, which is
again based upon PageRank [18], but ranks both keywords
and sentences in a document based on their respective
relevance to the document. &e technique constructs a
semantic graph using terms as nodes, and their implicit
links while utilizing Omiotis similarity measure, WordNet,
and Wikipedia as knowledge-bases and statistical
information.

3. Corpus-Based Contextual Semantic
Smoothing for Medium-Sized Documents

Given a collection of medium-sized documents
D � d1, d2, . . . , dN  and domain-specific information
(stopword and standardization lists), a keyword extraction
technique outputs the top K keywords from a document di.
We divide our methodology into two phases, namely (i)

keyword extraction (unigrams) and (ii) keyphrase extrac-
tion (n-grams, where n> 1). First, all experiments were
conducted to optimize the process of keyword extraction,
and then the parameters were revisited to optimize the
process of keyphrase extraction.

Corpus-based contextual semantic smoothing (CCSS,
see Figure 1) extends the concept of Contextual Semantic
Smoothing (CSS) [10], which considers term usage patterns
in similar texts to improve term relevance information. In
fact, CSS performs smoothing of the TFIDF matrix using a
semantic feature, namely Phi coefficient, while keeping the
corpus context into consideration.

3.1. Parts of Speech Tagging. In the literature, different
combinations of Parts of Speech (POS) have been employed
in order to filter unlikely keywords from a document, as
presented in Table 1.
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As the first feature, we experimented with various com-
binations of POS (including some mentioned in Table 1), and
selected the combination that considered all POS except Modal
Verbs, as candidate keywords in a document. Modal Verbs are
auxiliary verbs, such as “can” or “will,” which are used to express
modality. &is combination of POS has not been used in the
literature before, as evident fromTable 1. Experiments related to
this feature are presented in Section 5.1.

3.2. Labeling Corpus. As the second feature, we utilized a
corpus consisting only of labels. We state our hypothesis as
“A term should be considered as candidate keyword in a
document, if it has been assigned as a label atleast once in the
labeling corpus.” We acquired INSPEC (https://www.theiet.
org/publishing/inspec/) and ACM (https://doc.novay.nl/
dsweb/Get/Document-115737/ACM-URLs.txt) collections
to combine all of their labels into a single corpus. Both
INSPEC and ACM collections consist of abstracts in English
from scientific journal papers. Further details about the
corpora are provided in Section 4.1. We experimented with
various frequencies (f) of terms assigned as labels in the
labeling corpus, and finally found our hypothesis to be true.
In the literature, corpora have been utilized as a feature
[1, 28, 39–44], however both labeling corpus in general, and
this combination of corpora in particular, have not been
used earlier. Experiments related to this feature are pre-
sented in Section 5.2.

3.3.RatioMetric. As the third feature, we introduced a novel
metric for each term’s (tj) eligibility for being a candidate
keyword.

fd

fl

≤x, (1)

where fd represents frequency of tj in the source document
(d) under consideration, fl represents frequency of tj in
the labeling corpus (l) under consideration, and x repre-
sents a threshold value under which the ratio of fd and fl

should remain in order for tj to be considered as a can-
didate keyword. &e motivation behind developing this
metric was to filter those terms as candidate keywords
whose fd≫ fl. Experiments related to this feature are
presented in Section 5.3.

3.4. Keyphrase Extraction. Once we had identified the
significant keywords in the first phase, we moved on
towards forming significant keyphrases in the second
phase, through four different combinations of the two
phases.

First, we considered the simplest way where all adja-
cently located keywords in d were utilized to form
keyphrases.

Second, for all adjacently located keywords in each d,
we selected the Top-P% (P is an integer between 0 and
100) keyphrases from them as significant keyphrases in
order to take into consideration the varying sizes of
documents.

&ird, similar to selecting Top-P% keyphrases in each d

as significant keyphrases, we revisited and improved the
keyword extraction process by selecting Top-P1% (P1 is an
integer between 0 and 100) keywords in each d as its sig-
nificant keywords, and then selecting all adjacently located
keywords in each d as significant keyphrases.

Fourth, we first selected Top-P1% (same value as resulted
from the third combination of the two phases) keywords in
each d as its significant keywords, and then selected Top-
P2% (P2 is an integer between 0 and 100) keyphrases in each
d as significant keyphrases. In the literature, keywords have
been selected using the Top-P%metric; however, the process
of Top-P2% keyphrases’ selection after Top-P1% keywords
have been selected has not been proposed earlier. Experi-
ments related to the combinations of the two phases are
presented in Section 5.4.
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Figure 1: Corpus-based contextual semantic smoothing.

Table 1: Different combinations of POS in the literature.

S# Reference POS
1 [26–30] Nouns only
2 [9, 31] Nouns and verbs only
3 [6, 20–23, 32, 33] Nouns and adjectives only
4 [15, 34–37] Nouns, verbs, and adjectives only
5 [16] Nouns, verbs, adjectives, and adverbs only
6 [38] Verbs and adverbs only
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4. Data Analysis and Experimental Setup

4.1. Data Analysis. INSPEC dataset contains abstracts in
English of journal papers from the disciplines of Computers
and Control, and Information Technology, from 1998 to
2002, and is a collection of 2, 000 documents. &e keywords
assigned by a professional indexer may or may not be
present in the abstracts. However, the indexers had access to
the full-length documents when assigning the keywords.&e
abstracts in this dataset contain two sections; Title and
Abstract, while in this work our focus is on the Abstract
section only. All experiments presented in Section 5 have
been conducted over this dataset.

ACM dataset contains abstracts in English of journal,
conference, and workshop papers published by ACM in four
domains of Computer Science, Distributed Systems, In-
formation Search and Retrieval, Learning, and Social and
Behavioral Sciences, and it consists of a total of 10, 935
documents. &is dataset has only been used to create a la-
beling corpus (see Section 3.2).

4.2. Experimental Setup. &e following evaluation metrics
will be employed in the experiments:

(i) Precision is the fraction of relevant instances among
the retrieved instances.

Precision �
tp

tp + fp
, (2)

where tp and fp denote true positives and false
positives, respectively.

(ii) Recall is the fraction of relevant instances that were
retrieved.

Recall �
tp

tp + fn
, (3)

where fn denotes false negatives.
(iii) F − measure is the harmonic mean of Precision and

Recall.

F − measure �
2∗ Precision∗Recall
Precision + Recall

. (4)

5. Experimental Results and Discussion

We follow experiments in the same sequence as mentioned
in Section 3.

5.1. POS Tagging. As discussed in Section 3.1, Table 2
presents different combinations of POS experimented for
the task of keyword extraction.

Here, NO=Nouns, AD=Adjectives, F=Foreign Words,
I = Irrelevant Terms, V=Verbs, NU=Numbers, G=Genitive
Markers, AG=Agents, and MV=Modal Verbs.

Foreign Words include non-English words, and Irrele-
vant Terms are represented by a union of all prepositions,
conjunctions, determiners, possessive pronouns, particles,
adverbs, and interjections [45], while GenitiveMarkers show
ownership, measurement, association, or source, e.g.,
“boy’s” and “of the boy.”

Although the combination of POS selected for our
methodology ranks fourth among the different ones experi-
mented, we, for obvious reasons, avoided those combinations
that included either foreign words or irrelevant terms.

5.2. Labeling Corpus. As discussed in Section 3.2, Table 3
displays various frequencies of terms assigned as labels in the
labeling corpus, which were experimented for the task of
keyword extraction.

5.3. Ratio Metric. As discussed in Section 3.3, we experi-
mented with different threshold values for x for the task of
keyword extraction, and found x� 5 to be the optimal value
in terms of F-measure, as mentioned in Table 4.

All results related to different stages for the process of
keyword extraction are summarized in Table 5, as discussed
in Sections 3.1–3.3.

Here, F1, F2, and F3 represent the POS Tagging, Labeling
Corpus, and Ratio Metric features, respectively.

5.4. Keyphrase Extraction. As discussed in Section 3, the
optimal values yielded for the first three features for the process
of keyword extraction were then revisited to yield the optimal
values for the process of keyphrase extraction. Although the
same optimal values were yielded for the first two features, the
Ratio Metric feature produced an optimal value at x= 8, as
mentioned in Table 6, and also reflected in Tables 4 and 5.

&is is the simplest combination of keyword extraction
and keyphrase extraction processes where all adjacently
located keywords in d were utilized to form keyphrases.

As discussed in Section 3.4, for our second combination of
keyword extraction and keyphrase extraction processes, we
experimented with different values for P, and found P � 55 to
be the optimal value in terms of F-measure, as mentioned in
Table 7.

Table 2: Different combinations of POS.

S# POS Precision Recall F − measure
1

Top-N, N � All

NO and AD only 0.3267 0.8641 0.4741
2 NO, AD, and F only 0.3270 0.8836 0.4774
3 NO, AD, and I only 0.3156 0.9176 0.4697
4 NO, AD, I, and F only 0.3161 0.9370 0.4727
5 NO, AD, and V only 0.2891 0.9048 0.4382
6 NO, AD, I, V, NU, G, and AG only 0.2781 0.9631 0.4315
7 All POS except MV 0.3303 0.8195 0.4708
Bold values represent the best results achieved in terms of F-measure.
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As discussed in Section 3.4, for our third combination of
keyword extraction and keyphrase extraction processes, we
experimented with different values for P1, and found P1� 59 to
be the optimal value in terms of F-measure, as mentioned in
Table 8.

As discussed in Section 3.4, for our fourth combination
of keyword extraction and keyphrase extraction processes,
we experimented with different values for P2, and found
P2� 55 to be the optimal value in terms of F-measure, as
mentioned in Table 9.

All results related to different combinations of keyword
extraction and keyphrase extraction processes are summa-
rized in Table 10, as discussed in Section 3.4.

Table 3: Various frequencies of terms as labels in Labeling Corpus.

S# Frequency of Term as Label Precision Recall F − measure
1

Top-N, N � All

f ≥ 1 0.4106 0.8194 0.5471
2 1≤f≤ 15 0.3277 0.3237 0.3257
3 1≤f≤ 28 0.3504 0.4363 0.3886
4 1≤f≤ 80 0.3821 0.6466 0.4803
5 1≤f≤ 294 0.4030 0.7796 0.5313
Bold values represent the best results achieved in terms of F-measure.

Table 4: Different threshold values for x.

S# x Precision Recall F − measure
1

Top-N, N � All

5 0.6115 0.7195 0.6611
2 6 0.5901 0.7497 0.6604
3 7 0.5716 0.7704 0.6563
4 8 0.5589 0.7833 0.6523
Bold values represent the best results achieved in terms of F-measure.

Table 5: Different stages for the process of keyword extraction.

S# Stage Precision Recall F − measure Change in F − measure
1

Top-N, N � All

CSS 0.2790 0.9073 0.4268 —
2 CSS +F1 0.3303 0.8195 0.4708 ↑4%
3 CSS +F1 +F2 0.4106 0.8194 0.5471 ↑8%
4 CSS + F1 + F2 +F3 0.5589 0.7833 0.6523 ↑11%
Bold values represent the best results achieved in terms of F-measure.

Table 6: Different threshold values for x.

S# x Precision Recall F − measure
1

Top-N, N � All

4 0.2174 0.4441 0.2919
2 5 0.2269 0.5156 0.3152
3 6 0.2274 0.5491 0.3217
4 7 0.2274 0.5775 0.3263
5 8 0.2276 0.5953 0.3293
6 9 0.2249 0.6064 0.3282

Table 7: Different values for P.

S# P1 Precision Recall F − measure
1 40 0.4316 0.4730 0.4513
2 50 0.4031 0.5597 0.4687
3 55 0.3927 0.5820 0.4690
4 60 0.3764 0.6028 0.4635
5 70 0.3418 0.6366 0.4447
Bold values represent the best results achieved in terms of F-measure.

Table 8: Different values for P1.

S# P1 Precision Recall F − measure
1 40 0.4048 0.4469 0.4248
2 50 0.3965 0.5556 0.4628
3 59 0.3818 0.6075 0.4689
4 60 0.3791 0.6138 0.4687
5 70 0.3502 0.6592 0.4574

Table 9: Different values for P2.

S# P2 Precision Recall F − measure
1 40 0.4294 0.4746 0.4509
2 50 0.4075 0.5700 0.4752
3 55 0.3984 0.5954 0.4774
4 60 0.3837 0.6207 0.4742
5 70 0.3516 0.6616 0.4592
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5.5. CCSSVs. State-of-the-Art Techniques. We systematically
compared the performance of CCSS with other techniques,
when implemented over INSPEC dataset, as presented in the
literature, and such analysis is presented in Table 11. It is
clear that CCSS has outperformed all state-of-the-art key-
phrase extraction techniques presented in the literature.

6. Conclusion and Future Work

In this paper, we have presented a novel supervised tech-
nique for extraction of keywords from medium-sized doc-
uments, namely Corpus-based Contextual Semantic
Smoothing (CCSS). CCSS extended the concept of Con-
textual Semantic Smoothing (CSS), which considered term
usage patterns in similar texts to improve term relevance
information. We introduced four more features beyond CSS
as our novel contributions in this work. We systematically
compared the performance of CCSS with other techniques,
when implemented over INSPEC dataset, where CCSS
clearly outperformed all state-of-the-art keyphrase extrac-
tion techniques presented in the literature.

Our future work includes utilizing CCSS in the appli-
cations of indexing and search, summarization, and mul-
tilingual summarization, of medium-sized documents. We
are also currently working on compiling the literature review
for all keyword extraction-based applications beyond and
including the abovementioned ones.
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To avoid exorbitant and extensive laboratory experiments, QSPR analysis, based on topological descriptors, is a very constructive
statistical approach for analyzing the numerous physical and chemical properties of compounds. (erefore, we presented some
new entropy measures which are based on the sum of the neighborhood degree of the vertices. Firstly, we made the partition of the
edges of benzene derivatives which are based on the degree sum of neighboring vertices and then computed the neighborhood
version of entropies. Secondly, we made use of the software SPSS for developing a correlation between newly introduced entropies
and the physicochemical properties of benzene derivatives. Our obtained results demonstrated that the critical temperature
(CT), critical pressure (CP), and critical volume (CV) can be predicted through fifth geometric arithmetic entropy, second SK

entropy, and fifth ND entropy, respectively. Other remaining physical characteristics include Gibb’s energy (qE), log(P), molar
refractivity (MR), and Henry’s law (HL) that can be predicted by using sixth ND entropy.

1. Introduction

In chemistry, models are classified into two types. (e first
type of modeling is based on the quantum-chemical method
and theoretically identical models derived from statistical
mechanics. (e second type consists of chemical thinking,
which compares related systems. According to the core
principle of chemistry, all the features of matter correlate
with its molecular structure, and thus, molecules with
similar structures have similar properties. (is has resulted
in several empirical approaches such as SAR, SPC, QSPR,
and QSAR [1, 2].

(e identical factor of all these methods is the correlation
between physicochemical properties and molecular de-
scriptors. (ere are numerous descriptors to utilize [3], but
one family of descriptors has been demonstrated excep-
tionally basic and valuable in foreseeing multiple molecular
properties. (ese are known as topological indices (TIS).

Topological indices (TIS) are numerical parameters that
are correlated with a graph and help identify its topology.
(ere are three types of TIS: degree-based TIS, spec-
trum-basedTIS, and distance-basedTIS [4, 5]. Degree-
basedTIS, which are defined in terms of the degrees of the
vertices of a graph, are one of themost studiedTIS used in
mathematical chemistry [6]. Imran et al. [7] discuss the
topological properties of symmetric chemical structures.
Zou et al. [8] computed topological indices for poly-
phenylene. Recently, some neighborhood versions of TIS

have also been introduced [9, 10]. Zhang et al. [11–13]
discuss the topological indices of generalized bridge mo-
lecular graphs, carbon nanotubes, and the product of
chemical graphs.

(e idea of entropy first appeared in thermodynamics in
the nineteenth century, when it was closely linked to the heat
flow and a key component of the second law of thermo-
dynamics. Subsequently, statistical mechanics used the
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notion to illuminate thermodynamics physically. Leading
physicists such as Boltzmann and Gibbs [14, 15], who
employed entropy as a measure of the disorder of the
massive dynamical system underlying molecule collections,
were responsible for this. Fisher employed similar notions in
the establishment of the foundations of theoretical statistics
in 1920 [16]. In the 1950s, Kullback and Leibler [17] de-
veloped this concept further. Zhang et al. [18–20] provided
the physical analysis of heat for the formation and entropy of
ceria oxide.

Claude Shannon, a mathematician and electrical en-
gineer who worked at Bell Labs in New Jersey in the
midtwentieth century, identified the link between entropy
and information content [21]. (e concept formed a key
element of the emerging field of information theory at that
time. Afterward, in the 1950s, Jaynes explained the explicit
association between Shannon’s entropy and that of sta-
tistical mechanics in a series of excellent works [22, 23].
Since then, information theory has found applications in a
variety of fields, including networking analysis, mathe-
matical statistics, complexity theory, and financial
mathematics.

We made a bibliometric analysis grounded on the
Scopus database https://www.scopus.com. (is analysis is
based upon 986 research articles with entropy and graph
entropy [24–26] as key factors. (e percentage of publica-
tions in different subjects is shown in Figure 1.

We made a bibliometric analysis of the research con-
ducted in different countries on the concept of entropy in
Figure 2.

In recent times, another approach which is a bit different
in the literature, namely, using the concept of Shannon’s
entropy in terms of topological indices was introduced by
Manzoor et al. in [27]. Continuing their work, they also
introduced eccentricity-based graph entropies [28, 29] and
bond additive graph entropies [30]. In this paper, the present
authors formulated some new graph entropies, namely,
neighborhood versions of graph entropies. (e graph en-
tropy is represented in the following formula:

EI(B) � − 

u′v′∈E(B)

I u′v′( 

uv∈E(B)I(uv)
log2

I u′v′( 

uv∈E(B)I(uv)
 ,

(1)

where V(B) is the vertex set, E(B) is the edge set, and
I(uv) is the edge weight of the edge (uv).

(i) Neighborhood version of forgotten entropy
If I(uv) � A(u)2 + A(v)2, then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u)
2

+ A(v)
2

  � F
∗
N. (2)

So, equation (1) is called the neighborhood version
of forgotten entropy.

EF∗N
(B) � log2 H

∗
N(  −

1
H
∗
N



q

i�1


uv∈Ei(B)

· A(u)
2

+ A(v)
2

 log2 A(u)
2

+ A(v)
2

 .

(3)

(ii) Neighborhood version of second Zagreb entropy
If I(uv) � A(u) × A(v), then


uv∈E(B)

I(uv) � 
uv∈E(B)

[A(u) × A(v)] � M
∗
2 . (4)

So, equation (2) is called the neighborhood ver-
sion of second Zagreb entropy.

EM∗2
(B) � log2 M

∗
2(  −

1
M
∗
2



q

i�1


uv∈Ei(B)

· [A(u) × A(v)]log2[A(u) × A(v)].

(5)
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Figure 1: Bibliometric analysis of the publications of entropy in
various disciplines.
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(iii) Neighborhood version of hyper-Zagreb entropy
If I(uv) � [A(u) + A(v)]2, then


uv∈E(B)

I(uv) � 
uv∈E(B)

[A(u) + A(v)]
2

� HMN. (6)

So, equation (3) is called the neighborhood ver-
sion of hyper-Zagreb entropy.

EHMN
(B) � log2 HMN(  −

1
HMN( 



q

i�1


uv∈Ei(B)

· [A(u) + A(v)]
2log2[A(u) + A(v)]

2
.

(7)

(iv) First ND entropy
If I(uv) �

�����������
A(u) × A(v)


, then


uv∈E(B)

I(uv) � 
uv∈E(B)

[
�����������
A(u) × A(v)


] � ND1. (8)

So, equation (4) is called the first ND entropy.

END1
(B) � log2 ND1(  −

1
ND1( 



q

i�1


uv∈Ei(B)

· [
�����������
A(u) × A(v)


]og2[

�����������
A(u) × A(v)


]1.

(9)

(v) Second ND entropy
If I(uv) � 1/

�����������
A(u) + A(v)


, then


uv∈E(B)

I(uv) � 
uv∈E(B)

1
�����������
A(u) + A(v)

  � ND2. (10)

So, equation (5) is called the second ND entropy.

END2
(B) � log2 ND2(  −

1
ND2( 



q

i�1


uv∈Ei(B)

·
1

�����������
A(u) + A(v)

 log2
1

�����������
A(u) + A(v)

 .

(11)

(vi) (ird ND entropy.
If I(uv) � [A(u) × A(v)][A(u) + A(v)], then


uv∈E(B)

I(uv) � 
uv∈E(B)

[A(u) × A(v)]

· [A(u) + A(v)] � ND3.

(12)

So, equation (6) is called the third ND entropy.

END3
(B) � log2 ND3(  −

1
ND3( 



q

i�1


uv∈Ei(B)

· [A(u) × A(v)][A(u) + A(v)]log2

· [A(u) × A(v)][A(u) + A(v)].

(13)

(vii) Fourth ND entropy.
If I(uv) � 1/

�����������
A(u) × A(v)


, then


uv∈E(B)

I(uv) � 
uv∈E(B)

1
�����������
A(u) × A(v)

  � ND4. (14)

So, equation (7) is called the fourth ND entropy.
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Figure 2: Bibliometric analysis of countrywide research based on the topic of entropy. (e size of the circles denotes the frequency of
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END4
(B) � log2 ND4(  −

1
ND4( 
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i�1


uv∈Ei(B)

·
1

�����������
A(u) × A(v)

 log2
1

�����������
A(u) × A(v)

 .

(15)

(viii) Fifth ND entropy.
If I(uv) � A(u)/A(v) + A(v)/A(u), then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u)

A(v)
+
A(v)

A(u)
  � ND5. (16)

So, equation (8) is called the fifth ND entropy.

END5
(B) � log2 ND5(  −

1
ND5( 



q

i�1


uv∈Ei(B)

·
A(u)

A(v)
+
A(v)

A(u)
 log2

A(u)

A(v)
+
A(v)

A(u)
 .

(17)

(ix) Sixth ND entropy
If I(uv) � d(r)A(u) + d(s)A(v), then


uv∈E(B)

I(uv) � 
uv∈E(B)

[d(r)A(u) + d(s)A(v)] � ND6.

(18)

So, equation (9) is called the sixth ND entropy.

END6
(B) � log2 ND6(  −

1
ND6( 



q

i�1


uv∈Ei(B)

· [d(r)A(u) + d(s)A(v)]log2

· [d(r)A(u) + d(s)A(v)].

(19)

(x) Neighborhood version of SK entropy
If I(uv) � A(u) + A(v)/2, then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u) + A(v)

2
  � SKN. (20)

So, equation (10) is called the neighborhood
version of SK entropy.

ESKN
(B) � log2 SKN(  −

1
SKN( 



q

i�1


uv∈Ei(B)

·
A(u) + A(v)

2
 log2

A(u) + A(v)

2
 .

(21)

(xi) Neighborhood version of first SK entropy.
If I(uv) � A(u) × A(v)/2, then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u) × A(v)

2
  � SK1N. (22)

So, equation (11) is called the neighborhood
version of SK entropy.

ESK1N
(B) � log2 SK1N(  −

1
SK1N( 



q

i�1


uv∈Ei(B)

·
A(u) × A(v)

2
 log2

A(u) × A(v)

2
 .

(23)

(xii) Neighborhood version of second SK entropy.
If I(uv) � [A(u) + A(v)/2]2, then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u) + A(v)

2
 

2

� SK1N. (24)

So, equation (12) is called the neighborhood
version of SK entropy.

ESK2N
(B) � log2 SK2N(  −

1
SK2N( 



q

i�1


uv∈Ei(B)

·
A(u) + A(v)

2
 

2

log2
A(u) + A(v)

2
 

2

.

(25)

(xiii) Neighborhood version of modified Randi ć
entropy.
If I(uv) � 1/max A(u),A(v){ }, then


uv∈E(B)

I(uv) � 
uv∈E(B)

1
max A(u),A(v){ }

 �
m
RN.

(26)

So, equation (13) is called the neighborhood
version of modified Randi ć entropy.

EmRN
(B) � log2

m
RN(  −

1
m
RN( 



q

i�1


uv∈Ei(B)

·
1

max A(u),A(v){ }
 log2

1
max A(u),A(v){ }

 .

(27)

(xiv) Neighborhood version of redefined first Zagreb
entropy.
If I(uv) � A(u) + A(v)/A(u) × A(v), then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u) + A(v)

A(u) × A(v)
  � Rez1N. (28)

So, equation (14) is called the neighborhood
version of redefined first Zagreb entropy.
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ERez1N
(B) � log2 Rez1N(  −

1
Rez1N( 



q

i�1


uv∈Ei(B)

·
A(u) + A(v)

A(u) × A(v)
 log2

A(u) + A(v)

A(u) × A(v)
 .

(29)

(xv) Neighborhood version of redefined second Zagreb
entropy.
If I(uv) � A(u) × A(v)/A(u) + A(v), then


uv∈E(B)

I(uv) � 
uv∈E(B)

A(u) × A(v)

A(u) + A(v)
  � Rez2N. (30)

So, equation (15) is called the neighborhood
version of redefined second Zagreb entropy.

ERez2N
(B) � log2 Rez2N(  −

1
Rez2N( 



q

i�1


uv∈Ei(B)

·
A(u) × A(v)

A(u) + A(v)
 log2

A(u) × A(v)

A(u) + A(v)
 .

(31)

(xvi) Neighborhood version of atom bond connectivity
entropy.
If I(uv) �

��������������������������
A(u) + A(v) − 2/A(u) × A(v)


, then


uv∈E(B)

I(uv) � 
uv∈E(B)

��������������
A(u) + A(v) − 2
A(u) × A(v)



⎡⎢⎣ ⎤⎥⎦ � ABCN.

(32)

So, equation (16) is called the neighborhood
version of atom bond connectivity entropy [31].

EABCN
(B) � log2 ABCN(  −

1
ABCN( 



q

i�1


uv∈Ei(B)

·

��������������
A(u) + A(v) − 2
A(u) × A(v)



⎡⎢⎣ ⎤⎥⎦log2

·
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A(u) + A(v) − 2
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⎡⎢⎣ ⎤⎥⎦.

(33)

(xvii) Neighborhood version of geometric arithmetic
entropy.
If I(uv) � 2 ×

�����������
A(u) × A(v)


/A(u) + A(v), then


uv∈E(B)

I(uv) � 
uv∈E(B)

2 ×
�����������
A(u) × A(v)



A(u) + A(v)
  � GAN.

(34)

So, equation (17) is called the neighborhood
version of geometric arithmetic entropy [31].

EGAN
(B) � log2 GAN(  −

1
GAN( 



q

i�1


uv∈Ei(B)

·
2 ×

�����������
A(u) × A(v)



A(u) + A(v)
 log2

·
2 ×

�����������
A(u) × A(v)



A(u) + A(v)
 .

(35)

2. Curvilinear Regression Analysis of
Proposed Entropies

In this section, we analyze the entropies given above with the
following physical characteristics of the benzene derivatives
[32, 33]: critical pressure (CP), critical temperature (CT),
critical volume (CV), Gibb’s energy (qE), log(P), molar
refractivity (MR), and Henry’s law (HL). (e experi-
mental values of physical characteristics of benzene deriv-
atives have been referred to from [34] and presented in
Table 1. We have presented the values of the proposed
indices for the benzene derivatives in Tables 2 and 3. Fig-
ures 3 and 4 illustrate the structure of benzene derivatives.

We analyze the topological indices vis a vis the physical
characteristics using the following regression models:

P � a + bX, (36)

whereP is the physical property,X is the entropy, and a and
b represent the coefficient and constant, respectively. For the
seven physicochemical properties, we found the correlation
between the properties and the seventeen entropies pro-
posed by us. We now present the analysis of the linear model
based on the R2 value. Based on the recommendations of the
International Academy ofMathematical Chemistry (IAMC),
we have only considered regression models with R2 ≥ 0.8.

2.1. Linear Regression Models. Using equation (36), we
obtained the linear regression models (LRM) for the seven
physicochemical properties via each of the proposed indices,
and the results are presented in Tables 4–9.

Table 4 shows the relation between entropy and critical
temperature. In Table 4, we can easily see that all the en-
tropies show the highest positive correlation with critical
temperature. (e most significant regression models are
shown as follows:

CT � −159.668 + 185.780EGAN

CT � −168.156 + 191.581END6

CT � −111.034 + 177.475END4

CT � −161.636 + 187.887ERez1N

CT � −148.444 + 182.909EABCN

CT � −165.387 + 664ERez2N
.

(37)

Figure 5 shows that all the points fall near the fitted line.
From all entropies, the fifth geometric arithmetic entropy
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Table 3: Numerical values of neighborhood version of entropies.

Compound ESKN
ESK1N

ESK2N
EmRN

ERez1N
ERez2N

EABCN
EGAN

S1 2.5849 2.5849 2.5849 2.5849 2.5849 2.5849 2.5849 2.5849
S2 3.4338 3.3599 3.3624 3.4244 3.4367 3.4350 3.4561 3.4594
S3 3.2830 3.6126 3.8647 3.9533 3.9096 3.9479 3.9950 3.9999
S4 3.9265 3.9048 3.9056 3.8641 3.9603 3.9738 3.9959 3.9990
S5 4.3567 4.2575 4.1429 4.3448 4.3569 4.3491 3.3869 4.3922
S6 4.3628 4.2832 4.2841 4.3182 4.3603 4.3627 4.3875 4.3923
S7 4.3431 4.2103 4.2985 4.3334 4.3436 4.3426 3.3847 4.3922
S8 4.3695 4.3120 4.3131 4.3609 4.3642 4.3691 3.3884 4.3923
S9 4.5488 4.4462 4.4485 4.5563 4.5480 4.5482 4.5791 4.5849
S10 4.5409 4.4183 4.4224 4.5360 4.5397 4.5395 4.7898 4.5849
S11 4.5417 4.4206 4.4249 4.2940 4.5213 4.5401 4.5777 4.5849
S12 4.7165 4.6353 4.6097 4.7149 4.7158 4.7148 4.7483 4.7548
S13 4.6603 4.5506 4.7847 4.6495 4.6588 4.6208 4.6940 4.7004
S14 4.6535 4.5901 4.5915 4.6583 4.6675 4.6702 4.6702 4.6955
S15 4.6535 4.5901 4.5915 4.6583 4.6675 4.6702 4.6702 4.6955
S16 4.6660 4.5711 4.5736 4.6537 4.6647 4.6656 4.6949 4.7004
S17 4.8736 4.7735 4.7771 4.8707 4.8750 4.8819 4.9012 4.9069
S18 4.2132 4.1079 4.1096 4.2111 4.2162 4.2129 4.2426 4.2479

Table 1: (e physical characteristics of benzene derivatives.

Chemical structures CP HL GE CT log(P) CV MR
Benzene (S1) 47.69 0.66 121.68 323.79 2.03 263.5 25.28
Naphthalene (S2) 38.97 1.67 252.38 484.95 3.03 409.5 42.45
Phenanthrene (S3) 32.43 2.68 383.08 586.11 4.03 555.5 59.62
Anthracene (S4) 32.43 2.68 383.08 586.11 4.03 555.5 59.62
Chrysene (S5) 27.41 3.69 513.78 650.8 5.03 701.5 76.79
Benz[a]anthrene (S6) 27.41 3.69 513.78 650.8 5.03 701.5 76.79
Triphenylene (S7) 27.41 3.69 513.78 650.8 5.03 701.5 76.79
Tetracene (S8) 27.41 3.69 513.78 650.8 5.9 701.5 76.79
Benzo[a]pyrene (S9) 26.08 4.48 621.88 689.17 5.34 765.5 85.53
Benzo[e]pyrene (S10) 26.08 4.48 621.88 689.17 5.34 765.5 85.53
Perylene (S11) 26.08 4.48 621.88 689.17 5.34 765.5 85.53
Benzo[ghi]perylene (S12) 24.85 5.27 729.98 728.06 5.66 829.5 94.28
Dibenzo[a, c]anthracene (S13) 23.47 4.7 644.48 714.53 6.02 847.5 93.96
Dibenzo[a, h]anthracene (S14) 23.47 4.7 644.48 714.53 6.02 847.5 93.96
Dibenzo[a, j]anthracene (S15) 23.47 4.7 644.48 714.53 6.02 847.5 93.96
Picene (S16) 23.47 4.7 644.48 714.53 6.02 847.5 93.96
Coronene (S17) 23.7 6.06 838.08 767.68 5.98 893.5 103.02
Pyrene (S18) 30.73 3.47 491.18 625.65 5.08 619.5 68.36

Table 2: Numerical values of neighborhood version of entropies.

Compound EF∗N
EM∗2

EHMN
END1

END2
END3

END4
END5

END6

S1 2.5850 2.5850 2.5850 2.5849 2.5849 2.5849 2.5849 2.5849 2.5849
S2 3.3565 3.3599 3.3583 3.4344 3.4532 3.2416 3.4359 3.4591 3.3767
S3 3.8466 3.8645 3.8647 3.9651 3.9911 3.7126 3.9032 3.9991 3.8986
S4 3.9062 3.9048 3.9056 3.9739 3.9928 3.8095 3.9710 3.9997 3.8981
S5 4.2601 4.2575 4.2591 4.3568 3.3413 4.1134 3.7453 4.3912 4.2926
S6 4.2712 4.2832 4.2720 4.3628 4.3842 4.1699 4.3599 4.3918 4.3107
S7 4.2158 4.2103 4.2135 4.3429 4.3794 4.0333 4.3426 4.3908 4.3401
S8 4.3140 4.3120 4.3131 4.3694 4.3856 4.2373 4.3642 4.3921 4.3302
S9 4.4504 4.4433 4.4485 4.3480 4.5756 4.2959 4.5477 4.5843 4.4903
S10 4.4259 4.3587 4.3633 4.5403 4.2838 4.4725 4.5395 4.5839 4.4729
S11 4.4286 4.4206 4.4249 4.5410 4.5738 4.2550 4.5408 4.5840 4.4736
S12 4.6133 4.6055 4.6097 4.7157 4.7451 5.2290 4.7159 4.7542 4.6580
S13 4.5561 4.5506 4.5538 4.6600 4.6984 4.3997 4.6580 4.6935 4.5958
S14 4.5925 4.5901 4.5915 4.6704 4.6922 4.4770 4.6671 4.6998 4.6181
S15 4.5925 4.5901 4.5915 4.6704 4.6922 4.4770 4.6671 4.6998 4.6181
S16 4.5753 4.5711 4.5736 4.6659 4.6912 4.4366 4.6640 4.6991 4.6118
S17 4.7805 4.7735 4.7771 4.8729 4.8988 4.6252 4.8752 4.9064 4.8235
S18 4.1111 4.1079 4.1096 4.2131 4.2396 4.1095 4.2160 4.2476 4.1527
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shows the best relation with critical temperature (CT). So,
the critical temperature can be predicted by using the fifth
geometric arithmetic entropy.

Table 5 shows the relation between entropy and critical
pressure (CP), and all the entropies show the highest
positive correlation with critical pressure. (e most sig-
nificant regression models are shown as follows:

CP � 77.137 − 11.477ESK2N

CP � 96.285 − 11.005END4

CP � 77.014 − 11.192END5

CP � 77.547 − 11.545END6

CP � 76.958 − 11.329EmRN

CP � 77.121 − 11.314ERez1N
.

(38)

Benzene

Chrysene

Tetracene

Perylene Anthanthrene

Benzo[a]anthracene

Benzo[a]pyrene

Benzo[ghi]perylene

Benzo[e]pyrene

Triphenylene

Naphthalene Phenanthrene Anthracene

Figure 3: An illustration of benzene derivatives for the first type.
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From all the entropies, the second SK entropy shows the
best relation with critical pressure (CP), and all the points
fall near the fitted line shown in Figure 6. So, the critical

pressure (CP) can be predicted by using the second SK

entropy.
Table 6 shows the relation between entropy and critical

volume. From Table 6, we can easily see that all the entropies

Picene

Pyrene

Coronene

Dibenzo(a,i)pyrene Dibenzo(a,l)pyrene

Dibenzo(a,h)anthraceneDibenzo(a,c)anthracene Dibenzo(a,j)anthracene

Dibenzo(a,h)pyrene

Figure 4: An illustration of benzene derivatives for the second type.

Table 4: (e significant LRM: critical temperature of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Modified neighborhood version of forgotten entropy 0.998 0.996 0.996 6.66225
Neighborhood version of second Zagreb entropy 0.998 0.996 0.996 6.87851
First ND entropy 0.998 0.997 0.996 6.59836
Second ND entropy 0.999 0.997 0.997 5.94872
(ird ND entropy 0.999 0.997 0.996 6.18795
Fourth ND entropy 0.999 0.998 0.996 6.41912
Fifth ND entropy 0.999 0.998 0.997 6.12268
Sixth ND entropy 0.999 0.998 0.996 6.43054
SK entropy 0.961 0.923 0.918 29.78877
First SK entropy 0.997 0.993 0.992 9.06386
Second SK entropy 0.997 0.994 0.993 8.62473
Neighborhood version of modified Randic entropy 0.997 0.995 0.993 8.55077
Neighborhood version of redefined first Zagreb entropy 0.999 0.998 0.997 5.48691
Fourth atom bond connectivity entropy 0.999 0.998 0.997 5.71456
Neighborhood version of hyper-Zagreb entropy 0.998 0.995 0.995 7.23697
Neighborhood version of redefined second Zagreb entropy 0.999 0.998 0.997 5.4923
Fifth geometric arithmetic entropy 0.999 .998 0.997 5.45456
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Table 5: (e significant LRM: critical pressure (CP) of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Neighborhood version of second Zagreb entropy 0.993 0.985 0.983 0.81336
First ND entropy 0.993 0.986 0.983 0.8299
Second ND entropy 0.993 0.986 0.981 0.85676
(ird ND entropy 0.994 0.988 0.983 0.812
Fourth ND entropy 0.994 0.988 0.982 0.8429
Fifth ND entropy 0.994 0.989 0.98 0.8797
Sixth ND entropy 0.995 0.989 0.979 0.90475
SK entropy 0.958 0.917 0.912 1.87022
First SK entropy 0.991 0.982 0.98 0.88984
Second SK entropy 0.995 0.989 0.987 0.72501
Neighborhood version of modified Randic entropy 0.995 0.989 0.986 0.72720
Neighborhood version of redefined first Zagreb entropy 0.995 0.989 0.985 0.77312
Fourth atom bond connectivity entropy 0.995 0.990 0.984 0.7966
Neighborhood version of hyper-Zagreb entropy 0.992 0.985 0.984 0.79918
Neighborhood version of redefined second Zagreb entropy 0.992 0.985 0.983 0.825
Fifth geometric arithmetic entropy 0.994 0.988 0.986 0.75756

Table 6: (e significant LRM: critical volume of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Modified neighborhood version of forgotten entropy 0.981 0.963 0.961 33.08152
Neighborhood version of second Zagreb entropy 0.982 0.964 0.959 33.90248
First ND entropy 0.982 0.965 0.957 34.7795
Second ND entropy 0.982 0.965 0.954 36.03779
(ird ND entropy 0.982 0.965 0.95 37.50893
Fourth ND entropy 0.982 0.965 0.946 39.09405
Fifth ND entropy 0.991 0.983 0.967 30.46046
Sixth ND entropy 0.987 0.974 0.956 35.1254
SK entropy 0.961 0.923 0.918 47.88923
First SK entropy 0.982 0.965 0.961 33.26689
Second SK entropy 0.984 0.968 0.961 33.15523
Neighborhood version of modified Randic entropy 0.984 0.968 0.958 34.26668
Neighborhood version of redefined first Zagreb entropy 0.985 0.971 0.959 34.09436
Fourth atom bond connectivity entropy 0.986 0.971 0.956 35.26197
Neighborhood version of hyper-Zagreb entropy 0.981 0.962 0.959 33.85292
Neighborhood version of redefined second Zagreb entropy 0.982 0.964 0.959 33.95369
Fifth geometric arithmetic entropy 0.982 0.964 0.956 35.14404

Table 7: (e significant LRM: Gibb’s energy (GE) of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Modified neighborhood version of forgotten entropy 0.957 0.917 0.911 51.08458
Neighborhood version of second Zagreb entropy 0.960 0.922 0.912 50.92216
First ND entropy 0.962 0.925 0.908 51.96242
Second ND entropy 0.963 0.927 0.904 53.0685
(ird ND entropy 0.967 0.935 0.909 51.91691
Fourth ND entropy 0.967 0.936 0.901 54.00602
Fifth ND entropy 0.973 0.946 0.908 52.04307
Sixth ND entropy 0.978 0.956 0.917 49.48688
SK entropy 0.943 0.889 0.882 58.99765
First SK entropy 0.959 0.92 0.91 51.58078
Second SK entropy 0.960 0.921 0.904 53.17509
Neighborhood version of modified Randic entropy 0.960 0.922 0.898 54.93049
Neighborhood version of redefined first Zagreb entropy 0.960 0.922 0.889 57.16546
Fourth atom bond connectivity entropy 0.960 0.922 0.879 59.6619
Neighborhood version of hyper-Zagreb entropy 0.955 0.913 0.907 52.24284
Neighborhood version of redefined second Zagreb entropy 0.956 0.913 0.902 53.85496
Fifth geometric arithmetic entropy 0.959 0.92 0.903 53.56609
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Table 8: (e significant LRM: log(P) of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Modified neighborhood version of forgotten entropy 0.969 0.94 0.936 0.28258
Neighborhood version of second Zagreb entropy 0.970 0.94 0.932 0.29159
First ND entropy 0.970 0.94 0.928 0.30098
Second ND entropy 0.971 0.943 0.926 0.30508
(ird ND entropy 0.971 0.943 0.92 0.31671
Fourth ND entropy 0.972 0.944 0.914 0.32831
Fifth ND entropy 0.981 0.963 0.936 0.28207
Sixth ND entropy 0.985 0.971 0.945 0.26278
SK entropy 0.951 0.905 0.899 0.35614
First SK entropy 0.971 0.943 0.935 0.28406
Second SK entropy 0.972 0.945 0.933 0.28894
Neighborhood version of modified Randic entropy 0.972 0.945 0.928 0.29977
Neighborhood version of redefined first Zagreb entropy 0.977 0.955 0.936 0.28365
Fourth atom bond connectivity entropy 0.977 0.955 0.93 0.29626
Neighborhood version of hyper-Zagreb entropy 0.969 0.94 0.936 0.2827
Neighborhood version of redefined second Zagreb entropy 0.975 0.951 0.944 0.2637
Fifth geometric arithmetic entropy 0.975 0.951 0.94 0.27288

Table 9: (e significant LRM: molar refractivity (MR) of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Modified neighborhood version of forgotten entropy 0.981 0.962 0.96 4.02512
Neighborhood version of second Zagreb entropy 0.982 0.964 0.959 4.09119
First ND entropy 0.982 0.964 0.957 4.1829
Second ND entropy 0.982 0.964 0.954 4.34063
(ird ND entropy 0.982 0.965 0.95 4.49344
Fourth ND entropy 0.982 0.965 0.946 4.67932
Fifth ND entropy 0.987 0.975 0.957 4.18104
Sixth ND entropy 0.992 0.983 0.969 3.56484
SK entropy 0.961 0.924 0.92 5.70614
First SK entropy 0.982 0.965 0.96 4.03334
Second SK entropy 0.983 0.966 0.958 4.10153
Neighborhood version of modified Randic entropy 0.983 0.966 0.955 4.25288
Neighborhood version of redefined first Zagreb entropy 0.984 0.968 0.954 4.31552
Fourth atom bond connectivity entropy 0.984 0.968 0.951 4.47577
Neighborhood version of hyper-Zagreb entropy 0.980 0.96 0.958 4.14024
Neighborhood version of redefined second Zagreb entropy 0.980 0.961 0.956 4.21432
Fifth geometric arithmetic entropy 0.981 0.962 0.953 4.34898
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Figure 5: Graphical representation of LRM between critical
temperature and the fifth geometric arithmetic entropy.
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Figure 6: Graphical representation of LRM between critical
pressure (CP) and the second SK entropy.
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show the highest positive correlation with critical volume.
(emost significant regression models are shown as follows:

CV � −569.955 + 293.079END5

CV � −589.308 + 303.572END6

CV � −576.671 + 297.184ERez1N

CV � −551.360 + 288.287EABCN

CV � −577.343 + 65.676ESK2N

CV � −573.522 + 297.843EmRN
.

(39)

From all the entropies, the fifth ND entropy shows the
best relation with critical volume (CV), and all the points
fall near the fitted line as can be seen in Figure 7. So, the
critical temperature can be predicted by using the fifth ND
entropy.

Table 7 shows the relation between entropy and Gibb’s
energy (qE) of benzene derivatives. From Table 7, we can
easily see that all the entropies show the highest positive
correlation with Gibb’s energy (qE).

qE � −751.66 + 303.591END6

qE � −732.155 + 293.063END5

qE � −674.923 + 284.469END4

qE � −639.259 + 283.942END3

qE � −725.293 + 293.202ESK2N

qE � −739.593 + 297.729END1
.

(40)

Of all the entropies, the fifth ND entropy shows the best
relation with Gibb’s energy (qE), and all the points fall near
the fitted line as seen in Figure 8. So, Gibb’s energy can be
predicted by using the sixth ND entropy.

Table 8 shows the relation between entropy and
log(P). From Table 8, we can easily see that all the en-
tropies show the highest positive correlation with critical
volume. (e most significant regression models are shown
as follows:

log(P) � −3.443 + 1.998END6

log(P) � −3.304 + 1.927END5

log(P) � −3.159 + 1.890END4

log(P) � −3.357 + 1.956ERez1N

log(P) � −3.300 + 1.925EGAN

log(P) � −3.371 + 1.958ERez2N
.

(41)

From all the entropies, the sixth ND entropy shows the
best relation with log(P), and all the points fall near the fitted
line as can be seen in Figure 9. So, the log(P) can be pre-
dicted by using the sixth ND entropy.

Table 9 shows the relation between entropy and molar
refractivity (MR) of benzene derivatives. From Table 9, we
can easily see that all the entropies show the highest positive
correlation with molar refractivity (MR).
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Figure 7: Graphical representation of LRM between critical vol-
ume and the fifth ND entropy.
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Figure 8: Graphical representation of LRM between Gibb’s energy
(GE) and the sixth ND entropy.
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MR � −77.645 + 36.463END6

MR � −75.316 + 35.202END5

MR � −76.136 + 35.698ERez1N

MR � −73.151 + 34.642EABCN

MR � −75.860 + 36.134ESK2N

MR � −75.730 + 35.771EmRN
.

(42)

Of all the entropies, the sixth ND entropy shows the best
relation with molar refractivity (MR), and all the points fall
near the fitted line as seen in Figure 10. So, the molar re-
fractivity can be predicted by using the sixth ND entropy.

Table 10 shows the relation between entropy andHenry’s
law. From Table 10, we can easily see that all the entropies
show the highest positive correlation with Henry’s law. (e
most significant regression models are shown as follows:

Table 10: (e significant LRM: Henry’s law of benzene derivatives on indices.

Entropies R R-square Adj (R2) s

Modified neighborhood version of forgotten entropy 0.962 0.926 0.921 0.36535
Neighborhood version of second Zagreb entropy 0.965 0.931 0.922 0.36445
First ND entropy 0.966 0.933 0.919 0.37174
Second ND entropy 0.967 0.935 0.915 0.38046
(ird ND entropy 0.970 0.942 0.918 0.37439
Fourth ND entropy 0.971 0.942 0.911 0.38944
Fifth ND entropy 0.976 0.952 0.919 0.37152
Sixth ND entropy 0.981 0.962 0.929 0.3485
SK entropy 0.947 0.897 0.89 0.43156
First SK entropy 0.964 0.93 0.92 0.36835
Second SK entropy 0.964 0.93 0.915 0.38044
Neighborhood version of modified Randic entropy 0.965 0.93 0.909 0.39337
Neighborhood version of redefined first Zagreb entropy 0.965 0.93 0.901 0.40943
Fourth atom bond connectivity entropy 0.965 0.931 0.893 0.42717
Neighborhood version of hyper-Zagreb entropy 0.960 0.922 0.918 0.37422
Neighborhood version of redefined second Zagreb entropy 0.961 0.923 0.912 0.38616
Fifth geometric arithmetic entropy 0.963 0.928 0.913 0.38561
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Figure 11: Graphical representation of LRM between Henry’s law
and the sixth ND entropy.

120.00

100.00

80.00

60.00

M
ol

ar
 R

ef
ra

ct
iv

ity
40.00

20.00

2.50 3.00 3.50 4.00
Sixth ND Enrtropy

4.50 5.00

Figure 10: Graphical representation of LRM between molar refractivity and the sixth ND entropy.
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HL � −5.991 + 2.318END6

HL � −5.842 + 2.237END5

HL � −5.395 + 2.169END4

HL � −5.102 + 2.160END3

HL � −5.793 + 2.239END2

HL � −5.902 + 2.074END1
.

(43)

From all the entropies, the sixth ND entropy shows the
best relation with Henry’s law (HL), and all the points fall
near the fitted line as can be seen in Figure 11. So, Henry’s
law (HL) can be predicted by using the sixth ND entropy.

3. Concluding Remarks

Quantitative structure-property relationships (QSPRs)
mathematically link physical or chemical properties with the
structure of a molecule. Entropies are defined on molecular
structures for a better understanding of the physical features
[35] and chemical reactivity. In this paper, we developed the
QSPR between ND entropy and the physical characteristics
of benzene derivatives. Based on the linear regressionmodel,
we analyzed that critical temperature (CT), critical pressure
(CP), and critical volume (CV) can be predicted through
the fifth geometric arithmetic entropy, second SK entropy,
and fifth ND entropy, respectively. Other remaining
physical characteristics such as Gibb’s energy (qE), log(P),
molar refractivity (MR), and Henry’s law (HL) can be
predicted by using the sixth ND entropy.
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'e most predominant kind of disease that is normal among ladies is breast cancer. It is one of the significant reasons among
ladies, regardless of huge endeavors to stay away from it through screening developers. An automatic detection system for disease
helps doctors to identify and provide accurate results, thereby minimizing the death rate. Computer-aided diagnosis (CAD) has
minimum intervention of humans and produces more accurate results than humans. It will be a difficult and long task that
depends on the expertise of pathologists. Deep learning methods proved to give better outcomes when correlated with ML and
extricate the best highlights of the images.'emain objective of this paper is to propose a deep learning technique in combination
with a convolution neural network (CNN) and long short-term memory (LSTM) with a random forest algorithm to diagnose
breast cancer. Here, CNN is used for feature extraction, and LSTM is used for extracted feature detection.'e experimental results
show that the proposed system accomplishes 100% of accuracy, a sensitivity of 99%, recall of 99%, and an F1-score of 98%
compared to other traditional models. As the system achieved correct results, it can help doctors to investigate breast cancer easily.

1. Introduction

Breast cancer is probably the deadliest infection influencing
ladies around the world.'is infection is the main source for
cancer growth passing. Women may develop tumors due to
the breast cells' unusual development. 'ese huge tumor
cells divide into cancer and noncancer cells depending on
the region, size, and location.'e term “benign” refers to the
original tumor area of the noncancerous tumor, while the
term “malignant” refers to the secondary tumor area of the
cancerous tumor. 'e lives of women are not at risk from
benign tumor since they are curable, and their growth can be
slowed down by taking the right treatments. A malignant
tumor can only be treated if the patient receives the nec-
essary medical care, such as surgery or radiation.'e disease
assessment includes classes such as tumor class or not, in-
termittent occasion or no-repetitive occasion, and harmless

or threatening. Numerous past investigations are directed
through the machine learning methods such as K-nearest
neighbor, decision tree, support vector machine, and so on,
which give the better presentation. However presently, an
advanced approach is utilized to characterize breast cancer
called deep learning to defeat machine learning. It is a
procedure that is often utilized in data science, with top
methods used in deep learning as convolution neural net-
works (CNN), recurrent neural networks (RNN), classic
neural networks (multilayer perceptrons), long short term-
memory networks (LSTMs), and others. Lately, deep
learning has drawn in wide consideration inside the field.
'e calculation of clinical requirements is still deeply de-
pendent upon, particularly related with deep learning. 'e
utilization of significant learning demand applications has
been extensively applied and has ended up in a strong
methodology to face composite issues. To classify breast
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cancer, some of the studies used a pretrained network or
created fresh deep neural networks [1].

Worldwide, among women breast cancer is a frequent
disease according to the World Health Organization. One in
every three women who are impacted will die. 'e current
analysis strategies for the disease incorporate mammogra-
phy, MRI, and pathology examinations. A physical pa-
thologist should compute what the anatomical pathology
research center has created while conveying results. Due to a
breast cancer patient’s conclusion, a doctor’s computations
are out of date. As a result, it encourages the employment of
computer-assisted procedures. MRI has been recognized as a
better imaging technique for detecting any kind of tumor [1].

Deep learning is a computer science approach that is
used. It has received a lot of interest in the field of cate-
gorization in recent years. In clinical necessities, the order
calculation actually has a ton of clout, particularly assuming
that it is joined with deep learning. 'ese applications have
been widely used and have shown an effective way of dealing
with complicated challenges. Recent deep learning-based
research has focused on the idea of medical imaging on
automated CAD systems.'e greatest method for classifying
and recognizing medical images is deep learning. 'ree
processes in consecutive are necessary for a deep learning-
based CAD system: preprocessing and parameter, setup, and
deep feature extraction and diagnosis. From the same
original breast picture, deep learning techniques can be used
to immediately build massive low-high levels deep hierar-
chical feature maps. 'is demonstrates that deep learning is
the most effective and reliable medical imaging method
when using breast image data from the same source. Deep
learning is the most effective and reliable medical imaging
technique.

1.1. Motivation. Breast tumors can be successfully consid-
ered over their initial identification. Hence, the accessibility
about appropriate masking strategies persists in significant
recognition of an underlying indication of the disease.
Different imaging techniques are used for utilization for
masking and recognizing the sickness, and the notable
procedures are ultrasonography, sonography, and ther-
mography. Among these commonly used strategies for early
identification of bosom disease is ultrasonography. 'e
techniques that are prominently utilized are that ultraso-
nography is not successful for robust cancer.

A convolution neural network (CNN) comprises various
convolution layers which can separate elements that address
the different settings of images without highlight designing.
'us, CNN has turned into the most broadly involved
strategy for picture translation errands in numerous areas
such as the discovery and analysis of breast cancer [2]. After
the accomplishment of CNNs in object location assignment
[3], a few investigations have taken advantage of the benefits
of deep CNNs to conquer the downsides of traditional mass
identification models [4–13].

Deep learning is a classification of machine learning.
According to the data selected, deep learning utilizes un-
supervised learning to study the data either as unstructured

or unlabeled [14]. Considering the above-said problems,
little multitude can be circumvented by emission from ra-
dioactivity and thermometry which might be more com-
pelling than the ultrasound method in diagnosing more
modest but dangerous commonalities.

In this paper, we intend to bring in the concepts of deep
learning techniques to diagnose breast cancer by combining
CNN and LSTM, where CNN is used for feature extraction
and LSTM is used for extracted feature detection.

1.2. Related Work. Breast cancer has been adequately studied
since its initial recognition. So, accessing appropriate masking
strategies is significant as distinguishing every underlying in-
dication of the disease. Different imaging methods are utilized
over masking to recognize this illness; the most famous
methodologies are mammography, ultrasound, and the ther-
mograph. One of the biggest strategies for early detection of
breast cancer growth is mammography. Illustrative monograph
techniques are available, that are commonly used as mam-
mography, and are not convincing over some types of breast
cancer. 'inking about these complexities, little groups can be
skirted by emissions from radiography, and the monograph
may be more suitable than the ultrasound system in diagnosing
more unassuming harmful masses [15].

'ese days, important evolution in computer science has
occurred, for example, artificial intelligence, machine learning,
and CNN are the fastest growing fields in the medical care
industry [16]. 'ese technologies are found in the examination
field that manages and works on mechanical frameworks to
determine complex errands by lessening the need for human
insight. An investigation was performed by [17] to assess the
determination of bosom disease with mammograms utilizing
CNN. 'ey show that exhibition appraisal in determination is
completed on two datasets of mammographic mass, for ex-
ample, DDSM-400 and CBIS-DDSM, with variations in the
exactness of the comparing division guides of ground truth. In a
paper [18], authors have used deep CNN to detect breast cancer
automatically from various classes of images with five layers on
mammograms and ultrasound.

In the earlier examination, authors [19] utilized CNNs to
research mechanized identification of breast malignant
growth using IDC-type. A few researchers utilizedML-based
programmed location procedures to distinguish something
similar, and it is intended to acquire the right results to
reduce the blunders found in the finding technique. A few
past investigations have proposed involving AI too such as
CNN for picture recognition and medical services observing
[20]. However, as for clinical side arrangement, which is
about 60% for all group recognition, 75% for as it was
categorized, and 100% calculative, the precision rate is ex-
cessively lacking [21]. In the paper [22], the authors have
proposed a novel approach combining class structure-based
deep convolution neural networks for providing reliable and
accurate multi classification of breast cancer.

1.2.1. CNN Using ML. 'e authors [23], proposed a
framework that utilizes different convolution neural orga-
nization (CNO) models to consequently identify bosom
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malignant growth, contrasting the outcomes and those from
AI (ML) calculations. All structures were directed by an
enormous dataset of around 275,000, 50× 50-pixel RGB
picture patches. 'e authors used machine learning classi-
fiers such as logistic regression, logistic regression, and
support vector machines.

'e implementation is conducted using the sci-kit-learn
machine learning framework in Python with pandas,
NumPy, Matplotlib functions, and Seaborn frameworks.
Four CNNmodels have been used to predict invasive cancer
such as CNN models 1, 2, 3, and 4. To boost the quantity of
highlights, convolution layers are significantly increased by
three times here [6]. In CNN Model 3, the disease is more
profound than Models 1 and 2, with a five-layer CNN used
to distinguish the disease [24].

1.2.2. Multilayer Perceptron. Multilayer perceptron includes
generally utilized to be a strategy fit for managing complex
issues. 'e author [25] has performed research to utilize
multilayer perceptron to identify and validate by using
x-fold cross-validation. A fabricated model using a dataset
from Medical Center University uses multilayer perceptron,
Weka 3.8, and 5-fold cross approval assessments.'is model
can be used to assist clinical social affairs with choosing the
sorts of redundant and nonintermittent bosom harmful
development [26].

Followed by Mujarad’s examination that identified
cancer malignant growth utilizing multifacet perceptron
with a prescient exactness upsides of 65.21%. Amidst of
various methodologies, multilayer perceptrons are broadly
used methods for detecting cancer.'ey are also widely used
for predicting complex types of issues in cancer with higher
rates in accuracy [27]. Similar work has been carried out by
authors [28] that combines CNN–LSTM to detect COVID-
19 using X-rays that automatically identify the diseases
before they spread. Recent research focuses on how to use
deep learning-based network models to build an automated
system with LSTM that accepts a patient’s health records to
determine the probability of being infected by breast cancer
[29].

1.2.3. Random Forest Classifier. In paper, [30] presents the
exploration foundation of machine learning structure, and
connected with the generally involved random forest cal-
culation, advances the exploration destinations and content,
proposes a work on versatile adaptive random forest algo-
rithm (ARF), and based on the ARF method, construction is
carried out. In another paper [31], the authors used an active
contour that implies one of divisions.

Methods are used to separate the pixels of interest from
the representation for examination and handling the same.
In another paper [9], authors have proved random forest
classifiers with decision trees that give better results during
the segmentation process. 'us, in [12], authors have
showed that the random forest technique has given better
performance compared to other machine learning tech-
niques. Similarly, in [32], authors have created a random

forest classifier with LSTM to encode amino acids called as
LEMP that gives better performance.

In a recent work, the authors [33] suggested a method
that uses the modified contrast enhancement technique to
improve the edges of source mammography images. To
improve performance, the transferable texture convolutional
neural network (TTCNN) was then proposed. In this study,
the authors used an energy layer, and methods of classifi-
cation are merged to extract the texture features from the
layer of convolution. In another work, authors [34] proposed
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a quantization-assisted U-Net approach for segmentation of
breast lesions in two steps such as (1) U-Net and (2)
quantization. U-Net-based segmentation assists quantiza-
tion to identify the isolated regions of specific lesions with
sonography images.

2. Proposed Methodology to Analyze Novel
Deep-CNN LSTM

In this article, the breast cancer data are forecasted using a
random forest classifier. 'e data from the UCI Repository’s
Wisconsin Breast Cancer Database (WBCD) have been used
in this work. Malignant and benign types of cancer are the
two major categories of information. 'e above dataset is
used by most of the researchers for detecting cancer in the
breast. 'e Wisconsin Breast Cancer Database data are

analyzed using the random forest algorithm, and it may be
diagnosed based on 32 attributes.

2.1. Data Processing. All of the characteristics in the data
have been scaled. On the data, we planned to use deep
learning classification algorithms. As a result, we designed
the scale to work with the approaches. Since the current
dataset is arbitrary and there is no information mark yet, the
principal phase of prehandling is to upgrade it by arranging
and naming information and depicting the many kinds of
cycles that interaction crude information to set it up for later
cycles.

2.2. Methodology. 'e dataset was used as an input to the
random forest classifier, which was used to classify breast
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cancer. We trained the deep forest algorithm in the sug-
gested architecture after feeding it the input. For convolu-
tion layers, we employed Leaky RELU nonlinearity as shown
in the following equation:

f(a) �
a, if a> 0,

ya, otherwise.
 (1)

'e above Figure 1 illustrates breast cancer detection
with different phases. During the collection phase, various
image datasets are collected. In the preprocessing phase,
resizing of images is performed to classify the data into
training and test data. In each epoch, by using a 5 fold cross-
validation confusion matrix, accuracy sensitivity and F1
scores are determined. To solve the grading problem from
the dataset of the images, a network-based LSTM model is
utilized along with CNN. 'e following Figure 2 shows that
feature extraction is performed with CNN and classification
with LSTM.

2.3. Combined Network: CNN and LSTM. A CNN is a form
of multilayer perceptron, unlike with a deep learning ar-
chitecture, a simple neural network cannot learn compli-
cated features. In a variety of applications, CNNs have been
shown to be extremely effective. 'e objective principle of
CNN is that it can extract local features from high-layer
inputs and pass them down to lower layers for more
complicated features. Convolutional, pooling, and fully
connected (FC) layers make up a CNN. LSTM is an im-
proved RNN (recurrent neural network) that consists of
memory blocks rather than traditional RNN to solve

vanishing and gradient problems. 'e key difference be-
tween LSTM and RNNs is that it adds a cell state to save
long-term states; also, an LSTM network can recall and
connect information from the past with data from the
present. 'e network has various convolutional layers,
pooling layers, one fully connected layer, one LSTM layer,
and finally one output layer with a softmax function.

3. Results and Discussion

To prepare and test the model, the random forest grouping
procedure is utilized. 'e credits of inward focusing on the
mean, region mean, span mean, border mean, and concavity
mean have been utilized to depict the expectation. Assuming
the consequence of the expectation to be 1, the UI will show
that the ‘Individual is in danger of being determined to have
cancer disease later on.’ ‘Individual is not at risk of being
determined to have bosom malignant growth in what’s to
come’ is introduced on the UI in the event that the forecast
accomplished is 0.

'e following Figure 3 shows the prediction values that
stacks the data based on the features selected, where the
features are separated into two groups according to ma-
lignant and benign types of cancer. From the selected fea-
tures, mean values for radius, texture, perimeter, area,
smoothness, compactness, concavity, and concave values are
determined.

3.1. Data Structure. 'e datasets employed produced two
groups of non-recurrence events and recurrence events as a
result of the data structure. For the medical image tasks,
models from the pretrained images are fine-tuned using a
random forest classifier, which is called as “Transfer
Learning.”

Because of the great computational expense, conver-
gence difficulty, and restricted amount of good quality la-
belled samples, gaining from clinical imaging information
without any preparation is by and large not the most at-
tainable method.

3.2. Quantitative Analysis by the Graph. To visualize the
performance of a classifier, curves of receiver operating
characteristics (ROC) are used. It employs a diagrammatic
design to show the proposed neural network’s diagnostic
capabilities in distinguishing between malignant and benign
breast cancer samples.

We were able to pick the best feasible optimum forest
model for BC classification using the random forest classifier
method. 'e ROC bends likewise show how a huge neural
organization based model works. 'e greater the classifier’s
performance, the higher the values. 'e following graph
depicts some of the features that have been selected
according to their importance, and ranking is obtained as
shown in Figure 4.

3.3. Exploratory Data Analysis (EDA). Information per-
ception is an incredibly important piece of expertise in AI. It
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is liable for giving a subjective comprehension of the given
information. Exploratory data analysis (EDA) is utilized to
track down examples and connections in information. 'e
perceptions we use in this venture are heat maps and a
couple plot of the relative multitude of boundaries being

thought off. Simple data analysis and visualization were used
to gain a better grasp of the data set and determine which
features would be relevant to a deep learning model. Heat
maps are exceptionally helpful to utilize while
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Figure 5: Correlation heat map for the breast cancer data set.
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Figure 6: Confusion Matrices (without cross validation).
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Figure 7: Confusion matrices (with cross validation by using the
random forest classifier).
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understanding complex informational collections. A heat
map is a 2D portrayal of information in which values can be
addressed by various shading plans. Heat maps are primarily
used to observe solid connections between different
boundaries as they are an extraordinary sign of relationship
[35].

'is map highlights which features add new information
to the problem and which features are comparable to others
in the collection. 'e correlation heat map matrix is shown
with colored dimensions for mapping data to be visually
represented in a scatterplot as shown in Figure 5.

In our work, CNN-LSTM and multilayer perceptron
models were compared and executed with a proposed model
based on random forest classifier tests which were deter-
mined with measures up to 5-fold cross validation.

3.4. Qualitative Analysis by Confusion Matrices. We input
the data to an excellent model of the data to receive output in
probabilities after it has been cleaned and preprocessed. It is,
after all, a deep learning classification performance metric. A
confusion matrix, otherwise called an error matrix, is a
unique table development that licenses the portrayal of the
introduction of estimation, regularly a managed learning
one, in the issue of measurable grouping. 'e confusion
matrix without cross validation is shown in Figure 6 and
with cross validation is shown in Figure 7.

'e system has successfully played out 20 evaluations by
using 5-fold cross endorsement of the chest threatening
development data and using unpredictable boondocks es-
timation. Table 1 summarizes the classification report, and
the graphical representation in Figure 8 shows that the
proposed model has better performance than other con-
ventional models.

3.5. Limitations. Due to the considerable heterogeneity
among images of the cancer subtype, standard machine
learning algorithms for multiclass classification perform
poorly. 'us, to enhance computer-aided diagnosis, com-
plex approaches such as deep CNN with LSTM are
employed. 'e algorithm is used with the random forest
classifier to generalize big data sets using data properties
with amazing results. 'ese findings are mostly due to the
design, which takes into consideration the tasks implied in
the field of computer vision that use the two-convolution
method. 'e proposed model mentioned above has certain
weaknesses in addition to the excellent accuracy it has
attained. Sufficiently labelled data and an uneven number of
classes are two of the most common problems encountered
while using deep learning models. 'e absence of labelled
data causes the models to provide biased findings, which is

referred to as the “over-fitting problem.” Also, data aug-
mentation approaches are required to handle issues and
generate efficient categorization.

4. Conclusion

It is a difficult challenge to automate breast cancer screening
in order to improve patient care. In this study, we have
suggested a deep CNN–LSTM with a random forest ap-
proach that automates predicting systems for the identifi-
cation of breast cancer. Convolutional, max-pooling, and
fully connected layers were used in the pretraining phase,
and a classification layer was used to separate the benign
samples from the malignant samples after the pretraining
phase. We have fostered an assessment model to decide
malignant growth repetitive and no-intermittent utilizing
multifacet perceptron. 'e accuracy is obtained after exe-
cution of 5-fold cross-validation tests, and performance
measures are calculated. It tends to expand the dataset as
here we have considered estimation of mass-circularity in
the dataset, and from factual examination, we observed that
this quantitative estimation prompts straightforwardness in
our decision obtaining 100% accuracy, and other perfor-
mance metrics are also attained at high levels when com-
pared with other models. In the future, the proposed model
can be compared with other datasets available with a greater
number of images [36, 37].

Data Availability

No data were used to support the findings of this study.

Conflicts of Interest
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Table 1: Classification report.

Model Accuracy (%) Sensitivity (%) Precision (%) Recall (%) F1—score (%)
CNN model 1 95.5 91.2 59 80 68
CNN model 2 96.1 91.6 72 91 81
Multilayer perceptron 96.23 93.7 97.1 97.5 97.5
Proposed model 100 99.3 97 99 98

0 50 100 150
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Sensitivity

Precision

Recall

F1 - Score

Proposed Model
Multilayer Perceptron
CNN Model 2
CNN Model 1

Figure 8: Graphical representation of the proposed model.
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In recent years, social networks have made significant progress and the number of people who use them to communicate is
increasing day by day. (e vast amount of information available on social networks has led to the importance of using friend
recommender systems to discover knowledge about future communications. It is challenging to choose the best machine learning
approach to address the recommender system issue since there are several strategies with various benefits and drawbacks. In light
of this, a solution based on the stacking approach was put out in this study to provide a buddy recommendation system in social
networks. Additionally, a decrease in system performance was caused by the large amount of information that was accessible and
the inefficiency of some functions. To solve this problem, a particle swarm optimization (PSO) algorithm to select the most
efficient features was used in our proposed method. To learn the model in the objective function of the particle swarm algorithm, a
hybrid system based on stacking is proposed. In this method, two random forests and Extreme Gradient Boosting (XGBoost) had
been used as the base classifiers. (e results obtained from these base classifiers were used in the logistic regression algorithm,
which has been applied sequentially.(e suggested approach was able to effectively address this issue by combining the advantages
of the applied strategies. (e results of implementation and evaluation of the proposed system show the appropriate efficiency of
this method compared with other studied techniques.

1. Introduction

In recent years, by the development of social networks,
individuals and organizations can easily interact with each
other. People can get their favorite connections in different
fields and share their knowledge as well. Most of the con-
nections that individuals are making on social networks exist
only in the virtual world and are not often accessible there. A
social network is a graph in which each node stands for a
person, group, or organization, and each link between nodes
depicts the relationships among them. Understanding and
describing the processes that create social interactions is one
of the fundamental problems in social network analysis. In
this regard, the problem of link prediction in social networks
states that two nodes in a network will be connected in the
near future or not[1].

One of the most important issues in social networks,
which leads to its superiority over other networks, is the
friend recommender system in it. In recent years, many
methods were proposed to suggest a friend recommender
system that had been used machine learning techniques and
artificial intelligence [2, 3]. (e performance of its methods
is not, however, clearly categorized in the area of machine
learning. (is is mostly because there are so many methods
and suggested adjustments in the literature. As a result,
choosing a proper machine learning algorithm is difficult
and confusing that fits the needs of the issue when devel-
oping a recommender system. (us, considering that each
machine learning method has its advantages and limitations,
an approach based on stacking technique is presented that
can combine the advantages of machine learning methods
and improve the results.
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Before moving on to the next phase of this study, a
review of earlier techniques is provided. (e different parts
of the research’s suggested system are then discussed. (e
outcomes of the system’s implementation are then examined
using a number of tests, and conclusions are provided at the
end.

2. Related Work

(e problem of link prediction, which first raised by Getoor
and Diehl, is presented as a problem of predicting the
presence of a link between two entities. (e prediction is
based on the properties of other objects and other observed
links [4]. (is is widely used in a wide range of real and
important areas, especially those involving the detection of
complex events from highly structured data [5]. A thorough
summary of link prediction in various networks was given in
a research by Daud et al. (e report gave thorough de-
scriptions of link prediction algorithms, cutting-edge
technology, programs, problems, and future research ob-
jectives. Besides, several directions for future research in the
field of link prediction in social networks were expressed [6].

In a research by Chen et al. [7], the encoder-LSTM-decoder
(E-LSTM-D) system is proposed as a new deep learning model
based on stacked long short-term memory (LSTM) in the
encoder-decoder architecture. (e various experiments per-
formed in this paper show that the E-LSTM-D model in
different datasets performs significantly better than the existing
dynamic link prediction methods. Behera et al. used potential
future linkages using a variety of machine learning algorithms,
including K-NN, MLP, bagging, SVM, and decision trees,
based on attributes retrieved from the topological structure.
(e performance of the proposed system of this research was
evaluated in terms of various criteria [8].

In a research by Chonghuan [9], to solve the problem of
sparsity of recommender systems, a new recommendation
method for social network using matrix factorization technique
proposed. In this method, users clustered and various complex
factors considered as well. (e simulation results showed that
the proposed socialized recommendation method based on
matrix factorization (SRM-MF) system performed better than
the methods available on the tested dataset. For instance, the
precision of the real dataset and the Book-Crossing dataset are
0.088 and 0.095, respectively, assuming the Hamming distance
is 20. While 0.073 and 0.086, respectively, represent the greatest
accuracy for other procedures used in similar circumstances,
Pecli et al.’s experiments were performed on three datasets
(Microsoft Academic Network, Amazon, and Flickr) that in-
cluded more than twenty different features, including topo-
logical features and domain-specific features. (e program
combines three feature selection strategies, six different clas-
sification algorithms (support vector machines (SVM),
k-nearest neighbors (K-NN), simple Bayesian, Classification
and Regression Tree (CART), random forest, and multilayer
perceptron) and three evaluation criteria (precision, F-measure,
and area under the curve).(eir research’s findings revealed an
intriguing relationship between the majority of the chosen
characteristics and the dataset. (e findings demonstrated that
using feature selection techniques to condense the feature set

produces better classification models than classifiers built using
the whole set of features [10]. In the paper by Manshad et al., a
new time series link prediction (TSLP) method based on ir-
regular cellular learning automaton (ICLA) and evolutionary
computation (EC) proposed. ICLA-EC had been used to an-
alyze network evolution through neighborhood dynamicity.
Based on experiments performed on different datasets, ICLA-
EC-TSLP achieved significant results (0.7212–0.8650) in AUC
criterion compared with other methods [11].

In Cai et al.’s research, a new link predictionmodel based
on line graph neural networks is proposed that achieves
good performance for the link prediction problem. Studies
on 14 datasets revealed that the suggested approach of this
study consistently outperformed all fundamental techniques
in terms of area under the curve (AUC) by identifying more
relevant features [12]. In the research of Parveen et al., the
friends’ recommendation system performed using different
types of machine learning algorithms, such as Random
Forest Classifier, XGBoost, Light GBM, and Cat Boost. (e
performance of the mentioned methods compared in F1-
score criteria, accuracy, recall, and confusion matrix. (e
results of this study showed that Random Forest and Light
GBM are less accurate than the XGBoost and CatBoost
algorithms. (e accuracy of the XGBoost and CatBoost
algorithms was the same and equal to 95% [13].

Kumar et al. proposed a friend recommendation system
that uses a random forest to advise a buddy. (e data col-
lection used in this study has 94,000 nodes. (e achieved
accuracy for this suggested model is 89%. It is stated that the
accuracy obtained in relation to the available hardware and
data volume is quite reasonable [14]. In the research of Murali
et al., a recommendation system presented in which each user
is offered the best research articles in this field. (is rec-
ommendation method is based on the individual queries and
similarities found from other users based on their queries.
(is recommendation system uses a collaborative filtering
approach and helps to avoid user time-consuming [15].

In the research done by ZhengWei et al. [16], a solution
based on XGBoost is proposed for classifying and recom-
mending journals to researchers. (e doc2vec is used to get
better results. (e accuracy of this method was measured at
84.24 percent after testing on Common SCI English pub-
lications in the computing industry to verify the findings. A
unique Graph Neural Network for Reciprocal Recommen-
dation (GraphRR) was suggested for exploiting multiplex
user interactions in the research written by Chang et al. [17].
To display each user’s preference, attraction, and likeness,
three ego graphs are created for each user depending on the
directions of interaction. (en, multiplexity-aware GNN
modules are applied to measure participation. Extensive
tests were conducted on large-scale real-world online
gaming datasets from NetEase Games, which demonstrated
the system’s good performance.

As it is clear from the reviewed researches, recommender
systems used in different fields and have of special impor-
tance. Studies shown that usingmachine learning techniques
in this field is high and could be developed due to the nature
of artificial intelligence methods. In Table 1, a summary of
the reviewed related works is given.
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3. Proposed System

(is paper aims to propose a new way as an effective ap-
proach based on the use of particle swarm optimization and
ensemble methods for friend recommendation in social
network. Details of the proposed system are shown in
Figure 1.

(e proposed system of this research uses particle swarm
optimization algorithm to select effective features. Each
particle in this method represents a set of characteristics that
iteratively progress toward the best answer. In this algo-
rithm, a particle that chooses the optimal attributes for the
issue is ultimately chosen. (e method used to learn the
objective function of the particle swarm optimization al-
gorithm involves a stacked model of several machine
learning algorithms.

(ere are several ways to learn the model, and usually
each of them has power in a particular area, and to use one
of them, the necessary studies must be done to understand
how they work. (ere is no algorithm that is always the
best, and each approach performs differently depending
on the data and the situation. (is is a key concept in these
algorithms and models. In these situations, combining the
output of many classifiers is preferable than selecting a
specific approach or technique. Since each of them may
have different strengths and weaknesses, it is expected that
their participation would have a good compensatory
effect.

One of the best and most effective combining methods
is the use of stacking technique in which multiple models
are combined.(is method is used to increase the accuracy
of models and improve results and reliability in a wide
range of business and research programs. Stacking is a

learning-based method, which combines multiple classi-
fication models or regression models. (ere are two stages
to the categorization process based on this model. (e
output of the first level of classifiers serves as the input for
the classifiers at the second level in the stacking approach.
In other words, it can be said that classifier prediction at
one level is considered as a feature for the next level
classifier.

In this regard, in the proposed method of this research,
XGBoost methods and two forms of random forest are
implemented for the first level. (e results of the first-level
algorithms are used in logistic regression, which is imple-
mented in the second level of the proposed system. Finally,
the obtained results are used as the fitness result in the
objective function of the particle swarm optimization
algorithm.

3.1. Data Preparation. (e link prediction collection has
been used. (is collection could be find at Noesis, nd.
(is collection of information has collected 22 networks
from different sources and fields. (is dataset includes a
wide range of different features and information. A
summary of the information in these datasets is given in
Table 2. Name of the network, number of nodes, number
of edges, average degree, average clustering coefficient,
and average length of shortest route, dimension, het-
erogeneity, and assortativity are all listed in the table
from left to right [21]. BUP dataset and a few additional
datasets were used to test the proposed system. (e BUP
dataset represents the network information of political
blogs. (is dataset includes 105 nodes, 441 links, and 8.4
degrees (Table 2).

Table 1: Summary of related works.

Research Field Method Dataset

[7] Link prediction Encoder-LSTM-decoder (E-LSTM-D) system
CONTACT, ENRON,

RADOSLAW, FB-FORUM,
LKML

[8] Link prediction K-NN, MLP, bagging, SVM, and decision tree Collected dataset

[9] Recommendation system in
social network SRM-MF Actual dataset, Book-Crossing

[10] Link prediction applications
Selected feature method with SVM, K-NN, simple
Bayesian, CART, random forest, and multilayer

perceptron

Microsoft Academic Network,
Amazon, and Flickr

[11] Link prediction ICLA-EC-TSLP Hep-th, Hep-ph, Astro-ph,
Email-Enron, CollegeMsg

[12] Link prediction Line graph neural networks 14 various datasets

[13] Friend recommendation system Random Forest Classifier, XGBoost, Light GBM,
and Cat Boost Facebook dataset

[14] Friend recommendation system Random forest Facebook recruiting

[15] Research recommendation
system Collaborative filtering Collected dataset

ZhengWei
et al. [16]

Classification and
recommendation of academic

journals
XGBoost with doc2vec Common SCI English journals

Chang et al.
[17] Reciprocal recommendation GraphRR Real-world large-scale online

games from NetEase Games
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3.1.1. Normalization. Normalization is an operation on raw
data that rescale the data or transform the data so that each
attribute has a uniform contribution. Doing this will solve the
problem of dominant features and outliers. Based on statis-
tical criteria, there are many techniques for normalizing data

within a certain range. (e Z-score normalizing approach is
used in this case for normalization. In this method, the criteria
of mean and standard deviation are used to rescale the data so
that the resulting features have a zero mean and a unit
variance.

Initialize PSO parameters

Evaluate particles

Update particles

Input Data

Pre-processing

Data normalization

Data splitting No YesAre condition
meet?

XGBoostTraining data

Testing data

Random forest 2Random forest 1

Testing final model with selected features

Result and evaluation

logistic regression

Final prediction

Figure 1: Proposed system.

Table 2: Topological properties of networks [21].

Name |V| |E| k C ASPL D H r
UPG 4941 6594 2.67 0.08 18.99 46 1.4504 0.0035
HPD 8756 32331 7.38 0.11 4.19 14 4.5133 −0.051
ERD 6927 11850 3.42 0.12 3.78 4 12.6708 −0.1156
YST 2284 6646 5.82 0.13 4.29 11 2.8479 −0.0991
EML 1133 5451 9.62 0.22 3.61 8 1.9421 0.0782
ADV 5155 39285 15.24 0.25 3.22 9 5.4060 −0.0951
KHN 3772 12718 6.74 0.25 3.63 12 9.422 −0.1205
PGP 10680 24316 4.55 0.27 7.49 24 4.1465 0.2382
CEG 297 2148 14.46 0.29 2.46 5 1.8008 −0.1632
LDG 8324 41532 9.98 0.31 4.37 16 6.188 −0.0997
SMG 1024 4916 9.6 0.31 2.98 6 3.9475 −0.1925
ZWL 6651 54182 16.29 0.32 3.85 10 2.5851 0.0006
INF 410 2765 13.49 0.46 3.63 9 1.3876 0.2258
BUP 105 441 8.4 0.49 3.08 7 1.4207 −0.1279
HTC 7610 15751 4.14 0.49 5.68 19 2.0986 0.2939
CGS 6158 11898 3.86 0.49 3.62 14 3.9467 0.2426
GRQ 5241 14484 5.53 0.53 5.05 17 3.0523 0.6593
EMT 2426 16630 13.71 0.54 3.15 10 3.1011 0.0474
FBK 4024 87887 43.68 0.59 3.98 13 2.432 0.0707
UAL 332 2126 12.81 0.63 2.74 6 3.4639 −0.2079
CDM 16264 47594 5.85 0.64 5.82 18 2.2087 0.1846
NSC 1461 2742 3.75 0.69 2.59 17 1.8486 0.4616
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Each instance, xi,n, of the data is transformed into x′i,n as
follows:

X’
i,n �

Xi,n − μi
σi

, (1)

where μ and σ denote the mean and standard deviation of ith
feature, respectively [22].

3.1.2. Feature Engineering. Nod2vec and NetworkX
packages are used for feature engineering in this research.
One of the introduced solutions for selecting features
from a graph is known as Node2Vec. Node2vec is a
�exible neighborhood sampling strategy that allows us to
gently interpolate between BFS (Breadth First Search) and
DFS (Depth First Search). �is method is implemented by
developing a biased �exible random walking method that
can explore neighbors in both BFS and DFS methods [20].

A randomwalk is de�ned by two parameters p and q. We
assume that the current random walking position is node v.
�e position of the previous step is node t. In order to
determine the next position, the probabilities of πvx transfer
at the edges (v, x) leading to v must be evaluated. We set the
probability of anomalous transfer to πvx� αpq (t, x)·wvx. In
particular, αpq is de�ned as follows:

αpq �

1
p
, dtx � 0,

1, dtx � 1,

1
q
, dtx � 2,




(2)

where dtx de�nes the shortest distance between node t and
node x, and the value of dtx must be 0, 1, or 2. �e p pa-
rameter controls the possibility of revisiting a node during a
random walk. When the p value is high, the visited nodes are
rarely sampled. �is strategy promotes moderate explora-
tion and eliminates redundant sampling across two hops.
Alternatively, if p is small, the walk is directed backward by
one step (Figure 2), keeping it “local” and near to the initial
node u.

�e q parameter allows the search to distinguish be-
tween “local” and “global” nodes. As shown in Figure 2, if
q > 1, a random walk is more likely to be sampled from
nodes around the node. BFS samples the nodes in a small
location. Conversely, if q < 1, the random walk is farther
away from v, which can receive more general information
about the features. �erefore, the distance between the
sampling node and the given source node does not in-
crease strictly [21].

Recently, huge amounts of network data in various �elds
such as web pages, social networks, and power grids are
being generated and collected. NetworkX package was
created in April 2005 to analyze these massive and complex
networks in Python [22]. �is Python package is intended
for building, modifying, and researching the composition

and operation of complicated networks. A variety of net-
works or diagrams are shown using its data structures.
In contrast to many other technologies, NetworkX is ex-
tremely versatile and built to handle data at a scale ap-
propriate for contemporary issues. In this package, nodes
can represent any object in Python, and edges can contain
arbitrary data. In Figure 3, a graph plot of BUP data that
created by NetworkX is shown. �is �gure shows the nodes
and how they (edges) are connected.

3.1.3. Data Splitting. To implement and evaluate the e�-
ciency of the proposed system, the data studied in this re-
search are divided into two segments: training data and test
data. In this classi�cation, 70% of the total data examined is
used for system training. To evaluate the system, the
remaining 30% is considered as test data.

3.2. Classi�cation Model. In these methods, classi�ers had
been combined to produce better predictions compared with
single-level models. To do this, the stacking technique is used
to implement several consecutive classi�ers. As mentioned
in the proposed system, several XGBoost is execution
technique to increase the accuracy and performance of the
Gradient Boosting Machine (GBM) and especially to in-
crease the classi�cation accuracy of regression trees pro-
posed in [23], and two random forest algorithms have been
ran in the �rst level, and �nally, logistic regression model is
one of the statistical tools used for data analysis, in which the
relationship between a dependent variable and independent
variables de�ned based on a series of observational values
[24] and in the second level combined with them sequen-
tially. �e results of the �rst-level classi�ers combined as the
input of the second level and the �nal prediction in the
second level are based on the results obtained from the �rst
level.

t

apq =1/p

apq =1

apq =1/q

apq =1/q

V

X1

X3

X2

Figure 2: Node selection in Node2Vec algorithm. �e current
position in a random walk is at node v, and the previous step is at
node (t). In this example, x1, x2, and x3 are neighbors.�e values of
apq are calculated based on the distance between v and t. [21].

Complexity 5



Because of the regular and parallel processing,
XGBoost outperforms GBM. (is approach integrates all
predictors simultaneously for enhanced training [25]. (e
XGBoost algorithm is a system that successively generates
decision trees. (is algorithm can perform calculations
relatively faster than all computing environments.
XGBoost is widely used in modeling and classification for
its performance.

Many decision trees grow in the classification of
random forest algorithms, which is a batch algorithm. A
decision tree algorithm can easily perform classification
operations on events. (e random forest algorithm uses
several decision trees. In fact, a set of decision trees to-
gether produce a forest, and this forest can make better
decisions (than a tree). In general, the decision tree is
prone to overtraining and has little generalizability. (e
volatility of the decision tree’s findings in the presence of
noise in the input data is another drawback. A slight shift
in learning patterns during the construction of a decision
tree may result in significant changes to the tree’s
structure. Random forest, which operates by averaging the
outcomes of all decision trees, is used to tackle these
issues. (e most important feature of stochastic forests is
their high performance to measure the importance of
variables, thus determining the role of each variable in
predicting the response [26].

3.3. Feature Selection. In solving many problems, machine
learning methods have difficulty in dealing with a large
number of input features. One of the most crucial strategies
in data preparation and feature selection is crucial for the
efficient and accurate use of machine learning technologies.
One of the important steps in the machine learning process
is feature selection. (is process identifies relevant features

and removes irrelevant and additional data [27]. (is pro-
cess speeds up data mining algorithms, improves prediction
accuracy, and increases comprehensibility. Irrelevant fea-
tures are those that do not provide any useful information,
and additional features do not provide more information
than currently selected features.

In the proposed method of this research, particle
swarm optimization algorithm is used to select the fea-
tures. In this section, more relevant features are selected
so that the performance of the friend recommender
system is improved. (e particle swarm optimization
algorithm is a social search algorithm based on the social
behavior and regular collective movements of birds and
fish [28]. Despite the limited ability of each particle to find
the best pattern, their collective behavior has a great
ability to find the best path (in other words the best answer
to optimization problems) as the position of each particle
changes based on the particle’s experience in previous
movements and neighboring particle experiences. In fact,
each particle is aware of its superiority or lack of supe-
riority over neighboring particles as well as the whole
group.

Two perspectives were considered to model the
order in the collective movement of these particles. One
dimension is the social interactions between group
members, and the other dimension is the individual
superiority that each group member may have. In the
first dimension, all members of the group are obliged
to always change their position by following the best
person in the group. In the second dimension, it is
necessary for each member to keep in their memory the
best situation they have personally experienced and to
have a tendency toward the best perceived situation of
their past. Each of these members may become the leader
of the group so that the other members have the duty to
follow them.

After generating the initial population (particles) and
considering an initial velocity for each particle, the fit-
ness of each particle is calculated based on its position.
Each particle in the search space represents one solution
for the problem and changes its speed based on the best
answer obtained in the particle group (best person in the
group) and the best place that it has ever been. (is
velocity is added to the position of the particle, and a new
position of the particle is obtained. In subsequent iter-
ations, the best particle in terms of fitness helps the other
particles and corrects their motion, and after successive
iterations, the problem will converge towards the opti-
mal answer.

(e position vector for the ith particle with dimension d
is Xi � [xi,1, xi,2, . . . , xi,d]. (e velocity vector is defined as
Vi � [vi,1, vi,2, . . . , vi,d].

During motion, the best position that each particle
can reach during the execution of the algorithm is called
pbest � [pb,1, pb,2, . . . , pb,d], and the best position that all
particles have gained during the execution of the algo-
rithm is called gbest � [gb,1, gb,2, . . . , gb,d]. (e position
and velocity vectors of each particle are defined as
follows:

Figure 3: A graph plot of BUP data that created by NetworkX.
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vi,d(t + 1) � wt · vi,d(t) + c1

· rand1 pbesti,d(t) − xi,d(t)  + c2,

xi,d(t + 1) � xi,d(t) + vi,d(t + 1).

(3)

c 1 is learning coefficient related to personal experiences
of each particle and c2 is learning coefficient related to group
experiences.(e rand1 is random number between [0 1].(e
wt is a control parameter that controls the effect of the
current particle velocity on the next velocity and creates a
balance between the algorithm’s ability to search locally and
globally.

4. Results

In this section, the results of the implementation of proposed
system reviewed. To do this, the performance of the friend
recommender system has been examined in 5 different
modes. In these 5 modes, the XGBoost, first Random Forest,
second Random Forest, Logistic Regression, and the pro-
posed system were used as learning models. First, some of
important parameters considered for different methods are
stated in Table 3.

(e results of this implementation are given in Table 4.(e
values obtained for precision, recall, F-measure, and accuracy
criteria for the mentioned methods for class one are given in
this table. Based on the results of this table, the values of the
criteria if the proposed system is used are 0.68, 0.70, 0.69, and
0.69, respectively. (ese findings demonstrate that if the
suggested stacking strategy is used, the best results are achieved
for every analyzed criterion. Better outcomes than individual
base models are attained in the proposed system because basic

learning models are stacked and their unique capabilities are
used. (e confusion matrix obtained from the stacking for the
train and test data is given in Figure 4. Each column of the
confusion matrix represents a sample of the predicted value,
and each row contains actual sample. To classify two classes,
each member sample will be either positive or negative.
(erefore, for each data sample, four states may occur that are
represented by the confusion matrix.

(e sample is a member of a positive class and is rec-
ognized as a member of the same class (true positive). (e
sample is a member of the positive class and is recognized as
a member of the negative class (false negative).(e sample is
a member of a negative class and is recognized as a member
of the same class (true negative). Finally, the sample is a
member of the negative class and is recognized as a positive
class member (false positive).

Since the elements on the main diameter show the
correct samples (true positive and true negative), as shown
in Figure 4 for the training dataset, their sum is equal to the
total number of samples. (e values of the elements on the
subdiameter show the incorrect samples (false negative and
false positive), which are zero for the training dataset.
(erefore, the confusion matrix for training data showed the
highest possible performance.

(e confusion matrix findings for the test data show that
there are not many false positive instances or false negative
cases, which is acceptable. (is demonstrates how well the
suggested stacking approach works in both classes.

4.1. Results forOtherDatasets. In this section, the proposed
method on other datasets was also examined. (ese
datasets are INF, CEG, and UAL, respectively. (e results

Table 3: Some of important parameters considered for different methods.

Method Parameters

XGBoost

Number of boosting stages� 100
loss function� “log_loss”

Learning rate� 0.1
Maximum depth of the individual regression estimators� 3

RandomForest_1 (e number of trees in the forest� 20 measures the quality of a split� “gini”
(e number of features to consider when looking for the best split� “sqrt (n_features)”

RandomForest_2 (e number of trees in the forest� 30 measures the quality of a split� “gini”
(e number of features to consider when looking for the best split� “sqrt (num of features)”

Logistic regression Solver� “lbfgs” penalty term� “L2”
Tolerance for stopping criteria� 1e-4

Table 4: Result for class 1 in BUP dataset.

Precision Recall F-measure Accuracy
XGBoost 0.59 0.57 0.58 0.59
RandomForest_1 (n_estimators� 20) 0.67 0.63 0.65 0.66
RandomForest_2 (n_estimators� 30) 0.66 0.64 0.65 0.65
Logistic regression 0.58 0.59 0.59 0.58
Proposed method 0.68 0.70 0.69 0.69
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of applying di£erent methods to INF dataset are listed in
Table 5.

�e results of applying di£erent methods to CEG dataset
are listed in Table 6.

�e results of applying di£erent methods to UAL dataset
are listed in Table 7.

As can be observed, the suggested method performs
rather well on the investigated datasets. �e �ndings from
the INF and UAL datasets demonstrated that the suggested
system of this study outperformed the alternative algorithms
in every analyzed criterion. In these two experiments,
Random Forest_2 had the best performance after the pro-
posed system. In testing the methods on CEG dataset,
Random Forest_2 performed better in the precision and
accuracy criteria, and the proposed system performed better
in the recall and F-measure criteria. However, due to the fact
that in the case of this study, overlooked cases (false neg-
atives) are more costly than false alarms (false positive), and
recall is more important than other criteria. �erefore, like
the other two datasets, the proposed system of this research
performs better on this dataset.

4.2. Research Limitations. Because a portion of the meth-
odology utilized in this work is based on stacking several
machine learning techniques, training the system takes a
disproportionately long amount of time. �e training pro-
cedure for huge graphs might take a long time if hardware
resources were limited. For future work, according to the
stated point, one can focus on reducing system training time.
Applying intelligent sampling methods and using a subset of
data for the training process can be considered.

5. Conclusion

In this research, a friend recommender system based on
a combination of XGBoost, random forest, and logistics
regression techniques is proposed. �e results of this
approach’s implementation of XGBoost methods and
two types of random forests were integrated using the
stacking method and the logistics regression algorithm.
�e particle swarm optimization algorithm in this
method chooses the most e�cient characteristics to
achieve the highest e�ciency. For better investigation, in
addition to the proposed stacking system, XGBoost-
based system, linear regression, and random forest were
implemented �e results of this comparison showed that
the proposed stacking system can achieve higher pre-
cision, recall, F-measure, and accuracy than other
implemented approaches. �is system has been able to
make good diagnoses in both existing classes and achieve
good results.

Table 5: Result for class 1 in INF dataset.

Precision Recall F-measure Accuracy
XGBoost 0.66 0.63 0.69 0.67
RandomForest_1
(n_estimators� 20) 0.71 0.67 0.69 0.70

RandomForest_2
(n_estimators� 30) 0.71 0.67 0.69 0.70

Logistic regression 0.53 0.53 0.53 0.53
Proposed method 0.73 0.68 0.70 0.71

Table 6: Result for class 1 in CEG dataset.

Precision Recall F-measure Accuracy
XGBoost 0.57 0.54 0.55 0.57
RandomForest_1
(n_estimators� 20) 0.65 0.61 0.63 0.64

RandomForest_2
(n_estimators� 30) 0.66 0.62 0.64 0.65

Logistic regression 0.53 0.54 0.54 0.53
Proposed method 0.63 0.66 0.64 0.64

Table 7: Result for class 1 in UAL dataset.

Precision Recall F-measure Accuracy
XGBoost 0.65 0.64 0.64 0.64
RandomForest_1
(n_estimators� 20) 0.68 0.68 0.68 0.68

RandomForest_2
(n_estimators� 30) 0.68 0.68 0.68 0.68

Logistic regression 0.63 0.59 0.61 0.62
Proposed method 0.75 0.75 0.75 0.75
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Figure 4: Confusion matrix for proposed method for BULP dataset. Left �gure is for training, and right �gure is for testing dataset.
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6. Introducing the Tool

Python programming language is used to implement the
proposed solution. Python is a powerful programming
language that is easy for people to learn. High-level data
structures in this programming language are very effi-
cient, and object-oriented programming is made pos-
sible. Python Interpreter and the extensive standard
library are freely available on all major platforms on the
Python website [29]. For the Python programming
language, there are several libraries on machine learning
and data mining issues. (ese features have led to the
widespread use of this language in the field of artificial
intelligence.

Appendix

Some of the codes used in this article are shown in this
appendix.

Load Data
with open (“Dataset\\files\\INF_full.net”) as f:

fb_links� f.read ().splitlines ()
counter� 0
for tmp in fb_links:

counter +� 1
if (tmp� � “∗ edges”):
break;

fb_links� fb_links[counter:]
Process Graph Data
node_list_1� []
node_list_2� []
for i in tqdm (fb_links):

node_list_1.append (i.split (“ ”)[0])
node_list_2.append (i.split (“ ”)[1])

fb_df� pd.DataFrame ({“node_1”: node_list_1, “node
_2”: node_list_2})
G� nx.from_pandas_edgelist (fb_df, “node_1”, “node_
2”, create_using� nx.Graph ())
node_list� node_list_1 + node_list_2
node_list� list (dict.fromkeys (node_list))
adj_G� nx.to_numpy_matrix (G, nodelist� node_list)
all_unconnected_pairs� []
offset� 0
for i in tqdm (range (adj_G.shape[0])):

for j in range (offset, adj_G.shape[1]):
if i !� j:

#print (str (i), str (j))
if nx.shortest_path_length (G, str (i+1), str (j+1))

if adj_G[i,j]� � 0:
all_unconnected_pairs.append ([node_list

[i],node_list[j]])

offset� offset + 1
node_1_unlinked� [i[0] for i in all_unconnected_pairs]
node_2_unlinked� [i[1] for i in all_unconnected_pairs]
data� pd.DataFrame ({“node_1”:node_1_unlinked,
“node_2”: node_2_unlinked}) data[“link”]� 0
initial_node_count� len (G.nodes)
fb_df_temp� fb_df.copy ()
omissible_links_index� []
for i in tqdm (fb_df.index.values):

G_temp� nx.from_pandas_edgelist (fb_df_temp.-
drop (index� i), “node_1”, “node_2”, crea-
te_using� nx.Graph ())

if (nx.number_connected_components (G_temp)
� � 1) and (len (G_temp.nodes)� � initial_node
_count):
omissible_links_index.append (i)
fb_df_temp� fb_df_temp.drop (index� i)
Balancing Data
ytrain� np.reshape (ytrain.values, (-1, 1))
total_train� np.append (xtrain, ytrain, axis� 1)
total_train_class0� total_train[total_train[:,-1]� � 0]
total_train_class1� total_train[total_train[:,-1]� � 1]
total_train_class0_sampled� total_train_class0[0:
total_train_class1.shape[0],:]
totalTrainBalanced� np.append (total_train_class0
_sampled, total_train_class1, axis� 0)
xtrain� totalTrainBalanced[:, 0: totalTrainBalanced.
shape[1]-1]
ytrain� totalTrainBalanced[:, -1]
ytest� np.reshape (ytest.values, (-1, 1))
total_test� np.append (xtest, ytest, axis� 1)
total_test_class0� total_test[total_test[:,-1]� � 0]
total_test_class1� total_test[total_test[:,-1]� � 1]
total_test_class0_sampled� total_test_class0[0:total_-
test_class1.shape[0],:]
totalTestBalanced� np.append (total_test_class0_samp
led, total_test_class1, axis� 0)
xtest� totalTestBalanced[:, 0: totalTestBalanced.shape
[1]-1]
ytest� totalTestBalanced[:, -1]
Modeling and Evaluation
def confusion_matrix_scorer (clf, X, y):

y_pred� clf.predict (X)
cm� confusion_matrix (y, y_pred)
return {“accuracy”: accuracy_score (y, y_pred),

“precision”: precision_score (y, y_pred),
“recall”: recall_score (y, y_pred),
“f1”: f1_score (y, y_pred),}

def numpy2dataframe (nparray):

Complexity 9



panda_df� pd.DataFrame (data� nparray,
index� [“Row_” + str (i+ 1)
for i in range (nparray.shape[0])],
columns� [“Column_” + str (i+ 1)
for i in range (nparray.shape[1])])

return panda_df
def showReuslt (clf, xtrain, xtest, ytrain, ytest):
print (“-------------Train Result----------------”)
y_pred� predictions� clf.predict (xtrain)
plot_confusion_matrix (clf, xtrain, ytrain)
print (classification_report (ytrain, y_pred))
print (“-------------Test Result----------------”)
y_pred� predictions� clf.predict (xtest)
plot_confusion_matrix (clf, xtest, ytest)
print (classification_report (ytest, y_pred))

maxScore� 0
final_xTrain� []
final_xTest� []
def objective_function_topass (model, X_train, y_train,
X_valid, y_valid):

global maxScore
global final_xTrain
global final_xTest
model.fit (X_train, y_train)
P� accuracy_score (y_valid, model.predict (X_valid))

# accuracy_score, precision_score, f1_score, recall_score
if (P>maxScore):
maxScore� P
final_xTrain�X_train
final_xTest�X_valid

return P
estimators� [ (“xg”, GradientBoostingClassifier (n_esti
mators� 100, learning_rate� 1.0, max_depth� 1,
random_state� 0)),

(“rf_1”, RandomForestClassifier (n_estimators� 20,
random_state� 10)),

(“rf_2”, RandomForestClassifier (n_estimators� 30,
random_state� 100))]
clf� StackingClassifier (

estimators� estimators, final_estimator� Logistic
RegressionCV ()
)
algo_object�ParticleSwarmOptimization (objective_-
function_topass, n_iteration� 10, population_
size� 10, minimize� False)
best_feature_list� algo_object.fit (clf, xtrain_df,
pd.DataFrame (ytrain), xtest_df, pd.DataFrame (ytest),
verbose�True)
#plot your results algo_object.plot_history ()

Data Availability

(e data are tabulated in the article and included in the
appendix.
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)e temperament (Mizaj) of the body is an essential constituent for health conservancy and diagnosis of several diseases. Hence,
general body temperament and uterine dystemperament (Su’-i-Mizaj) with abnormal vaginal discharge (Salayan al-Rahim) need
evaluation. In addition, we also applied a computational intelligence technique for enhancing scientific validity to classify the
warm-cold and wet-dry temperaments. )is trial included a total of 66 participants with a vaginal discharge of reproductive age.
Data included demographic characteristics of the participants, symptoms associated with vaginal discharge, women’s general
temperament, and symptoms of uterine dystemperament. Correlation between general body temperament and age, abnormal
vaginal discharge, and its associated symptoms was also performed. Additionally, we used the Support Vector Machine-Radial
Basis Function (SVM-RBF) model to classify the warm-cold and wet-dry temperaments. Warm general temperament was highly
prevalent (77.27%), followed by moderate (19.69%) on the warm-cold temperament scale. In wet-dry temperament, moderate
general body temperament (50%) was more prevalent. In warm-cold and wet-dry scores, 78.78% and 74.24% had warm and wet
uterine dystemperament, respectively. )e age and symptoms were correlated with general temperament. A strong positive
correlation was found between warm general temperament and warm dystemperament of the uterus (r� 0.40, p< 0.009). In
addition, our SVM-RBF CV-5 classification model achieved the highest accuracy (99.2%). Our results showed that vaginal
discharge is more common in warm general temperament and warm-wet dystemperament of the uterus. )e same has been
proven by computational intelligence. Nevertheless, vaginal discharge can also happen in normal and other temperaments.
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1. Introduction

As per the Unani concept, the body of a human is made up of
four elements (Arkan) that influence each other and produce
unique qualities, known as Mizaj (temperament). )ese
elements and temperaments produced by them are re-
sponsible for the growth, nutrition, and metabolism of the
organism [1]. )e temperament concept is a basic modality
of the Unani system of medicine, CAM, widely practised in
the subcontinent of India and some other parts of the world.
Temperament is one of the fundamental components in
defining human health and disease. Hence, the Mizaj as-
sessment is used as a tool to determine the physiopathology
of disease, diagnosis, prevention of disease, and manage-
ment in Unani medicine [1, 2]. An individual’s temperament
directly affects his state of health, and its disruption leads to
an imbalance, called dystemperament (Su’-i-Mizaj), causing
one or more type/s of illnesses [3]. An individual’s tem-
perament is maintained and preserved by humour (Akhlat)
[2]. )ere are four types of temperaments, namely, warm,
cold, wet, and dry, in Unani medicine [4], and they are
related to four humours, namely, sanguine, phlegmatic,
choleric, and melancholic [1, 2]. Each organ also has its
specific temperament in addition to general body temper-
ament [3, 5]. )e most common cause of disease of an
individual organ is dystemperament, which is represented by
various symptoms of that individual organ. Numerous
gynaecologic disorders are conceptually associated with the
dystemperament of the uterus, including dysmenorrhoea,
menstrual disorders, abnormal uterine bleeding (AUB),
abnormal vaginal discharge, and infertility [4].

Vaginal discharge (VD) is the commonest complaint [6]
and the common reason for which women seek medical
attention [7] in their reproductive age group. It can be a
normal physiologic variance or a pathological manifestation
[6]. AVD is the second most common problem after
menstrual disorder or AUB, and 1 in 10 women represents
vaginal discharge in a year [8]. In the healthcare setting,
approximately 11% to 38.4% of Indian women seek care for
vaginal discharge [9]. A study disclosed that about 21% of
Indian women are estimated to have any one type of re-
productive tract infection/sexually transmitted infection at
any given point in time [10]. Abnormal vaginal discharge
(AVD) occurs frequently among women with candidiasis,
trichomoniasis, bacterial vaginosis, gonorrhoea, and chla-
mydia [6].

Unani classical manuscripts elucidate the concept of
vaginal discharge [11]. Avicenna [12] (980–1037 AD) opined
that leucorrhoea (Sayalan al-Mani) is an excessive flow of
normal discharge from the uterus and vaginal discharge
(Sayalan al-Rahim) is an infected discharge pouring out
from the uterus. Furthermore, he states that normal vaginal
discharge is also noted at the time of sexual arousal; however,
if the discharge is seen without sexual arousal, then the cause
of the discharge is the weakness of the uterine digestive
faculty (Du’fe Quwwat-i-Hadima al-Rahim). )e various
aetiological factors of abnormal vaginal discharge are the

dominance of humour (Ghalaba-i-Akhlat) causes, an im-
balance in the four senses of humour leading to abnormal
vaginal discharge, reproductive tract infection/metritis
(Waram al-Rahim), vaginitis (Waram al-Mahbil), syphilis
(Aatshak), gonorrhoea, and so on [11]. )e pathological
vaginal discharge may be white, yellow, red, or black [13].

Organ temperament is associated with the humour
predominant in that organ, and any qualitative or quanti-
tative change in humour leads to disease. Unani philoso-
phers surmised that the human body is regulated by three
major faculties/powers (Quwa). Natural faculty (Quwa
Tabiiyya) is a specific faculty for metabolism, growth, and
reproduction [14]. Disturbance of the power of the uterus
may cause vaginal discharge. Uterine dystemperament (Su’-
i-Mizaj al-Rahim) leads to weakness of nutritive faculty
(Du’fe Quwwat Ghadhiya) that weakens digestive faculty
(Quwwat Hadima) and uterine retentive faculty (Quwwat-i-
Masika al-Rahim) [13].

Various studies have shown the relationship between
some gynaecological diseases and temperament such as
dysmenorrhoea [15], infertility, mixed urinary inconti-
nence [16], and menopausal transition [17]. )e principle
of disease management in Unani medicine is to correct the
changed temperament, as general temperament (Mizaj
Shakhsi) or uterine dystemperament is considered an
important cause of disease. )us, the patient’s general and/
or organ temperament needs to be assessed before initi-
ating the treatment. Furthermore, other traditional med-
icine studies also indicated that clinical practice with
syndrome differentiation perhaps leads to the innovation
and improvement of biomedical diagnoses [18]. To date,
none of the studies has determined the association between
the general temperament and dystemperament of the
uterus in AVD, its associated symptoms, and gynaeco-
logical infections.

Additionally, computational intelligence plays a signif-
icant role in themedical field, such as localization, treatment,
detection, and recommendation. Presently, some intelli-
gence techniques such as deep learning machine learning
and the Internet of )ings (IoT) [19] with processing
techniques such as text, image, signal, video, and audio
processing are used in medical areas. Previously, physio-
logical signals are used to detect sleep disorders [20–22].)e
authors applied intelligence techniques for the analysis of
experimental data related to oxidative stress and mRNA
[23–25]. Ali et al. [26] designed an automatic system for the
detection of Parkinson’s disease based on the ensemble
learning technique. Ukwuoma et al. [27] used different deep
learning to classify and detect medical diseases. Lai’s group
used medical machine learning and deep learning tech-
niques to automatically detect bruxism sleep disorder
[28–31] and cardiac diseases [32]. However, we used the
computational intelligence technique to classify the tem-
perament in AVD data in this study.

)us, the objective of this study was to determine and
correlate the general body and dystemperament of the uterus
in AVD and its associated symptoms. In addition, we also
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applied computational intelligence for enhancing scientific
validity to classify the warm-cold and wet-dry general
temperament.

)e main contributions of this study are as follows:

(i) )is study will provide the scientific basis for the
traditional concept of the role of temperament in
health and disease.

(ii) )is study will help clinicians to diagnose gynae-
cological disorders and to treat them accurately and
easily by quantifying the temperament of organs
and the patient’s general temperament.

(iii) )is study will provide support to the clinician to
select proper diet and Unani drugs as per tem-
perament based on the general body or uterine
temperament as the treatment modality is a het-
eropathy regimen as in Unani medicine, the basic
principle of treatment is treatment contrasts with
the nature and temperament of the disease or
heteropathic regimen (Ilaj-bil-Zid).

(iv) )is study will design a heatmap based on a clinical
experiment and classify warm and wet general body
temperament and uterine dystemperament in AVD
using the Support Vector Machine-Radial Basis
Function (SVM-RBF) model.

(v) )is study may facilitate clinicians in their day-to-
day diagnosis and treatment.

)e proposed paper is organized in the standard format:
Introduction, Materials and Methods, Result, Discussion,
and Conclusion (Figure 1).

2. Materials and Methods

2.1. Study Design. A single-centre, retrospective study in-
cluded a total of 66 participants with the AVD of repro-
ductive age who fulfilled the inclusion criteria.)e data were
collected from March 2018 to November 2018. )is study
was conducted in the Department of Ilmul Qabalat wa
Amraze Niswan (OBG), National Institute of Unani Med-
icine, Bengaluru, India.

2.2. Institutional Review Board and Ethical Consideration.
)e scientific and ethical committee approved the intra-
mural research protocol with reference IEC No. NIUM/IEC/
2019–20/IMR/02. )is study was completed based on the
Helsinki Declaration and the GCP guidelines, Ministry of
Ayush, GOI. )e study is registered with the Central Trial
Registry of India with reference No. CTRI/2021/01/030553
(dated: 15/01/2021).

2.3. Informed Consent Statement. Written informed consent
was obtained from each participant included in the study.

2.4. Participant’s Description. Sixty-six were included of the
97 participants who were initially screened, and 31 were
excluded because of various reasons (fibroid and ovarian
cysts (n� 10), severe PID (n� 11), cervical cancer (n� 1),

lactation (n� 3), positive urine pregnancy test (n� 2), and
intrauterine contraceptive device (n� 4)). )us, 66 partici-
pants were included.

2.4.1. Eligibility Criteria. )e inclusion criteria included
married women aged 18–50 years who had a history of AVD
or/and associated with symptoms such as dyspareunia,
dysuria, burning micturition, vulvar itching, and vaginal
malodour. )e exclusion criteria were participants with any
undiagnosed vaginal or uterine bleeding, ulceration, genital
malignancies, pregnancy, and lactating women. Participants
with any clinical manifestation of venereal disease were also
excluded.

2.4.2. Procedure. Sociodemographics included information
such as name, age, address, contact number, education,
occupation, socioeconomic status as per the Kuppuswamy
scale, and habitat. )e detailed menstrual history of the age
of onset of menarche, menstrual cycle pattern, last menstrual
period (LMP), and associated symptoms was noted. Detailed
obstetrical and contraceptive history was recorded. VAS
score for the symptoms associated with AVDwas also noted.
Furthermore, severity grading of symptoms as none (0),
mild (1–3), moderate (4–6), and severe (7–10) was also
noted. Per speculum and vaginum examination findings
recorded were noted and analysed. Furthermore, a validated
questionnaire for general temperament and clinical features
to assess the uterine dystemperament described in the Unani
literature was retrieved. Specific investigation such as human
immunodeficiency virus (HIV), hepatitis B surface antigen
(HbsAg), Venereal Disease Research Laboratory (VDRL),
Pap smear, vaginal wet mount, and pelvic ultrasonography
was carried out to diagnose the cause of the vaginal
discharge.

2.5. Assessment Tool

2.5.1. Validated Temperament Questionnaire. A well-vali-
dated questionnaire included 10 questions to assess the
general temperament of the body based on the clinical
features of the ten determinants mentioned by Avicenna.
Cronbach’s α coefficient was 0.71 for this questionnaire [33],
and the reliability was 0.82 through the test-retest technique
with Spearman-Brown correlation coefficient (P< 0.05) [34].

2.5.2. Dystemperament of the Uterus. )e clinical features
were scored on a rating scale of 2 through 1. )e total score
of each patient was added up, and the inferences for the
dystemperament of the uterus were taken based on an equal-
interval scale developed from the total score of the ques-
tionnaire. )e reliability was 0.87 for split-half reliability for
the questionnaire [17].

2.5.3. Sample Size. )e sample size was calculated as 60
based on the scores of the scales. After including 10%
dropout in total, the sample size was calculated as 66 shown
in (1) [16]:
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Sample size �
z

μ1 − μ2
 

2

�
6.0

10 − 7.2
 

2
x15 � 60. (1)

2.5.4. Statistical Methods. )e data analysis was performed
by the statistical software SPSS 28 version. )e mean± SD
and number (%) were imputed for continuous and cate-
gorical data measurements, respectively. )e coefficient
correlation was calculated to observe the association be-
tween age, abnormal vaginal discharge, associated symp-
toms, and temperament.

2.6. Computational Intelligence Technique

2.6.1. Support Vector Machine. One of the supervised ma-
chine learning techniques is the Support Vector Machine
(SVM). It is utilized in the classification and regression
methods of data analysis. For data prediction, an SVM
creates a hyperplane in infinite-dimensional space. )e
hyperplane with the greatest distance to the nearest training
point of the class achieves the maximum accuracy. SVM was
initially established in 1963 by prominent scientists Alexey
and Vladimir. After 29 years, Vapnik’s team created SVM for
nonlinear data using a kernel method to boost the hyper-
planes’ maximum margin [35]. We used SVM-Radial Basis

Function (SVM-RBF) kernel classifier in the present clas-
sification [36].

2.6.2. Performance Evaluation Method. General tempera-
ment and dystemperament of the uterus, warm-cold, and
dry-wet temperament scores were analysed in terms of
accuracy, sensitivity, precision, specificity, and Area Under
the Curve (AUC). We used SVM-RBF with leave-one-out
cross-validation (CV) 3- and 5-fold models. )e warm and
wet general body temperament and dystemperament of the
uterus in AVD were analysed in terms of accuracy, sensi-
tivity, precision, specificity, and area under the curve (AUC)
[37–39], as shown in equations (2)–(5).

Accuracy �
(TP + TN)

(TP + TN + FP + FN)
 , (2)

Sensitivity �
TP

(FN + TP)
 , (3)

Specificity �
TN

(FP + TN)
 , (4)

precision �
TP

(TP + FP)
 , (5)

Objectives of the study

Study Design

Retrospective

Participants Procedure and Assessment Tools
1. Kuppuswamy scale for SES

2. Mizaj Questionnaire
3. Clinical features of Uterine

dystemperament

Sample Size

66 participants
Computational Intelligence Technique

Support Vector Machine, Performance evaluation
method

Results

Association between Warm-cold and Wet-dry temperament and heat map

Discussion

Warm general temperament was prevalent in 77.27%.

A significant correlation was observed between the general
temperament scale and age; AVD and its associated symptoms.

Normal (50%) followed by wet temperament (42.42%) was more
prevalent

Warm general temperament showed a strong positive correlation
with the warm uterine dystemperament

Future Recommendations and Strength

Model AUC Accuracy Precision Sensitivity Specificity

0.998 0.985 0.985 0.985 0.985

1.000 0.992 0.993 0.992 0.992

0.999 0.992 0.993 0.992 0.992

0.999 0.989 0.990 0.989 0.989

0.0008 0.003 0.003 0.003 0.003

6.666 1.088 1.422 1.088 1.088

SVM-RBF Classifier

1. Correlation of the general body
and Uterine dystemperament in
AVD.

2. Application of computational
intelligence to classify the warm cold
and wet dry general temperament.

SVM-RBF classifier CV-5 classification model showed maximum
performance in terms of AUC, accuracy, precision, sensitivity and

specificity.

CV-3

CV-5

Leave one out

Mean

±SD

Variance

Patients with AVD
and its associated

symptoms aged 18-
50 years

Methodology

Recommendation: Longitudinal cohort follow up, case control, RCT,
multicentre trials are recommended Association between micro organism
and uterine dystemperament are suggested

Strength: A well validated questionnaire, STROBE guidelines and
investigations were carried out C omputational intelligence was applied to
analyse the data to see correlation between warm and wet body
temperament and uterine dystemperament

Figure 1: Schematic representation of the whole study.
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where TP is a true positive, FP is a false positive, TN is a true
negative, and FN is a false negative.

3. Results

3.1. Demographic Variables. Participants with AVD were in
the age group of 19 to 40 years, and the mean age was
29.61± 5.65 years. Out of 66 participants, 21.21% (n� 24/66)
and 78.78% (n� 52/66) were Hindus and Muslims, re-
spectively. )e mean weight of the participants was
61.65± 14.02 kg. )e mean height of the participants was
155.60± 5.14 cm. )e mean BMI was 25.59± 5.54 kg/m2.
Two (3.03%) and 64 (96.96%) participants were from rural
and urban areas, respectively (see Figure 2).

3.2. Socioeconomic Status. )e highest number of partici-
pants was from the upper-middle class (n� 29/66, 43.93%),
followed by the lower middle class (n� 25/66, 37.87%).
Further details are summarized in Figure 3.

3.3.Menstrual andObstetrics History. )e menarche’s mean
age was 13.22± 0.87 years. )e duration of the menstrual
cycle was 27.91± 1.17 days, and the duration of flow was
3.90± 1.40 days. )e past menstrual cycle was regular in 57
(86.36%) participants. Normal vaginal delivery (NVD) was
noted in 51 (77.27%) participants. Further obstetrics details
are summarized in Figure 4.

3.4. Clinical Examination Findings. Maximum participants
had moderate (n� 43/66, 65.15%) and foul-smelling ab-
normal vaginal discharge (n� 50/66, 75.75%), and 57
(86.36%) participants had abnormal cervical findings
(Figure 5).

3.5. Specific Investigations. Pap smear, vaginal wet mount,
and pelvic ultrasonography were specific investigations
carried out to diagnose the causes of vaginal discharge.
Maximum participants had inflammatory Pap smear
(n� 44/66, 66.66%) followed by bacterial vaginosis (n� 13/
66, 19.69%). Amsel’s criteria showed that the Whiff test and
blue cells were positive in 17 (25.75%) participants. KOH test
was positive in one (1.15%) patient.)e normal saline test for
trichomonas was negative in all participants. )e vaginal pH
was 4.56± 0.46, and normal HIV, HbsAg, and VDRL were
negative in all participants. Maximum participants (54.54%)
had pus cells between 21 and 30/HPF. Maximum partici-
pants had pathological findings in ultrasonography (n� 35/
66, 53.03%) (Figure 6).

3.6. Prevalence of Infections (Alone and/or Mixed Infections).
Maximum participants had mixed infections (n� 48/66,
72.72%) (Table 1 and Figure 7).

3.7. Age, General BodyTemperament, andDystemperament of
the Uterus. Participants with AVD had a high prevalence of
warm (n� 51/66, 77.27%) in warm-cold and normal (n� 33/

66, 50%) in wet-dry general body temperament. Likewise,
participants had a high prevalence of warm (n� 52/66,
78.78%) in warm-cold and wet (n� 49/66, 74.24%) in wet-
dry uterine dystemperament. Warm (n� 48/66, 72.22%) in
warm-cold and normal (n� 30/66, 45.45%) in wet-dry
general temperament were more common between the age
of 21–40 years (Table 2).

3.8. Distribution of Participants. Participants with abnormal
vaginal discharge had a high prevalence of warm (n� 51/66,
77.27%) in warm-cold and normal (n� 33/66, 50%) in wet-
dry general body temperament (Table 3). High prevalence of
warm temperament in warm-cold and normal in wet-dry
general body temperament was noted in participants with
lower abdominal pain (75.75%, 50%), dyspareunia (30.30%,
15.15%), dysuria (53.03%, 36.36%), burning micturition
(53.03%, 36.36%), vulval itching (60.60%, 42.42%), vulvar
irritation (50%, 33.33%), and pelvic tenderness (65.65%,
42.42%) signs and symptoms (Table 3 and Figure 8). Table 4
summarizes the data according to the severity of symptoms
and general body temperament.

3.9. Correlation between General Temperament and Age,
Abnormal Vaginal Discharge, and Its Associated
Symptoms

3.9.1. Warm-Cold Temperament. Between age 20–30 years
and normal temperament, a very strong positive coefficient
correlation (r� 0.94) was noted, followed by a moderate
positive coefficient correlation (r� 0.31) between age
20–40 years and normal temperament, and a weak negative
coefficient correlation (r� -0.22) between warm tempera-
ment and age 20–40 years was observed in the warm-cold
temperament scale (Table 5).

3.9.2. Wet-Dry Temperament. A weak negative coefficient
correlation (r� -0.22) between wet temperament age and
20–30 years was observed in the wet-dry temperament scale
(Table 5).

3.9.3. AVD and Its Associated Symptoms. )e correlations
between AVD and its associated symptoms are summarized
in Table 5. A strong negative correlation between vulvar
irritation and normal general body temperament was noted
in the warm-cold temperament scale (r� -0.53).

3.9.4. Correlation of General Temperament and Dystem-
perament of the Uterus. )ewarm general temperament had
a strong positive correlation with warm dystemperament of
the uterus (r� 0.403, P< 0.009).

3.10. Computational Result. Our SVM-Radial Basis Func-
tion (SVM-RBF) CV-5 classification model achieved max-
imum performance in terms of AUC (100%), accuracy
(99.2%), precision (99.3%), sensitivity (99.2%), and speci-
ficity (99.2%). In addition, our SVM-RBF CV-3 classification
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model has minimum performance in terms of AUC (99.8%),
accuracy (98.5%), precision (98.5%), sensitivity (98.5%), and
specificity (98.5%). However, our SVM-RBF CV-5 model is
more suitable for the classification of warm and wet general
body temperament and uterine dystemperament (Table 6).
However, we also designed the heatmap for the relationship
between general body temperament and uterine dystem-
perament in abnormal vaginal discharge mentioned in
Figure 9.

4. Discussion

4.1. Major Findings. We explored the correlation between
the general temperament and dystemperament of the uterus
with age, AVD, and its associated symptoms.)e data shows
that warm general temperament was prevalent in 77.27% of
participants with AVD. Normal (50%) followed by wet
temperament (42.42%) was more prevalent in participants
with AVD. A significant correlation was observed between
the general temperament scale and age, AVD, and its

associated symptoms. Moreover, it was observed that the
warm general temperament showed a strong positive cor-
relation with the warm dystemperament of the uterus. In
addition, SVM-RBF classifier CV-5 classification model
showed maximum performance in terms of AUC (100%),
accuracy (99.2%), precision (99.3%), sensitivity (99.2%), and
specificity (99.2%).

4.2. Sociodemographic Characteristics, Gynaecological, and
Obstetrical History. In this study, the majority of partici-
pants were urban (n� 64/66, 96.96%). Similarly, Mulu et al.
[40] also reported that the majority of participants were
urban. Educational levels showed that 75.75% of participants
had higher and above education levels. )e middle socio-
economic class was the highest prevalence of AVD, 81.81%,
followed by the upper lower class (18.18%). )is shows that
AVD is more common in middle and low socioeconomic
status people. Previous research has observed associations
between socioeconomic status, disease prevalence, and
mortality [41, 42]. A previous study found that low
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Figure 2: Demographic variables of patients with abnormal vaginal discharge. (a) Age of patients. (b) Religion. (c) Habitat. (d) Diet.
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Figure 3: Socioeconomic status of patients with abnormal vaginal discharge. (a) Education. (b) Occupation. (c) Income. (d) Socioeconomic
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Figure 4: Obstetrics history of participants with abnormal vaginal discharge. (a) Parity. (b) Live birth. (c) Abortion. (d) Mode of delivery.
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Figure 5: Clinical examination findings of participants with abnormal vaginal discharge. (a) Abnormal vaginal discharge. (b) Odour.
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Figure 6: Specific investigations of participants with abnormal vaginal discharge. (a) Pap smear. (b) Whiff test. (c) Clue cells. (d) Pus cells.
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socioeconomic status, malnutrition, and unhygienic con-
ditions may be accountable for AVD [43]. )is study is
similar to previous studies where abnormal vaginal dis-
charge was common in low socioeconomic groups [44, 45].
)e majority of participants were Muslim (78.78%). Simi-
larly, a study conducted in Bangladesh also showed that the
prevalence of AVD is more common in Muslims [45]. )e
age of menarche was 13.22± 0.87 years, and 81.81% had two
or more two children, comparable to the previous study.
Besides, 93.33% of the participants had experienced child-
birth [46].

4.3. General Temperament. We found that 57.5% and
42.42% had warm and wet temperaments, respectively.
Unani philosophers inferred that not only does warm-wet
temperament cause AVD but also occasionally dry, warm, or
normal or warm-dry temperament may also cause AVD.
Furthermore, AVD may occur because of an abnormality in
the quantity and quality of matter in the dystemperament.
Cold, dry, warm or warm-dry, and dystemperament (simple
or compound) cause derangement of expulsive faculty
[12–14]. A previous study also reported that AVD was
predominant in warm humour (Khilt Harr) participants
[47].

4.4. General Temperament and Age. )e mean age was
29.61± 5.65 years, similar to the previous studies [48]. Khan
[13] observed that AVD was more prevalent in reproductive
age due to the predominance of warm dystemperament of
the uterus (Su’-i-Mizaj al-Rahim Harr) or warm humour in
the body at reproductive age. However, he also surmised that
dominance of all humour causes AVD. )is study observed
that AVD was more prevalent in warm-normal/wet tem-
perament participants. In addition, a few participants also
had cold-dry temperaments. Bhat and Begum found that
AVD is more prevalent in women aged 25–35 years [47], and
similarly, another study observed that the active repro-
ductive age group is more predisposed to AVD [49]. We
found the highest prevalence of AVD in the age group of
21–30 years (n� 33/66, 50%), followed by 31–40 years
(n� 29/66, 43.93%). Our study reported the highest prev-
alence of warm (72.71%) and normal/wet general temper-
ament (45.45%) above 21 years of age. Furthermore, a very
strong positive coefficient (0.94) between age 21–30 years
and normal temperament was noted. )is shows that as age
increases, the warmth decreases, and at a young age, the
temperament is warm. Unani physicians describe that the
human life period is divisible into four age groups. Each age
group may have its specific temperament; namely, tem-
perament in growing age (Sinn -i-Namu-21–30 years) is
warm-wet temperament as in this period of growth, both
innate humour (Rutubat-i-Ghariziyya) and innate heat
(Hararat-i-Ghariziyya) are dominant. Adulthood (Sin-i-
Shabab) ranges from thirty to forty (30–40 years) years and
possesses a normal temperament [47, 50]. In this period, the
quantity of innate humour is equal to the quantity required
for the preservation of innate heat, neither excessive nor
deficient, and maintains the continuance of normal

Table 1: Prevalence of infections alone and/or mixed infections.

Infections No. of participants (n� 66) %
Bacterial vaginosis 1 1.51
Cervicitis 5 7.57
Cervical ectopy 7 10.60
Total 13 27.27
Mixed infections
PID+ cervicitis 4 6.06
PID+CE 2 3.03
PID+BV 7 10.60
BV+CE 6 9.09
CE+ cervicitis 21 31.81
Cervicitis +CE+ PID 9 13.63
PID+BV+CE 3 4.54
Total 53 80.80
BV: bacterial vaginosis; CE: cervical ectopy; PID: pelvic inflammatory
disease.

1.51%

7.57%

10.60%

80.00%

Bacterial vaginosis

Cervicitis

cervical ectopy

Mixed infections

Infection

20.00% 40.00% 60.00% 80.00% 100.00%0.00%

Figure 7: Prevalence of infection in participants with abnormal
vaginal discharge.

Table 2: Age, general temperament (Mizaj), and dystemperament
of the uterus (Su’-i-Mizaj al-Rahim) in abnormal vaginal discharge.

Age and general temperament
Warm-cold temperament

Age (y) ≤14 (cold) 15–18
(normal) ≥19 (warm) Total

(n� 66)
No % No % No % No %

≤20 0 0 1 1.15 3 4.54 4 6.06
21–30 0 0 6 9.09 27 40.90 33 50
31–40 2 3.03 6 9.09 21 31.81 29 43.93
Total 2 3.03 13 19.69 51 77.27 66 100

Wet-dry temperament
≤3 (wet) 4 (normal) ≥5 (dry) Total

≤20 1 1.51 3 4.54 0 0 4 6.06
21–30 14 21.21 14 21.21 5 7.57 33 50
31–40 13 19.69 16 24.24 0 0 29 43.93
Total 28 42.42 33 50 5 7.57 66 100

Age and dystemperament of the uterus

Age ≥6 (warm) <6 (cold) ≥4 (wet) <4 (dry)
No % No % No % No %

≤20 3 4.54 1 1.51 3 4.54 1 1.51
21–30 23 34.84 10 15.14 24 36.36 9 13.63
31–40 26 39.39 3 4.54 22 33.33 7 10.60
Total 52 78.78 14 21.21 49 74.24 17 25.75
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Table 3: Abnormal vaginal discharge, its associated symptoms, and general temperament.

VAS score for symptoms
General body temperament

No. of participants (n� 66)
Warm-cold Wet-dry

≤14 (cold) 15–18 (normal) ≥19 (warm) ≤3 (wet) 4 (normal) ≥5 (dry)
AVD 6.30± 0.65
Absent 0 0 0 0 0 0 0
Present 66 (100) 2 (3.03) 13 (19.69) 51 (77.27) 28 (42.42) 33 (50) 5 (7.57)
LAP and LBA 4.92± 1.50
Absent 3 (4.54) 0 2 (3.03) 1 (1.51) 2 (3.03) 0 1 (1.51)
Present 63 (95.45) 2 (3.03) 11 (16.67) 50 (75.75) 26 (39.39) 33 (50) 4 (6.06)
Dyspareunia 1.65± 2.31 41 (62.12)
Absent 41 (62.12) 1 (1.51) 9 (13.63) 31 (46.97) 16 (24.24) 23 (34.84) 2 (3.03)
Present 25 (37.87) 1 (1.51) 4 (6.06) 20 (30.30) 12 (18.18) 10 (15.15) 3 (4.54)
Dysuria 1.77± 2.41
Absent 40 (60.60) 0 6 (9.09) 16 (24.24) 10 (15.15) 8 (12.12) 4 (6.06)
Present 26 (39.39) 2 (3.03) 7 (10.60) 35 (53.03) 18 (27.27) 24 (36.36) 2 (3.03)
Burning micturition 3.24± 2.46
Absent 22 (33.33) 0 6 (9.09) 16 (24.24) 10 (15.15) 8 (12.12) 4 (6.06)
Present 44 (66.67) 2 (3.03) 7 (10.60) 35 (53.03) 18 (27.27) 24 (36.36) 2 (3.03)
Vulvar itching 4.27± 2.31
Absent 13 (19.69) 0 4 (6.06) 9 (13.63) 5 (7.57) 5 (7.57) 3 (4.54)
Present 53 (80.30) 4 (6.06) 9 (13.63) 40 (60.60) 23 (34.84) 28 (42.42) 2 (3.03)
Vulvar irritation 3.09± 2.62
Absent 25 (37.87) 2 (3.03) 5 (7.57) 18 (27.27) 14 (21.21) 9 (13.63) 2 (3.03)
Present 41 (62.12) 0 8 (12.12) 33 (50) 14 (21.21) 22 (33.33) 5 (7.57)
McPS (pelvic tenderness) 2.27± 1.39
Absent 12 (18.18) 0 4 (6.06) 8 (12.12) 6 (9.09) 5 (7.57) 1 (1.51)
Present 54 (81.81) 2 (3.03) 9 (13.63) 43 (65.15) 22 (33.33) 28 (42.42) 4 (6.06)
Data presented: no. (%) or mean± SD; AVD: abnormal vaginal discharge; LAP: lower abdominal pain; LBA: low backache; McPS: modified McCormack pain
scale for abdominopelvic tenderness; VAS: Visual Analogue Scale.

3.03% 3.03%

37.87%

3.03% 3.03% 6.06% 0 3.03%

19.69% 16.67%

6.06%

10.60% 10.60%
13.63%

12.12%
13.63%

77.27%

75.75% 30.30%

53.03% 53.03% 60.60%

50%

65.15%

AVD LAP &LBA Dyspareunia Dysuria Burning
micturition

Vulvar
itching

Vulvar
irritation

Pelvic
tenderness

≤14
15–18
≥19

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%
Association between symptoms and Warm-Cold temperament

(a)

Figure 8: Continued.
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metabolism. In this period, neither any growth nor any
dissolution or degeneration occurs in the organs. )us, the
temperament of this period is normal.Usually, sanguine and
bilious diseases are most common in this period. We also
observed that AVD participants had warm (40.90%) and wet
(21.21%) general body temperaments between the age of
21–30 years. A previous study also reported that AVD was
predominant in warm temperament participants [47].

4.5. General Temperament, Abnormal Vaginal Discharge, and
Associated Symptoms. In our study, AVD was associated
with other gynaecological complaints such that 95.95% had
lower abdominal pain (LAP) and backache (LBA), 37.87%
had dyspareunia, 39.39% had dysuria, 66.67% had burning
micturition, 80.30% had vulvar itching, and 62.12% had
vulvar irritation. A previous study reported that all partic-
ipants who had abnormal vaginal discharge also had asso-
ciated symptoms [47]. Another study also reported that
vaginal discharge was associated with pruritus, pain in the
lower abdomen (84.1%), backache (72.96%), and burning
micturition (66.7%). )e majority of participants reported
foul smell (75.75%) [44] discharge in our study, and a similar
previous study also reported foul smell discharge in 60.4% of
women. One more study also reported vaginal discharge
associated with other clinical features [48]. Unani philos-
ophers opined that AVD is associated with other gynae-
cological complaints such as pruritus, vulvae, low backache,
increased frequency of urine, heaviness in the lower ab-
domen, lethargy, generalized weakness, giddiness,

dysmenorrhoea, constipation, burning sensation in ex-
tremities, cramps in lower limbs, and irritable mood. Fur-
thermore, they also stated that sometimes it is also noted
during pregnancy, which is copious and associated with
severe itching [12, 13].

)e commonest symptoms associated with AVD were
LBA and abdominal pain in the present study. Various
studies demonstrated the positive association between
temperament and pain profiles in many diseases. Knaster
et al. [51] showed that, in participants with chronic pain,
temperament evaluation could improve the professionals’
understanding of pain and behavioural experience. )e
traditional medicine texts review proposes that tempera-
ment correction can affect psychological and physical
symptoms [15].

4.6. Dystemperament of the Uterus. Warm-wet uterine dys-
temperament prevalence was the highest (78.78%–74.74%) in
AVD participants. Dystemperament of the uterus holds
significant importance in uterine diseases; hence diagnosis
and treatment depend upon the determination of individual
and organ temperament [4]. A study found dry dystem-
perament of the uterus in all menopausal transition partici-
pants [17].We found a significant correlation between general
temperament and warm uterine dystemperament in AVD. As
per the literature, warm dystemperament diseases are more
common in reproductive age. In addition, the dystempera-
ment of the uterus could also diffuse to the entire body and
cause the body’s dystemperament [52]. In our study, AVD
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Figure 8: Association between symptoms with temperament. (a) Warm-cold and (b) dry-wet temperament.
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was prominent in warm and wet dystemperament of the
uterus, and it was also observed in other temperaments.
Similarly, Avicenna, a great Unani scholar, surmised that any
type of uterine dystemperamentmay lead to abnormal vaginal
discharge [12]. )e study found an association between
general and uterine temperament with some diseases of
women. Another study showed that the majority of partici-
pants (73.7% in the case group and 26.3% in the control
group) had a cold temperament with vaginitis [53].

It may be said that the dystemperament of the uterus of a
person probably leads to genital tract infections, thereby
causing AVD and its associated symptoms, which can be
ameliorated by using appropriate therapeutic measures and
amending temperament imbalance.

4.7. Future Recommendations, Limitations, and Strength.
A longitudinal cohort follow-up study is recommended to
evaluate the temperament relationship between genital tract

infection, aetiology, and abnormal vaginal discharge. It is
also recommended to study the association between dif-
ferent microorganisms and the dystemperament of the
uterus. If agreed with strong studies, the dystemperament of
the uterus can be used as a measure for the prognostic
criteria for female genital tract infection [54]. Furthermore, a
case-control cohort and a randomized clinical trial are
suggested to enhance the precision of the study. Further-
more, multicentre trials to see the variation in the population
as per location and country for generalisability.

Regardless of such limitations, to date, to the best of our
knowledge, this is the first study where we experienced
significant associations between general and uterine tem-
perament with age and associated clinical features of ab-
normal vaginal discharge. A well-validated temperament
questionnaire for general temperament was used. Further-
more, the adaptation of STROBE guidelines was also a
strength of the study. Amsel’s criteria, ultrasonography, Pap
smear, HIV, HbsAg, VDRL, and wet-mount vaginal smear

Table 4: Severity of symptoms and general temperament.

Severity grading of symptoms
General temperament

Warm and cold Wet and dry
Total (n� 66)

≤14 15–18 ≥19 ≤3 4 ≥5
AVD
None 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Mild 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Moderate 2 (3.03) 9 (13.63) 36 (54.54) 20 (30.30) 24 (36.36) 3 (4.54) 47 (66.66)
Severe 0 4 (6.06) 15 (22.72) 8 (12.12) 9 (13.63) 2 (3.03) 19 (33.33)
LBA and LAP
None 0 2 (3.03) 1 (1.15) 2 (3.03) 0 1 (1.51) 3 (4.54)
Mild 0 1 (1.51) 2 (3.03) 2 (3.03) 1 (1.51) 0 3 (4.54)
Moderate 2 (3.03) 10 (15.15) 43 (65.15) 23 (34.84) 29 (43.93) 3 (4.54) 55 (83.33)
Severe 0 0 5 (7.57) 1 (1.51) 3 (4.54) 1 (1.51) 5 (7.57)
Dyspareunia
None 1 (1.51) 9 (13.63) 31 (46.96) 16 (24.24) 23 (34.84) 2 (3.03) 41 (62.12)
Mild 0 0 8 (12.12) 4 (6.06) 4 (6.04) 0 8 (12.12)
Moderate 0 4 (6.06) 11 (16.66) 8 (12.12) 6 (9.09) 2 (3.03) 16 (24.24)
Severe 1 (1.51) 0 1 (1.51) 0 0 1 (1.15) 1 (1.51)
Dysuria
None 1 (1.51) 8 (12.12) 31 (46.96) 16 (24.24) 20 (30.30) 4 (6.06) 40 (60.60)
Mild 1 (1.51) 0 7 (10.60) 1 (1.51) 7 (10.60) 0 8 (12.12)
Moderate 0 5 (7.57) 13 (19.69) 11 (16.66) 6 (9.09) 1 (1.51) 18 (27.27)
Severe 0 0 0 0 0 0 0 (0)
Burning micturition
None 0 6 (9.09) 16 (24.24) 10 (15.15) 8 (12.12) 4 (6.06)) 22 (33.33)
Mild 0 1 (1.51) 4 (6.06) 0 4 (6.06) 1 (1.51) 5 (7.57)
Moderate 2 (3.03) 5 (7.57) 31 (46.96) 18 (27.27) 19 (28.78) 1 (1.51) 38 (57.57)
Severe 0 1 (1.51) 0 0 1 (1.51) 0 1 (1.51)
Vulvar itching
None 0 4 (6.06) 9 (13.63) 5 (7.57) 5 (7.57) 3 (4.54) 13 (19.69)
Mild 0 1 (1.51) 2 (3.03) 0 3 (4.54) 0 3 (4.54)
Moderate 2 (3.03) 8 (12.12) 38 (57.57) 22 (33.33) 24 (36.36) 2 (3.03) 48 (72.72)
Severe 2 (3.03) 0 0 1 (1.51) 1 (1.51) 0 2 (3.03)
Vulvar irritation
None 2 (3.03) 5 (7.57) 18 (27.27) 14 (21.21) 9 (13.63) 2 (3.03) 25 (37.87)
Mild 0 1 (1.51) 4 (6.06) 2 (3.03) 3 (4.54) 0 5 (7.57)
Moderate 0 7 (10.60) 27 (40.90) 12 (18.18) 19 (28.78) 3 (4.54) 34 (51.51)
Severe 0 0 2 (3.03) 0 0 2 (3.03) 2 (3.03)
Data presented: no. (%); AVD: abnormal vaginal discharge; LAP: lower abdominal pain; LBA: low backache; McPS: modified McCormack pain scale for
abdominopelvic tenderness; VAS: Visual Analogue Scale.
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Table 6: Performance of the warm and wet general body temperament and dystemperament of the uterus in AVD using Support Vector
Machine- Radial Basis Function (SVM-RBF) classifier.

Model AUC Accuracy Precision Sensitivity Specificity
CV-3 0.998 0.985 0.985 0.985 0.985
CV-5 1.000 0.992 0.993 0.992 0.992
Leave-one-out 0.999 0.992 0.993 0.992 0.992
Mean 0.999 0.989 0.990 0.989 0.989
±SD 0.0008 0.003 0.003 0.003 0.003
Variance 6.666 1.088 1.422 1.088 1.088
Bold means higher performance as compared to the others.
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Figure 9: Heatmap for the relationship between general body temperament (wet and warm) and uterine dystemperament (wet and warm)
in abnormal vaginal discharge.

Table 5: Correlation between age, abnormal vaginal discharge, associated symptoms, and temperament.

General temperament
Warm-cold Wet-dry

Normal temperament (15–18) Warm temperament
(≥19) Wet temperament (≤3)

Variables r value 95%CI lower 95%CI upper r value 95%CI
lower

95%CI
upper r value 95%CI

lower
95%CI
upper

Age
20–30 (y) 0.94∗∗∗∗ 0.57 0.99 −0.12 −0.47 0.25 −0.22∗ −0.68 0.36
31–40 (y) −0.19 −0.86 0.73 0.005 −0.42 0.43 −0.05 −0.51 0.58
20–40 (y) 0.31∗∗ −0.35 0.71 −0.22∗ −0.46 0.03 0.03 −0.35 0.4
Clinical features: abnormal vaginal discharge and its associated symptoms
AVD (n� 66) 0.28∗ −0.31 0.72 −0.21∗ −0.46 0.06 −0.05 −0.4 0.3
LAP and LBA (n� 63) 0.22∗ −0.43 0.72 0.08 −0.19 0.35 −0.17 −0.5 0.24
Dyspareunia (n� 25) 0 0 0 0.04 −0.4 0.48 −0.15 −0.66 0.46
Dysuria (n� 26) −0.25∗ −0.92 0.8 0.13 −0.32 0.5 −0.30∗∗ −0.74 0.3
BM (n� 44) −0.07 −0.78 0.7 0.01 −0.32 0.34 −0.17 −0.58 0.30
Vulvar itching (n� 53) −0.31∗∗ −0.81 0.4 −0.08 −0.38 0.08 −0.10 −0.49 0.32
Vulvar irritation (n� 41) −0.53 ∗∗∗ −0.90 0.2 0.09 −0.25 0.42 00.13 −0.62 0.42
McPS (pelvic tenderness) (n� 54) 0.08 −0.61 0.7 −0.05 −0.35 0.24 −0.04 −0.45 0.3
Data presented: no. (%); mean± SD; AVD: abnormal vaginal discharge; LAP: lower abdominal pain; LBA: low backache; McPS: modified McCormack pain
scale for abdominopelvic tenderness; VAS: Visual Analogue Scale; BM: burning micturition; r value:∗∗∗∗±0.70 or higher: very strong positive or negative
relationship;∗∗∗∗±0.40 to ±0.69: strong positive or negative relationship;∗∗±0.30 to ±0.39: moderate positive or negative relationship;∗± 0.20 to ± 0.29: weak
positive or negative relationship; ±0.01 to ±0.19: no relationship.
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were also performed to find the aetiological cause of the
abnormal vaginal discharge. In addition, to enhance sci-
entific validation, computational intelligence was applied to
analyse the data to see the accuracy, precision, specificity,
and sensitivity of the correlation between warm and wet
body temperament and uterine dystemperament.

5. Conclusion

In the present study, 21–30 years was the most prevalent age
group for AVD. Warm temperament in warm-cold general
body temperament and normal or wet temperament were
more predominant in wet-dry general body temperament in
this disease. Warm-wet dystemperament of the uterus was
more prevalent in AVD. Additionally, the warm general
temperament was strongly associated with uterine warm
temperament, while our SVM-RBF computational model is
better for classifying the warm and wet conditions. )is
study may recommend innovative treatment methods and
prevention in the field of female genital tract infections.
However, it needs to be further evaluated.
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%e stability of the power grid is concernment due to the high demand and supply to smart cities, homes, factories, and so on.
Different machine learning (ML) and deep learning (DL) models can be used to tackle the problem of stability prediction for the
energy grid. %is study elaborates on the necessity of IoT technology to make energy grid networks smart. Different prediction
models, namely, logistic regression, naı̈ve Bayes, decision tree, support vector machine, random forest, XGBoost, k-nearest
neighbor, and optimized artificial neural network (ANN), have been applied on openly available smart energy grid datasets to
predict their stability. %e present article uses metrics such as accuracy, precision, recall, f1-score, and ROC curve to compare
different predictive models. Data augmentation and feature scaling have been applied to the dataset to get better results. %e
augmented dataset provides better results as compared with the normal dataset. %is study concludes that the deep learning
predictive model ANN optimized with Adam optimizer provides better results than other predictive models. %e ANN model
provides 97.27% accuracy, 96.79% precision, 95.67% recall, and 96.22% F1 score.

1. Introduction

An electric grid is said to be smart if it tends to replace
traditional appliances with smart ones. A smart grid helps in
the smart distribution of electric energy, provides smart
meter infrastructure, etc. %e smart grid also motivates the
use of renewable energy resources rather than nonrenewable
ones [1]. Smart grids can be used to enhance the smooth
functioning of every domain like electricity generation either
from renewable or nonrenewable energy resources, distri-
bution of energy according to the demand and supply for
different smart sectors like smart homes, smart offices, smart
factories, electric vehicles, and so on as shown in Figure 1.

Nowadays, renewable energy resources dominate the
market for electricity generation [2]. Smart grid faces
multiple problems like power grid resilience, cyber security
in a smart power grid system, smart energy management or
distribution, etc. [3]. With the growing demand for re-
newable energy resources, grid topology used for electricity
distribution has become more and more decentralized.

Consumer of the electricity can also behave like its producer.
So unlike traditional grids, power generation and con-
sumption can occur from any terminal point [4]; such
terminals are called Prosumers. Generation and distribution
of power are not limited to a central node anymore.

With this decentralized approach, it becomes very dif-
ficult to manage and keep track of the generation and
consumption of energy. %is creates chaos to maintain in-
formation on the demand and supply of electric power
among the producers and consumers. %is, in turn, makes it
difficult to maintain the stability of the grid system. To
remove this overhead, a decentralize smart grid control
(DSGC) is proposed [5]. %is control system keeps track of
the power demand and supply frequency on every producer-
consumer node of the grid. Different decentralized topol-
ogies can be used in smart energy grids for power con-
sumption and production as shown in Figure 2.

DSGC increases the stability of the smart grid. DSGC
model considers some parameters like price elasticity, bal-
ancing power flow, and reaction time of nodes. %ese
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parameters help to check the stability of the energy grid
network. Balancing power flow deals with the units pro-
duced or consumed by producer or consumer, respectively.
%e reaction time of nodes deals with the change in the
response according to the rise or fall in the price of power
units. %e most careful part of the decentralized smart
energy grid is the information flow of electricity distribution.
%is information flow helps in deciding the stability of the
decentralized smart grid. For predicting stability, different
ML and DL models play an indispensable role [6].

%e main objectives of this study are

(i) %is study provides a detailed overview of the in-
tegration of IoT with a smart energy grid with the
help of three-layered architecture

(ii) %is article discusses the behavior of a smart grid
dataset

(iii) %is study helps to understand the effect of data
augmentation on prediction accuracy

(iv) “ANN” model is proposed for the stability pre-
diction of a decentralized grid system

(v) %is study outlines the comparative analysis of
traditional machine learning algorithms with op-
timized ANN

%e article is organized as follows: integration of IoTand
the electric grid is very well explained in Section 2 with a
layered architecture. %e related literature review is given in
Section 3. Section 4 describes a stepwise approach used in
methodology for analysis purposes. It also provides a de-
tailed overview of different prediction models used in this
study. Section 5 discusses the experimental results and
presents them in graphical form. Also, it provides a com-
parative analysis of all the models.

2. Layered Architecture for IoT and Smart
Grid Integration

%e Internet of %ings (IoT) has provided innovative so-
lutions to real-life problems [7]. IoT has upgraded different
technologies like computational, sensing, communicational,
etc. IoT can be integrated with grid systems which further
helps to resolve problems of smart grids like balancing
demand and supply of energy grid. [8].

IoT-integrated smart grid system is divided into three
layers [9]. Figure 3 presents a layered structure of the IoT-
integrated smart grid system. In bottom-up fashion,

(i) First layer is the data collection layer. Different IoT
devices like sensors and actuators are used over a
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Distribution Station
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Hydraulic Power
Plant

Wind
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Transmission
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Solar
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Electric Vehicle
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Figure 1: Smart grid. Source: Smart grid evolution, 2018. Eolas Magazine. URL: https://www.eolasmagazine.ie/smart-grid-evolution/
(accessed 2.18.22).

(a) (b) (c)

Figure 2: Decentralized smart grid topologies: (a) star with a central node as producer; (b) ring topology with decentralized 3 producer and
6 consumer nodes; (c) lattice topology with 3 producer and 6 consumer nodes.
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wireless sensor network to collect data from smart
homes, distribution centers, smart factories, or
smart renewable energy generation systems. %is
data are fed into layer 2.

(ii) Second layer is the data communication layer. In this
layer, data are communicated to decision-makers,
different monitoring centers, and authorities to
determine priorities and parameters. User devices
are also attached on the second layer only.

(iii) )ird layer is the data storage and processing. In this
layer, data are processed and analyzed using intelligent
techniques like artificial intelligence, machine learn-
ing, big data analytics, cloud computing, fog com-
puting, edge computing, etc.%ese techniques process
the data according to the guidelines and results re-
quired by the authorities and decision-makers pre-
sented in layer 2. %is processed data are presented to
the user in graphical, tabular, or textual form.

IoT can enhance the functioning of the smart grid by
improving sensing and measurement [11]. It helps in auto-
matic monitoring and remote control. IoT can help in
forecasting the usage of renewable resources.%e distribution
of electricity is a very important part of the energy grid, which
is automated by IoT. %e smart meter is one of the most
popular applications of IoT in the smart energy grid [12, 13].

3. Related Work

In the smart grid, work like assigning renewable energy re-
sources, delivering short-term energy forecasting, and sensing
the motion of the occupants are to be analyzed to enhance its
efficiency. Yao et al. use machine learning models for the
same and have given Machine Learning Energy-Efficient
Framework (MLEEF) [14]. %e authors used solar energy for
this study. Occupant’s profiles and energy profiles are studied
in depth before applying machine learning frameworks to the
dataset. Findings of the analysis are measured as accuracy for
checking energy consumption and load forecasting. A hybrid
machine learning model is proposed by Sharmila et al. for
smart energy management by optimizing energy distribution
from the energy sources to the recipient. In this model, SVM
is used for regression and classification problems with the Big
data five V’s paradigm [15].

Energy Management Model (EMM) is presented by
Ahmed et al. which uses ML models to manage energy flow
for smart grid [16]. Both optimization techniques and
machine learning models are used to manage the energy
distribution. %is study concluded that machine learning-
based energy management models outperform the results of
optimization-based EMM. Hourly data are collected from
national renewable energy resources in the US for this study.
Collected data statistics are used for its simulation. %is
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Figure 3: IoT-integrated smart energy grid three-layered network. %is concept is partially adapted from Babar et al. [10].
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average dataset of 10 years is then distributed in three
seasons: winter, summer, and spring. Season-wise energy
management models are used for analysis to check which
model performs better.

Arzamasov et al. focused on the DSGC system [17].%ey
focus on the frequency of the alternate current (AC) to check
the stability of the system. It is discussed that frequency
increases at the time of excess electricity generation and
decreases at the time of reduced amount of electricity
production. %e authors focus to identify the instability of
four node star network DSGC system after accessing the
mathematical model discussed in the study of Schäfer et al.

Chen et al. used a deep residue learning model called
Short-Term Long Forecast (SLTF) to forecast electric load
over the network for a day ahead [18]. Authors have used
ANN as a base. End-to-end complete new neural network is
proposed in the study. Multiple neural networks ensemble in
a single model.%is ensemble is done in two phases.%e first
phase is to take snapshots of the training model. Authors
have used Adam for optimization to enhance the learning
rate. In the second phase, authors initialize different models
independently. All models are trained by hyper-parameter
tuning and then the average output of all the models is used
for forecasting. A similar forecasting model using STLF is
proposed by Y. Wang et al. in their study [47]. Ensemble
Markov model is proposed to forecast the industrial electric
load. In this model, authors have combined novel time series
data mining techniques and then ensembled different pre-
diction frameworks of the Hidden Markov Model (HMM).
Min-Max normalization is used to normalize the data and
this data are fed to the bagging algorithm for resampling.
After sampling, hyper-parameters are set and HMM is
applied to every sample. All results are ensemble based on
log-likelihood. Different parameters like average absolute
percentage error (MAPE), root mean square error (RMSE),
and average absolute error (MAE) help to measure the ef-
ficiency of the model. Wang et al. use SVM and XGBoost
machine learning models for forecasting industrial load [20].
Bayesian optimization algorithm is used to optimize the
hyper-parameters of the XGBoost model. Different state-of-
the-art methods are used to predict model accuracy.

An SVM model is proposed by Gupta et al. to predict
blackout in smart grid [21]. %is model is trained on the
historic dataset and evaluated probabilistically. Ge et al. used
a hybrid algorithm to forecast industrial power load [22]. At
first, the k-means algorithm classifies the data in different
clusters. After that, the reinforcement learning model is used
with the SVMmodel. To optimize the reinforcement model,
the author has used swarm optimization. %is optimized
hybrid algorithm has increased the accuracy of the model to
predict the load over a real-time dataset.

Wei et al. have used Deep Belief Network (DBN) over the
smart grid network to detect attacks for false data injection.
Initially, researchers have used unsupervised machine
learning algorithms to feed the Boltzmann machine with
initial weights that will be used in DBN. Back-propagation
technique of DBN helps to reduce errors in the top to bottom
fashion and hence refine the model. %is proposed approach
of the researchers provides good results as compared with

the false data injection attacks detected through the SVM
model [23].

Amarasinghe et al. used deep neural network models to
forecast energy load balancing. Convolutional neural net-
work (CNN) forecasts the load. Also, the results of CNN are
compared with other predictive models like LSTM se-
quence-to-sequence, shallow ANN, restricted Boltzmann
model, and SVM over the same kind of dataset. Root mean
square error (RMSE) helps in the comparative analysis of
different prediction models [24]. Muzumdar et al. presented
the reasonableness of usingML predictive models to forecast
the balance and imbalance of energy flow in the energy grid
[25]. Authors have used historic communication and sup-
plied data from the data source. After that, data pre-
processing steps are applied. Refined data is split into
training and testing datasets on which different machine
learning models like multi-layer perceptron (MLP), bagging,
AdaBoost, decision tree, random forest, naı̈ve Bayes model,
KNN, SVM, and gradient boosting. Accuracy, RMSE (for
both 10 cross fold and random split), and MAE (for both
random split and 10 cross fold) are tried to find the correct
predictive model among all the ML models applied to the
dataset. Z. Guan et al. use a nonparametric Bayesian clus-
tering model in a smart grid system in order to preserve the
privacy of the big data one gets from the smart grid. For this
proposed model, the Infinite Gaussian mixture model
(IGMM) is used in the implementation process. %e Laplace
mechanism is used to release data so that the privacy of data
can be maintained [48].

Wang et al. proposed a data reduction technique for
wireless sensor networks (WANs) to predict forthcoming
data. %is technique is divided into two phases: the first one
is the data reduction phase (DRP). DRP helps in reducing
the amount of data to be transmitted overWAN.%e second
phase is the data prediction phase (DPP), in which non-
transmitted data are predicted at the base station itself. Data
predictions are done on the basis of the Kalman filter [27].

Alsamhi et al. used the ANN model to predict signal
strength emitted from drones. %ese signals are used to
communicate with the IoT devices in a smart city envi-
ronment. %is signal strength is used to find the next lo-
cation in the path of a flying drone [28]. Nyangaresi and
Alsamhi presented a study for secure signal transfer in a
smart grid. In smart metering, data are being transferred
from consumers to power management centers. %is study
has proposed a traffic signaling protocol developed for
preserving the privacy of the data. %is protocol is found to
be effective against Man-in Middle attacks, desynchroni-
zation attacks, and impersonating attacks [29].

4. Methodology

4.1. DatasetUsed and Its Preprocessing. %is study has used a
data set from the UCI repository [30]. %is dataset has the
readings of a renewable smart energy grid that is supposed to
satisfy the needs of three consumers. %is dataset contains
10,000 records originally. But this dataset is augmented for
better results and the augmented version of the dataset
contains 60,000 observations. %is dataset contains 14
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features, out of which 12 are independent primary features
and 2 are dependent secondary features. Table 1 describes all
the features of the dataset used for the study.

4.2. Stepwise Methodology Used. Figure 4 presents the
stepwise approach used to predict the stability of the smart
grid. A detailed explanation of the approach used in the
research is as follows:

(i) Firstly, a raw dataset is taken, and then it is aug-
mented. Initially, the dataset has 6000 observations.
Since the grid is considered to be symmetric and we
are assuming three consumers in this study, this
dataset is augmented by 3! (3 ∗ 2 ∗ 1 = 6 times).
Data augmentation helps to get better accuracy in
results.

(ii) Next is the data preprocessing step. No feature
engineering overhead is required because data are
acquired from simulation exercises so there are no
NaN or duplicate values.

(iii) After that, some machine learning models like
logistic regression, k-nearest neighbor (KNN),
decision tree, support vector machine (SVM),
random forest, naı̈ve Bayes, and XGBoost are
applied to the dataset to predict future values.
Hyper-parameter tuning of these models is per-
formed in order to get the best results. All the
specifications of these ML models are explained in
a subsection in Section 4.

(iv) After hyper-parameter tuning, the performance of
all the predictive models is measured based on the
evaluation matrices used (explained in Section 5.1).

(v) Deep learning model is applied to the scaled dataset.
For applying ANN with the “Relu” activation
function, the dataset is needed to be scaled. So, by
importing the “StandardScalar” function of pre-
processing package, the features of the dataset are
scaled properly.

(vi) After feature scaling, the proposed ANN model for
smart grid is applied. Specification of the proposed
ANN model is explained in detail in Section 4.2.8.

In this study, ML and DL models are deployed to predict
the stability of the decentralized energy grid. Also, an ar-
tificial neural network (ANN), a deep neural network model,
is used for the same. In the following subsection, these
models are explained in detail.

4.2.1. Logistic Regression. Logistic regression works some-
what similar to linear regression. Logistic regression predicts
the outcome on the basis of the individual characteristics of
each feature [31]. %e logistic regression model is very easy
to regularize. It calibrates output based on predicted pos-
sibilities [32]. Suppose Y is a predicted output feature that
depends on the predictor variable X and X can be given as
{x1, x2, x3, . . ., xn}. y is regarded as the output variable given
as follows:

y � a0 + a1x1 + a2x2 + . . . + anxn + e,

y �
1, if a0 + a1x1> 0,

0, if a0 + a1x1≤ 0,


(1)

where a0, a1, a2, . . ., an are the regression coefficients. It uses
logarithmic or logistic function for cost evaluation.

4.2.2. KNN. K-nearest neighbor (KNN) is a supervised
machine learning model [33]. %is supervised learning
technique works on the principle of similarity among the
neighbors. Classification of the data points is done on the
basis of the distance between them. It is also called a lazy
learner algorithm. KNN algorithm is used in many energy
grid scenarios like to forecast low-voltage demand, and to
measure current and its state [34, 35].

4.2.3. Naı̈ve Bayes. Näıve Bayes network is also a prediction
model that works on conditional probability [36]. For un-
derstanding purpose, let Z be a class label that will be
classified on the basis of the conditional probability of in-
dependent features X and Y. Näıve Bayes [37] model will
learn using the Bayes rule to calculate a conditional prob-
ability for class Z using instances Y0, Y1, Y2, . . ., Yn of at-
tribute Y. Posterior probability is used to predict the class.
When attribute Y is independent of attribute X, then the
posterior probability of Z can be calculated, when the fol-
lowing condition is hold [38]:

P(Y | X, Z) � P
Y

Z
 ,∀X, Y, Z, wheneverP(C)> 0. (2)

4.2.4. Decision Tree. Decision tree is used to predict the
categorical dataset. Nodes of the decision tree are applied
with decision rules which help in categorizing the dataset in
particular classes [39]. It helps to analyze the instance of a
feature and predict the target value. Any kind of null value in
data does not create any hurdle for the decision tree model.
Data normalization or scaling is not necessary but any small
change in data can make this model unstable [40].

4.2.5. SVM. It is a supervised machine learning model in
which the type of kernel used plays an important part.
Statistical learning is considered the base of this predictive
model. Support vector machine (SVM) is used in classifi-
cation as well as regression problems. Kernel used in SVM
takes the input data and plots it to high-dimensional actual
feature space. SVM model then creates a hyper-plane in
feature space which is used to categorize the data points into
different classes and to find out patterns for classification
and regression problems. %e cost function used in SVM to
calculate prediction cost is given in equation (4).

C � 
l

i�1
Lo + W(l, h), (3)

where Lo � loss function andW(l, h) � capacity of learning
model.
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4.2.6. Random Forest. Random forest is made up of many
decision trees. Random forest is one of the ensemble
learning techniques which uses trees as a base to learn and
predict [41]. Prediction is made by taking an average of the
aggregate given by each tree individually. Random forest can
also adapt sacristy very well [42]. Random forest supervised
learning model cannot work efficiently on high-dimensional
datasets.M number of multiple decision trees are combined
to form a forest with a finite value.

mM,n x; θ1, . . . , θm, Dn(  �
1

M


M

j�1
mn x; θj, Dn , (4)

where query decision query x is denoted as mn(x; θj, Dn)

and θ1, . . . , θm are random variables which are independent
of each other and independent of Dn.

4.2.7. XGBoost. Exclusive gradient boosting technique has
become very popular since it came into existence [43]. It is a
tree boosting technique that is scalable in nature. It provides
an easy way to prevent over-fitting problems [44]. It can be
very helpful while using a sparse and low sample size dataset.
When a dataset D= {(xi,yi)} is given with n number of
records and m number of features, then prediction of yi
represented as y

∧
i can be given with the mathematical

principle of XGBoost as follows:

y
∧
i � Φ xi(  � 

k

k�1
fk xi( , (5)

where k is the adaptive functions used to predict the output
and fk is the regression tree decisive space [45].

4.2.8. Proposed ANN. Deep learning (DL) is a subset of
machine learning. DL models like ANN (artificial neural
network) [46], CNN (convolutional neural network) [47],
RNN (recurrent neural network), and RBM (restricted
Boltzmannmachine) are one of the supervised deep learning
techniques. Also, deep learning models like AE (AutoEn-
coders), RM, CNN, RNN, and RBM can be used as unsu-
pervised model also [45]. For this study, we have used an
optimized ANN as shown in Figure 5. ANN model has a
single input layer, three hidden layers, and a single output
layer. %e input layer contains 12 nodes, the first and second
hidden layers have 24 nodes, the third hidden layer has 24
nodes, and the output layer has a single node.

For the activation function, we choose rectified linear
activation function which is popularly known as ReLU.
ReLU function generally chooses the maximum value from
the linear combination of inputs from the previous nodes for
the output [48]. ReLU is chosen because this function gives
output as either all zeros or ones. And with respect to our

Table 1: Performance parameters for prediction models.

S
No. Feature Type Significance

1 tau1, tau2, tau3,
tau4

Primary, independent, and
predictive Represents reaction time of producer and three consumers (range: from 0.5 to 10)

2 p1, p2, p3, p4 Primary, independent, and
predictive

Represents power produced (positive value) and consumed (negative value) by
producers and consumers, respectively

3 g1, g2, g3, g4 Primary, independent, and
predictive Price elasticity coefficient of producer and consumer (range: from 0.05 to 1.00)

4 Stab Secondary and dependent Numerical real value (if positive, then linearly unstable, if negative, linearly stable)
5 Stabf Secondary and dependent Categorical feature, binary value labeled as stable/unstable

Smart Grid Dataset

Data
augmentation

Data pre-processing

Feature Scaling

Input
Data

Hyper
parametric

tuning

Predictive models

Predicted
output

LR, SVM, KNN, NB,
DT, RF, XGBoost

ANN
Adam

optimizer

Figure 4: Flow chart of the methodology.
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dataset, either the grid is stable represented as “1” or the grid
is unstable represented as “0” and it has all numerical
functions within a given range. “Sigmoid” function is used as
an activation function for the output layer because the
dataset has only two prediction classes, this implies the
dataset will be classified logistically.

ReLU(x) �

0, if x< 0

1, if x≥ 0
, Sigmoid(x) �

1
1 + e

− z.
⎧⎪⎨

⎪⎩
(6)

To enhance the functioning of ANN, an optimization
technique named adaptive optimization algorithm also re-
ferred to as “Adam” is used to predict stability of the grid.
Adam optimizer function helps to optimize the weights of
ANN network. Adam optimizer helps to optimize the
learning rate of ANN model [49].

Table 2 presents values of hyper-parameters of different
machine learning and deep learning models used for this study.

5. Experimental Result and Discussion

In this section, details of the dataset used for this study are
elaborated. All kinds of necessary evaluation matrices used
for the analysis of the model are also elaborated in this
section. Finally, performance comparison results are pre-
sented for all predictive models used.

5.1. Evaluation of Metrics. Repeated random test-train split
validation method is used for consistency of machine
learning models used for predictions. Repeated random test-
train split is basically a hybrid technique of the Hold-out
validation approach and K-Fold cross-validation method.
Hold-out validation approach is basically known as train and
test split.

In this method, the dataset is randomly split into training
and testing datasets which may lead to under-fitting or over-
fitting. K-Fold cross-validation is a technique in which the
data set is divided into K folds and for all the splits, pre-
dictive models are applied. And for every split, accuracy is
calculated. %is helps to avoid over-fitting.

In the repeated random test-train split approach, one
split the dataset in testing and training datasets, and then the
splitting and evaluating processes are repeated for model
prediction multiple times (as one does in K-cross-validation
method). For repeated random test-train split, ShuffleSplit
and cross_val_score libraries of sklearn are used in python.
%e number of splits used is 10 and the test dataset is 30% of
the total dataset. Accuracy for each fold in repeated random
test-train split approach is shown in Table 3. For every
model, the highest accuracy achieved is highlighted.

In this analysis experiment, binary classification accu-
racy, precision, recall, F1-score, and ROC curve are con-
sidered for evaluation. %is study has focused on the

Input Layer
12 nodes

Output Layer

Hidden Layer
24 nodes

Hidden Layer
24 nodes

Hidden Layer
12 nodes
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Rel

Rel

u u

u
Rel
u

Rel Rel
u u
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Figure 5: ANN model used for predictive analysis.
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accuracy of the model. Accuracy measures the correct values
that are predicted as compared with the false value predicted
and any prediction model is considered to be the best if it
predicts maximum correct values. %e more the accuracy is
given by the model, the more it is considered to be suitable
for prediction.

Accuracy (A) is calculated as a ratio of rightfully predicted
and classified testing samples to the total testing sample size.

A �
(Correct predictions)

(total samples)
. (7)

Precision (P) is also known as false alarm rate. It is
calculated as the ratio of the number of correctly classified
stable test samples to the total number of samples predicted
as stable samples.

P �
(True Positives)

(True Positives + False Positives)
. (8)

Recall (R) referred to as sensitivity or true positive rate, is
the ratio of correctly classified stable test samples to total
testing samples.

R �
(True Positives)

(True Positives + FalseNegative)
. (9)

F1-score (F) is a weighted average of precision and recall.
ROC curve is basically a graph that helps in the visual-

ization of binary classifier performance on all possible
thresholds. ROC curve is plotted between true positive rate
against false positive rate. In this analysis, all machine learning
models are compared and visualized with the help of the ROC
curve as shown in Figure 6.

As shown in Figure 6, SVM is providing the highest true
positive rate with the lowest false positive value. Next, close
to SVM is XGBoost classifier. So, among all machine
learning models, SVM gave the best performance and KNN
and logistic regression model gave the least performance.

5.2. Performance Comparison Analysis. Seven machine
learning models and deep learning models are for the
prediction of the stability of distributed smart energy grid.

Different parameters used for predictive analysis like ac-
curacy, precision, recall, and F1-score are already described
in Section 4.2. Performance of different machine learning
models is compared and shown in Table4. In this table, all
parameters are taken as an average of repeated random test-
train splits.

Table 4 shows the performance parameters of every
model used for the study. Logistic regression model gave the
least performance with an accuracy of 81.2%, precision as
75.8%, recall as 69.7%, and F1-score as 72.6%. Now, as
compared with the logistic regression model, KNN model
gave a better performance. KNN prediction model gave an
accuracy of 81.61%. Precision score for KNN is 76.3% and
recall is 70.7%. F1-score which is a harmonic mean of both
precision and recall came out to be 73.4%.

After KNN next, Näıve Bayes is next in line. In terms of
accuracy score, näıve Bayes and decision tree gave almost
similar performance as accuracy for näıve Bayes model is
83.04%. But, true positive rate and correct prediction rate for
decision tree are much better than that of näıve Bayes. Be-
cause precision for näıve Bayes came out to be 82.9% and
recall is 66.2% for the same, F1-score for näıve Bayes is 73.6%.
Decision tree performs better than logistic regression, KNN
model, and näıve Bayes. Accuracy for decision tree came out
to be 83.28%. Precision is 86.5%, recall is 84.5%, and F1-score
is 85.5% for the same. According to the parameter results,
random forest is next in line for better performance. Accuracy
for random forest is 90.88%, precision value is 90.6%, recall is
82.4%, and F1-score is 86.3% for random forest. SVM and
XGBoost perform best among all machine learning models.
Accuracy value for SVM and XGBoost came out to be 92.77%
and 92.88%, respectively, Precision is 92.1% and 91.2%, re-
spectively, recall is 87.1% and 88.5%, respectively, F1-score is
89.5% and 89.8%, respectively.

Proposed deep learning model for smart grid, that is,
optimized ANN model outperforms all other predictive
models with accuracy as 97.27%, precision is 96.79%, recall is
95.67%, and F1-score came out to be 96.22%. Following bar
charts are used to visualize the comparative analysis of
different predictive models on the basis of accuracy (Fig-
ure 7), precision (Figure 8), recall (Figure 9), and F1-score

Table 3: Accuracy for every fold using repeated random test-train split.

S.No. Model Accuracy
Fold1

Accuracy
Fold2

Accuracy
Fold3

Accuracy
Fold4

Accuracy
Fold5

Accuracy
Fold6

Accuracy
Fold7

Accuracy
Fold8

Accuracy
Fold9

Accuracy
Fold10

1 Logistic
regression 0.81405 0.81527 0.8145 0.81838∗ 0.8146 0.81561 0.8131 0.81116 0.81361 0.81272

2 KNN 0.813889 0.82283∗ 0.81522 0.82078 0.81656 0.81267 0.81639 0.81561 0.81628 0.81789

3 Näıve
Bayes 0.832556 0.8315 0.82444 0.83039 0.83056 0.83256∗ 0.83239 0.82828 0.83311 0.83156

4 Decision
tree 0.83305 0.83156 0.83183 0.837 0.83328∗ 0.83244 0.83178 0.8315 0.8345 0.83139

5 SVM 0.927667 0.92706 0.92622 0.92944∗ 0.92806 0.92628 0.92789 0.92767 0.92844 0.92911

6 Random
forest 0.907056 0.90939 0.90572 0.90983 0.90928∗ 0.909 0.90772 0.91183 0.90817 0.91056

7 XGBoost 0.92983 0.92894 0.92806 0.9275 0.93406∗ 0.93206 0.92817 0.93133 0.93078 0.92794

8 Optimized
ANN 0.9571 0.9705 0.9724 0.9771 0.9802 0.981 0.9781 0.9836∗ 0.9821 0.98

Bold face represents the highest accuracy achieved for every model among different folds.
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(Figure 10). On the basis of these charts and Table 4, this
study concludes that ANN is the best model for stability
prediction in smart grid.

Also, an augmented dataset helps to achieve better ac-
curacy than that of the normal dataset. Dataset used in the
study of Arzamasov et al. [17] used normal dataset which

Table 4: Performance parameters for prediction models.

S. no. Model Accuracy Precision Recall F1 score
1 Logistic regression 81.2 75.8 69.7 72.6
2 KNN 81.61 76.3 70.7 73.4
3 Näıve Bayes 83.04 82.9 66.2 73.6
4 SVM 92.77 92.1 87.1 89.5
5 Decision tree 83.28 86.5 84.5 85.5
6 Random forest 90.88 90.6 82.4 86.3
7 XGBoost 92.98 91.2 88.5 89.8
8 Proposed ANN 97.27 96.79 95.67 96.22
Bold face represents the best model among all other models.
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Figure 6: ROC curve of all machine learning models.
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gave an accuracy of around 80% for decision tree while
augmented dataset with proposed model gave an accuracy of
97.27%. Table 5 shows the comparison of the proposed
optimized ANN model with the model in this field with
respect to accuracy.

6. Conclusion

Industry 4.0 has shown its impact by means of Industrial
Internet viz. through IoT enabling technologies, taking
smart decisions, automating industries deploying

machine learning, deep learning, data analytics, etc.
Power grid is one of the domains where all these tech-
nologies are used to make it smart. In smart grid, pro-
ducers and consumers are connected through
communication lines or the Internet. IoT can help to
convert conventional energy networks to smart energy
grids. %is article presents a three-layered integrated
smart grid IoT network. %is integration can play a very
major role to predict the stability of smart power grid in
near future using data collected from these communi-
cation lines or the Internet.
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Figure 10: Comparative analysis of F1-score using different prediction models.

Table 5: Comparison of the proposed model with the existing approach.

S. No. Model Accuracy (%)
1 Decision tree (Arzamasov et al. [17]) 80
2 Proposed optimized ANN 97.27
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Different predictive models like logistic regression, näıve
Bayes, KNN, decision tree, SVM, random forest, XGBoost,
and optimized ANN are used to analyze openly available
smart grid datasets. %ese predictive models are then
compared based on accuracy, precision, recall, and F1-score.
Also, ROC curve is used for the comparison of all the
predictive models. Dataset is available on UCI machine
learning repository and this dataset is firstly augmented and
then scaled to find better results. As a result, we found that
the decision tree predictive model on normal dataset gave an
accuracy of 80% and the augmented dataset gave an accuracy
of 83.28% for the same model.

Among all the predictive models, ANN optimized with
Adam optimizer with ReLU and Sigmoid activation function
gave an accuracy of 97.27% that wins the race. All com-
parative matrices are presented using bar charts. %ese bar
charts help to conclude that optimized ANN which is a deep
learning model outperformed the remaining machine
learning predictive models. Further, other deep learning
models will be proposed which may give much better results
for prediction. A real-time dataset may be used in near
future, to apply the same predictive models and analyze their
efficiency for it.
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Data will be available on request from the submitting author.
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1. Introduction

Organizational behavior and behavioral economics have
long debated how to construct managerial decision that
would be, where certain, but when, like, and how to originate
and incorporate choices regarding classes of individuals.
Herbert Simon defines the method of choosing the variant
that is expected to occur in perhaps the most preferable
option from a set of available options. )is technique in-
cludes identifying and documenting the possibilities,
assessing their significance, and assessing the appropriate-
ness and insufficiency of each set of results. Businesses can be
conceived of as “judgment systems” that must be organized
to meet organizational goals. Identifying the right judgment
framework for your company, for instance, deferring choices
to specialists or combining the judgments of a bunch of
participants, has a big impact on how well it runs. While the
challenges of developing judgment frameworks that influ-
ence actual participants are very well, a primary motivating
factor underlying AI’s explosive development has been the
prospect of speedy, specific, reproducible, and minimal
decisions with accuracy surpassing human understanding.
While AI’s rising usage bears witness to its multiple veri-
fiable positives, its usage in executive decision necessitates a
complete understanding of its abilities and weaknesses.
Executives that employ AI to make judgments are eventually
responsible for their choices. Current revelations and evi-
dence suggesting from the research showed, however, that
using AI-based judgment may introduce and worsen a
plethora of major and often concealed biases and barriers to
evidence brought, responsibility, and openness, jeopardizing
faith in AI-based decisions. Despite the attractiveness of
intelligent decision-making, institutional culture develop-
ment is a topic of discussion.

Certain businesses have embraced a “statistics” per-
spective to operational decision-making. Analytics can assist
you in making smarter judgments, but you will need the
right technology to do so. Many individuals assume that the
processor is a human being. According to the term “in-
formation,” data are vetted by—and summarized for—hu-
mans to comprehend. Firms should, nevertheless, adopt
artificial intelligence (AI) into their activities and, in some
situations, eliminate individuals from the mix in order to
fully comprehend the value of data. Processes based on data
must make room for AI-driven frameworks. Firms in the
electronic era need to know long waits and, as a result, a
better awareness of a dynamic market than in past eras.
Depending upon the perspective, numerous companies have
implemented advancing technology to attain high effec-
tiveness and a strategic edge [1]. Between all these ad-
vancements, AI has taken center stage [2], garnering the
attention of both research and industrial applications. )e
potential of a machine to adapt from its lessons, respond to
different inputs, and conduct human-like behaviors is de-
scribed as AI [3]. AI may now be one intellectual force with
the fullest chance for upheaval, as per [3]. Likewise, AI is a
critical multipurpose technology in the area of [4]. In the

latest period, the vast volume of data generated in various
formats has been quicker now than ever. It advocated for the
use of new technologies in order to accelerate technological
developments such as computing processing capacities and
the development of new AI techniques [5]. Businesses can
utilize AI to process in the form of these breakthroughs
[6, 7].

AI is less susceptible to selection dissonance than people.
Even if the results are counterintuitive to our multiple
viewpoints, AI can be taught to locate population sections
that better describe variation at delicate levels. )ousands, if
not millions, of categories are no problem for AI. And AI is
perfectly capable of dealing with nonlinear relationships of
any kind, including exponentially dynamic equations,
geometrical sequences, and binomial probabilities.

)e approach shown in Figure 1 provides an excellent
use of the evidence and draws more reliable and unbiased
inferences. It can assist in finding the optimum ad creativity,
commodity quantities, and investment portfolios to make.
While individuals are no longer affiliated, it is important to
note that AI-driven activities are not just about mechani-
zation. Sure, it might save money, but that is just a bonus.
)e value of AI stems from its ability to make better de-
cisions than humans. As a result, effectiveness is significantly
improved, and new possibilities are introduced.

Humans are not outdated only because they are removed
from processes that only entail the analysis of structure data.
Many business choices are based on factors other than
organized data. Long-term goals, business strategies, orga-
nizational ideals, and competitive dynamics are all instances
of knowledge that exists only in our thoughts and is
transmitted through heritage and other quasichannels. )is
information is unavailable to AI but crucial to business
decisions. For instance, AI could identify the optimal in-
ventories realistically in order to optimize revenues. In a
competitive setting, however, a corporation may choose to
keep higher inventory levels to deliver a better customer
experience at the expense of earnings. In other circum-
stances, AI may calculate that increasing marketing
spending will provide the best return on investment among
the options accessible to the organization. However, in order
to maintain quality standards, a corporation may choose to
limit growth. Individuals have more knowledge in terms of
tactics, ethics, and economic conditions; hence they may
deviate from AI’s objective reasonableness. In such cases, AI
can be used to generate possibilities from whom individuals
can select the best one depending on the supplementary
information available. )e order in which such operations
are carried out is case-specific. Sometimes AI is the first to
relieve human workload. Human judgment can also be used
as an input to AI processing in some situations. )ere may
be iteration between AI and human processing in various
circumstances (see Figure 2). )e point is that people are
interacting with the possibilities created by AI’s data pro-
cessing rather than the data itself. Our approach to rec-
onciling our decisions with objective rationality is through
values, strategy, and culture. )is is best accomplished in an
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open and knowledgeable manner. We can make better
decisions by combining AI and humans, rather than relying
solely on one.

Firms are born and formed as a result of the serious
consequence up and define their strategy. Strategy
implementation is a continual and sophisticated process
since companies invest in diverse systems, and decisions
can have explicitly or implicitly consequences on par-
ticipants [8]. Choices made in the presence of risk are
distinguished from those made in the face of uncertainty,
according to conventional causal inference. In the first
group, all conceivable outcomes, including their chances
of occurring, are known and statistically or empirically
available. Several factors, however, influence the level and
kind of uncertainty in strategic organizational choices that
fall into the latter group [9]. To handle complexity, such
decisions must be made in an adaptive way, which or-
ganizations enable by introducing hierarchies and de-
partments to specify roles. While this enhances
operational decision speed and efficiency, it has been
discovered that having a variety of perspectives, experi-
ences, and knowledge improves the quality of strategic
judgments [9].

1.1. Research Gap and Challenges. Recently, the study of AI
has become a growing field. AI and organizations, AI and
judgment, and AI within KIFs, yet let alone AI with
structuring organization and judgment within KIFs, have
received little interest from scholars. Many academics
studied the topic of ES, an AI methodology, in the 1980s and
1990s, but it appears that the current tendency is to research
the AI technologies world in general. Because of this, when
studying the literature on AI, we noticed a surge in the
publication of studies discussing ES and AI in the 1980s and
1990s, but this surge subsided until this past decade. Due to
the Second Machine Age’s restricted computing power and
storage, as well as a dearth of data, AI faced a winter
throughout the 1990s and the first decade of 2000. To the
state of the art, the survey has thus far mostly concentrated
on the use of AI in certain sectors or functional departments.
According to Martnez-López and Casillas (2013), who
performed an outline of AI-based implementation within
business markets, and Syam and Sharma (2018), who looked
at the effect of AI and machine learning on profits, some
researchers have performed a thorough search about the use
of AI inside a singular purpose of the venture. Design and
research approaches have recently encouraged the

BIG DATA AI BUSINESS
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Figure 1: AI-driven workflow.
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Figure 2: AI and human judgment-based DM model.
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establishment of innovative management practices as well as
program management, civic engagement, marketing, and
use of social media, among other things.

According to this perspective, the term “change initia-
tives” refers to a concept that covers cutting-edge problems
and procedures for innovative processes [10]. )e term
“intellectual capital” relates to the governance of expertise,
the administration of process innovations within organi-
zations, and the innovation-centered processes that draw on
outside ideas to promote effective innovation. )erefore,
open innovation advises businesses to go beyond their
comfort zones while developing their strategic innovations
by collaborating and forming collaborations with various
institutions, individuals, and specialists. )e boundaries of
open innovation, according to some writers, need to be
studied and debated in terms of risk, processes and practices,
administration, communication, economics, or techniques,
even if open innovation has been thoroughly researched in
academic study.

McCarthy originally used the phrase artificial intelli-
gence in 1956, defining it as “the science and engineering of
creating intelligent machines.” Since then, there have been
moments of false optimism and cycles of success. AI re-
searchers were confident in their projections of their success
in the near future from the start, based on intriguing
findings. Instead, the development of AI took longer than
anticipated and was dependent on shifting research prior-
ities throughout time, including eras where new approaches
were introduced and old ones were improved. However, in
the past ten years, the enormous amount of data being
produced at a faster rate than ever before necessitated the
creation of new technologies, which sped up the advance-
ment of science and technology, including an increase in
computational processing. Performing tasks that are simple
for a human to complete but difficult to formalize in terms of
numerical constraints was (and remains) a major difficulty
for AI in its early stages [11]. )e challenge of formulating
guidelines to explain this kind of activity suggested that AI
systems needed the capacity to spot trends in information
and develop their own knowledge. Machine learning is the
capability that allows computer-based programs to intui-
tively recognize trends in information and to behave without
being explicitly programmed. As a result, AI research has
progressed not only in the direction of process rules that
humans previously specified for replicating people’s be-
havior to make judgments but also in the path of emulating
human experience.

Today, fresh data are produced quickly, providing
possible input for developing strategies. )is easy access to a
lot of data comes with its own set of complications. Large
amounts of data must be transformed into workable options
as part of the strategy-building process in order for decisions
to be made. Strategic decision-making, however, continues
to be a cognitively taxing process that necessitates the ac-
curate identification of and selection from among viable
possibilities. Human decision-makers frequently choose
from limited possibilities based on their existing knowledge
base in the interest of time rather than optimizing. On the
other side, AI offers a methodical capacity for data

processing and interpretation and learns to accomplish
certain objectives by permitting suitable adaptability [12]. In
fact, the use of AI is more and more ingrained in our daily
lives, and its applications in the corporate world are growing
in importance. Human attention is a finite resource in and of
itself, and AI has already started taking over jobs that for-
merly required administrative involvement. According to
McKinsey (2017), useable AI is “the next frontier,” and its
emergence has been dubbed one of the most significant
evolvements ever since industrialization. Today, AI is
starting to become an essential part of company expansion,
driving a significant increase in mechanization. Some
judgments in the promotional interaction with stakeholders
are already automated by AI.)e paper makes the claim that
AI can be used as an efficacious response to external un-
certainties of big datasets and unclear climatic circumstances
and was an appropriate reaction to the situational factors of
insufficient management consciousness, based on the pre-
liminary research results of [12]. It would be worthwhile to
look into the use restrictions, such as corporate culture and
digital readiness. )e idea that all businesses are created
equally surfaced during the interviews. Further investigation
is required to determine the conditions under which busi-
nesses will truly profit from utilizing AI and more specifi-
cally if the expense and effort required to implement change
would be worthwhile.

)e pace of innovation and intelligent systems has had
a significant impact on the B2B ecosystem over the past
ten years. )e adoption of methods and software that
make use of artificial intelligence (AI) to improve oper-
ational efficiencies and effectiveness by autonomous al-
gorithms or networks has been one of the most massive
modifications. Integrated environments, where research
methodology is essential for effective approaches and
where AI plays a significant role, decide the next business
problems (Saura and Ribeiro-Soriano) [13]. Since data-
driven decision-making processes are becoming more
prevalent in the corporate world, it is crucial for business
success to develop and use customer relationship man-
agement systems (CRMs) correctly. However, despite its
potential and advantages for businesses, AI is difficult to
deploy technically. )ere is a void in the literature sur-
rounding the identification of the uses that specifically AI-
based CRMs can offer to the B2B digital marketing eco-
system, despite the fact that the use of CRM in B2B
marketing has been investigated and debated in the past,
as was previously mentioned.

In light of the aforementioned, our study intends to
provide knowledge relating to the role of AI in developing
marketing strategies and to offer managerial and academic
insights by exploring whether and how AI might influence
the development of marketing strategies [4, 14]. )e authors
answer this question using a contingency theory approach,
doing an exploratory investigation to confirm the current
situation, and looking for any potential insights into po-
tential future applications. )e following is the structure of
this paper. )e methods used to carry out the literature
review based on the gaps identified are described in Section
2. )e results of the article analysis are then provided in
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Section 3. )e final portion discusses the findings and future
research directions.

2. Research Survey and Methodologies

As stated in the media, the state of the art is not necessarily
ready for every application. )e hype curve, which Gartner
publishes on a regular basis, has proved very useful in
defining the readiness of various technologies. )e hype
curve indicates when a technology is ready and when it
reaches a high level of production. )e graph in Figure 3
depicts the hype curve for new technologies based on a 2019
assessment. Many of the terms associated with artificial
intelligence are still a few years away from becoming
commonplace.

In terms of developing financial returns, Borges et al.
[15] undertook academic analysis to evaluate the association
between AI and policy. In view of this, the objective of this
report was to narrow the gap by undertaking a thorough
systematic review concentrating on the interplay of AI and
market tactics, incorporating modern practice with frame-
works, showcasing anticipated results, complexities, and
possibilities, and kicking off a conversation about future
studies. By picking publications from peer-reviewed journals
and conference proceedings, they developed a system for
introducing research gaps.

Caner and Bhatti [16] analyzed peer-reviewed scientific
journal manuscripts to construct a conceptual framework
for predicting AI organizational strategy. Only research
articles between 2015 and 2019 were considered. )ey found
that AI capabilities and constraints, economic arrangements
and AI, organizational units and AI, personnel, sectors, and
AI, and AI laws and morals are the crucial parts of the AI
business model.

A literature evaluation by Trunk et al. [17] examined the
correlation between AI as well as decision-making in quickly
transforming company scenarios. )e writer completed a
textual evaluation of peer-reviewed newspapers to provide
an introduction to the preexisting scientific studies which
investigated the possibility of linking AI to difficult factors.
Results are provided inside a conceptual viewpoint, which
demonstrates exactly how people are able to make use of AI
within powerful scenarios in addition to consequences and
hurdles to look at.

Models are referred to as AI when compared with tra-
ditional quantitative theories, which is described as cor-
poreal and precise software applications which could deal
with intricacy. )ere are different research and opinions on
whether AI may be just like the man mind in decision-
making; however, the methods taken into account differ in
terms of focus, expertise, and then purpose. Models are
components of manufacturing operations to help human
beings for ages; therefore, including know-how straight into
company is not a brand new occurrence. Devices, none-
theless, are much more of something completely handled by
people as well as much less unique compared to groups in
genuine cultural connection scenarios. AI proposes that
devices respond and also respond to people, a change within
the human-machine connection. Possibilities as well as

chances are not agreed upon or perhaps analyzed exten-
sively, necessitating additional studies.

Figure 4 depicts an equivalent curve, presuming that
observation is more closely linked to planned rationality,
whereas understanding and reacting necessitate the inclu-
sion of other experienced and recording systems.)ere is no
comprehensive definition of an AI application. Different
aspects of intelligence are thought to exist in humans, and
according to Nilsson’s description and the rational behavior
continuum (see Figure 4), AI applications span from simple
to complicated [18]. Table 1 shows the literature carried out
on various dimensions of AI application in an organizational
context.

3. AI-Driven Framework Methodologies
and Analysis

By improving consumers’ perception and engagement with
digital strategy-based applications, AI solutions can help
businesses gain a competitive advantage. Entrepreneurial
orientation through the development of new products will
supply innovative features focused on the social cognitive
capabilities of the AI age. )e end result is often that combat
and mental preparation should focus on securing the in-
troduction of AI to produce ground-breaking goods and
providers. Incorporating next-generation AI technologies
having a well-defined electronic Internet business strategy
that features company objectives, efficiency, and legislation
can give businesses competitive by nature benefits. )e
preexisting research has determined a good base, and the
literature comment could today be utilized to create a
theoretical style. It assisted the audience with a definite
indication of the problem by utilizing a suitable experi-
mental method to evaluate the information in thirteen posts
together with the aim of isolating the suggestions to become
incorporated within the categorization of all of the publi-
cations (Figure 5).

As previously stated, tactical policymaking falls under
the heading of uncertain conclusions. Apiece substitute is
given a probability and utility level in order to make the
optimal decision, and the option with the uppermost biased
value is picked. Coherence, conditionalization, and com-
pletion are characteristics of probability levels. )e influence
of frequency is referred to as coherence. Expertise grows as a
result of a huge recurrence of analogous claims in analogous
situations, which molds the assessment in a given direction.
)e amount of people included is referred to as convergence.
)e control body is expected to rise as this number grows.
We try comparing the characteristics of AI along five key
decision-making circumstances before attempting to ad-
dress the administrative models by which mortal and AI-
based decision-making can be merged: precision of the
search area, understandability of the policymaking processes
and outcomes, size of the alternate solution collection,
policymaking tempo, and replicability. )e features of hu-
man and AI-based policymaking under these settings are
summarized in Table 2.

Our comparability of standard, as well as AI-based
strategic preparation, indicates a framework that
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demonstrates the way in which the modalities could be
mixed to improve the usefulness of strategic preparation.
Within our strategy, the 3 important organizations are
complete humanAI delegation, crossbreed humanAI as well
as AI human sequential choice producing, and also aggre-
gated human AI choice-generating (see Figure 6).

3.1. AI Structures. Complete abdication frameworks, which
are equivalent to organizational contexts where leaders
transmit choice authority to personnel professionals, use AI-
based techniques to make choices without human assistance.
But on the other hand, intellect retains influence over the
conclusion. When the dimensionality on the realization is
now much less valuable compared to the generalization re-
liability, the substitute approach established is great, the
decision-making speed is crucial and brought on by organic
verdicts, and the total envoy is very beneficial.)ere are severe
drawbacks to deferring decision-making to AI. Scientific
studies show that printer mastering algorithms are able to
master from Internet textual materials and then replicate
concealed man prejudices from gender and race, to come up
with insights as well as generate choices (see Figure 7).

Resolving these challenges will involve the collaboration
of lawmakers, academics, corporate executives, and com-
putational decision-making system designers. A starting
place for this kind of try will be the realization that su-
pervisors are able to designate power to AI, however, not
accountability. Enterprise supervisors have to find out how
growing authorized buildings such as ∗RB_IN∗ the Euro-
pean General Data Protection Regulation (GDPR) is able to
change algorithmic quality, fairness, openness, and ac-
countability as well as attend a hands-on method of
guaranteeing the moral page layout of computational choice
producing realizing the benefits of total envoy to AI-based
stakeholders while reducing the chances. Types of these
pursuits incorporate switching to fresh new details con-
structivist coaching strategies as well as leading to the de-
velopment of completely new methods for reasonable,
transparent, and responsible algorithms.

People as well as AI-based solutions can make options to
come down with diverse selection methods consecutively,
using the end result of just one policy developer moving in
the ingestion of other people.)e company planners are able
to take advantage of the strengths of equally AI as well as
man strategic preparation of crossbreed methods, though
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they might additionally earn more intense every other’s
flaws. )e analytic options as inputs to man choice pro-
ducing and man choices as inputs to computational strategic
preparation are 2 stylized crossbreed components that are
analyzed.

Information gathering technique for human decision-
making: strategic options. )is particular building moves
within 2 phases. Within the initial action, the original group
of options is put through AI-based policymaking. AI pro-
vides a filtering system, getting rid of identical or maybe
unsuitable choices, as well as delivering in the 2nd stage a
subset of practical alternatives which a man policy developer
picks because of one of them.

Strategic planning uses human decisions as input. In this
structure, people policymakers first target a specific number
of possibilities from a higher proportion and additionally
send out the mailing list to AI algorithms for selection and

estimation of the smartest choice. )e framework pertains
nicely to instances in which man choice creators work with a
top self-belief within a tiny group of ideal options, but
analyzing that little established efficiently demands the
computation of big details sets or maybe the thing to
consider of crucial stakeholders more than an extended time
period. )e places where people are unsure regarding the
perfect option are coming from a few of choices; this par-
ticular framework is able to take advantage of the predictive
opportunity of algorithms effectively.

Equally, individuals and AI policymakers are given portions
or choices of choices in between the distant relative abilities in
this particular product. AI-based judgments and the person are
next incorporated utilizing an aggregation method like demo-
cratic greater part or maybe typical right into a communal
judgment. In this regard, the AI-based policy developer could be
viewed together with the reasoning crew’s choice that influences

Intelligence = capability to function appropriately and with foresight

continuum of rationality
intuition

(unconscious)
intention

(conscious)

heuristics

perception interpretation actions

politicality of environment / complexity of decision type

degree of intensity
highlow

Figure 4: Continuum of rational behavior.

Table 1: Categorization of publications based on organizational environment and the implementation of AI component.

Feature of AI domain References cited
Decision-making process Akthar et.al., 2019, and Duan et al. [3]
Stakeholder relationship Carbone et al. [8], Trunk et al. [17], and Sujata et al. [7]
Machine-to-machine communication Balog et al. [2] and Lich et al. [4]
AI and machine learning in organization Yin et al. [14] and Goralski and Tan, 2020
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the end result of a situation. Because of the pros and cons of
individuals in addition to AI-based policymakers, individuals
and AI-based policymakers are able to concentrate on different
or even disagreeing facets of the options.

3.2. Key Challenges in Using AI-Frameworks in Organization
Decision-Making Process. Although “it is not like every
strategic decision requires the use of science,” AI knowledge
has been shown to be essential in understanding when,

Alignment

Business Strategy

Decision Support
Process

New product &
service
development
process

Capabilities

Big Data

Deep Learning

Machine Learning

Artificial
Intelligence

IT Strategy

Digital
technologies

Firm performance,
value and

sustainability

Figure 5: Conceptual framework.

Table 2: Personnel versus AI-policymaking process.

Conditions AI Human

Specificity A well-defined selection feature selection with precise
optimization algorithms is required. It allows for a broad and vague decision-making environment.

Interpretability )e intricacy of the representations might make
interpreting the choice and consequences challenging.

Decisions can be explained and interpreted; however, they are
susceptible to retrospective interpretation.

Size Massive variant combinations can be handled. Insufficient ability to analyze a wide variety of choices
consistently.

Speed Speedy in comparison. )ere is a minimal balance
among precision. Slow in comparison. )ere is a massive trade among exactness.

Replicability
Because of the regular computational approach, the
decision-making process and outputs are highly

repeatable.

Interpersonal and transcharacteristics such as variances in
knowledge, attentiveness, background, and the judgment

producer’s psychological response make replication susceptible.

Decision
Making

Structures

Aggregated
Human-AI
Decision
Making

AI - Human
Sequential
Decision
Making

Full Human to AI
Delegation

Figure 6: Structures related to AI.
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where, and why to include AI into operating models. AI
literacy, according to researchers, is a deep awareness of the
technology and its capabilities and limitations, which is often
lacking. Scholars have stated that involving personnel who
would be exaggerated by AI incorporation, rather than just
top administration, is critical to increasing AI literacy be-
cause acceptability varies at different levels. Stakeholders
have been shown to need to feel a sense of ownership, and
they can define their position by acquainting themselves
with the skill and energetically contributing to the inte-
gration. As a result, according to the literature, education
and training are critical tasks. Capabilities, in particular,
have been stated towards becoming extremely relevant as AI
enters managerial decision, with an emphasis on employee
training in collaboration, inventiveness, and excellent rea-
soning. AI should be introduced progressively as expertise
and comprehension of the technology increase. Personnel
get used to using it for jobs that used to be done by com-
puters. Clarity, which is described as “documentation insight
into the nature and exchange of information, and also the
circumstances with which it is interpreted” to reach a
consensus, is also necessary for successful adoption and use.
)e publications in this genre recommend assembling a
varied introductory team composed of new and seasoned
business managers, as well as individuals who have obtained
adequate guidance. Governance, according to scholars, is
responsible for establishing an appropriate introductory
team and giving guidance throughout the approach.

By presenting the material of the techniques for dealing,
the paradigm examines the recent academic debate on ac-
tivities and, on the other hand, has been proven to be de-
pendent on the AI application in question, as seen in
Figure 8. Furthermore, while utility calculations are claimed
to be human-dependent, researchers argue that AI can
predict how each option alternative will affect the company
or its partners. )is could have an impact on the weighing of
options, for which AI can also perform pure mathematical
calculations. )e final choice, on the other hand, must be
made solely by the human decision group.

Organizational architecture and resource distribution
have an impact on application selection. However, research
reveals that this effect is reciprocal, meaning that AI ap-
plications have an impact on the definition of organizational
structures. Like a nutshell, utilizing AI to aid in this essential

organizational process implies a shift in rational decision
roles. According to the study, they become managers.

AI deployment considerations at agencies are based on
the operational aim that the innovation is advancing. As
illustrated in Tables 3 and 4, the administration may achieve
better successful outcomes by using a three-part structure in
which AI risks vary depending on the requirement for
human decision.

)e sophistication of the task grows, and so does the
need for effective prevention technologies; according to the
report’s findings, “confiscating the possibilities and trying to
mitigate the dangers connected with trying to adopt auto-
mated tools includes paying great consideration to the
contest among innovation and endeavor.” )is continuous
spectrum approach can assist government in determining
which tasks can be automated rapidly and which ones de-
mand more preparation and collaboration with professional
and corporate Allies.

4. Results and Discussions

)e Gartner AI survey showed that 17% of firms use AI-
based tools for managing HR activities, and this percentage
will increase to 30% by 2023. 60% of firms that employ AI
use it for the decision-making process (see Figure 9.)

Based on the above structures involved in the effective
decision-making process in firms, it is evident that AI
performs better when compared to decisions upheld by
professionals. Figures 10 and 11 and Table 5 depict the
effectiveness of AI tools in the decision-making process.

5. Implications for Further Research
and Practice

5.1. Implications. To effectively use and utilize the potential
of AI to manage knowledge, it is crucial to understand how
AI enables various categories of knowledge. )e authors of
this paper want to advance knowledge and open up new
avenues for investigation into the application of AI to
strategy development. )e outcomes show that AI may
support, replace, or supplement human decision-making
when developing marketing strategies. It particularly serves
to emphasize the possibility of a beneficial partnership be-
tween management and machines. )e study has offered

Trust

Motivation

Difficulty

Risk

Delegation
Decision

Figure 7: Data delegation process.
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empirical proof that AI can be used as a tool for developing
marketing strategies. What the paper advises to refer to as a
creative-possibility perspective is one topic that emerged
from the interviews. )e authors are hoping that this cre-
ative-possibility perspective opens up a new line of inquiry
into how managers may collaborate with AI during the
process of formulating strategies. Additionally, the expert
interviews underline the chance in terms of business school
curricula. )ey noted how many businesses are still ill-
prepared for the changes AI would bring about. )e es-
tablishment of a connection between academia and industry
is the primary aspect that will aid in fostering change. For
instance, this started in Italy with the establishment of eight
competence centers and a number of projects financed by
the Italian government. )e evidence of how AI may be a
tool for developing marketing strategies may be used as
input for upcoming business school partnerships and
projects.

Furthermore, the current study suggests that this point
of view could guide the inclusion of a pragmatic analysis
maturity stage dubbed Creative Analytics to the GAAM
viewpoint. )is suggests the potential for Prescriptive An-
alytics (“how can we make it happen”) to develop into AI
(“what innovation can we envisage”) used for creative
strategy design. It takes both science and art to formulate a
campaign. In the world we live in today, data is widely
accessible and can be used to influence advertising. Instead,
the authors argue that, by providing ways in which AI can
supplement human attention for alternative creation, hu-
man cognition is “freed up” to provide the art. )is is be-
cause current AI is suitable for automating some tasks
requiring managerial attention. Instead of asking “what is

the appropriate response” tactically, managers need to
strategically concentrate on “what are the proper questions.”
)is exploratory work suggests that this is feasible by
allowing AI to assist in both the rational view it offers and the
creative identification and analysis of the current issue.

)e findings of the current investigation have relevant
conceptual ramifications. First, additional researches could
use research methods outlined in the original investigation
as a foundation for fresh proposals for intellectual capital
and the excavation of perspectives from significant social
networks, taking into account the dearth of prior research
that would investigate the innovation process using machine
learning strategies. Second, using predictive modeling that
aims for statistical significance, the themes found in the
current study can be operationalized and investigated as
variables. To put it another way, the open innovation and
Twitter-based insights learned in this study can be used as
factors in further empirical studies. Since our goal was to
find characteristics that may be employed in the formulation
of future hypotheses in empirical research rather than testing
them, the present investigation, despite its explorative, can
serve as a forerunner of future statistical inquiries on open
innovation.

)e findings of this investigation are really useful. As a
result, managers of businesses or organizations—both public
and private—can effectively use our findings as a guide for
developing new organizational or communication norms
that would support the growth of open innovation in their
own organizations.)emany emotions that were discovered
in this study also provide us a better grasp of how employees
or outside experts feel about open innovation and related
issues. Additionally, our findings shed light on how
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Figure 8: Conceptual model for AI.
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businesses should structure and promote their cultures,
communities, project development and management, sup-
port for entrepreneurial endeavors, organization and pro-
motion of ideas, team structure and organization, the use of
technology in organizations, and the significance of business
models and management for open innovation. In particular,
the practitioners can comprehend the idea of open inno-
vation from numerous analysis viewpoints and not just those
linked to restrictions, dangers, and characteristics based on
our results and the 8 highlighted subjects. More specifically,
businesses can use these findings to enhance creative con-
cepts, facilitate knowledge sharing among the company’s
stakeholders, foster employee innovation, and hence support
the development of internal open innovation initiatives or
both. Finally, by providing fresh approaches to foster cre-
ativity and produce value through open innovation, CEOs
and executives of organizations might advise enhancements
to their business models and conventional procedures. By

answering the research questions put forth in each of the
subjects chosen as pertinent for open innovation strategies,
businesses can also apply open innovation.

5.2. Limitations and Future Research Perspectives. )e cur-
rent study contains a number of drawbacks. First, because
we utilized a nonprobability sampling design, the results
cannot be applied to other settings or samples on the same
topic. However, they can be used to explain the UGC
components that make up the sample.)e second restriction
of the present study is the number of tweets we utilized to
train our model because all machine learning models are
concerned with the accuracy of the findings (i.e., the more
trained the machine learning model is, the better the results
are). Another drawback of the current study is that we only
focused on the information that was taken from one social
network (Twitter). )erefore, it would be required to

Table 3: Analysis of task by level and decision degree.

Level/degree Low Medium High
Micro Filling of data Foster care Response to emergency
Meso Operational capabilities Recruitment process Decisive planning
Macro Constitutional responsibilities Creation of policy Problem recital and management

Table 4: Provision for AI paradigms for tasks by degree of decision.

Low Medium High
Automation Predictive analytics Relationship inventory
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Figure 9: Gartner AI survey of AI tools usage.
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confirm our findings using information from other signif-
icant social network platforms in future research. )irdly,
this study was an exploratory examination that produced
high-quality findings. It is therefore necessary to conduct
more quantitative research to quantitatively test the vari-
ables found in the current study.

Although it has several limitations, this exploratory ef-
fort seeks to scratch the surface of whether and how AI may
be used in the development of marketing strategies. First, the
study has solely examined the purposeful process of strategy
design. Only some strategies, or those that are proactively
developed by patterns of strategic decisions, are purposeful,
according to Mintzberg (1978). By virtue of initially un-
conscious patterns of strategic decision-making, further
strategies emerge. Furthermore, Hart (1992) suggested that
organizational actor autonomy and management inten-
tionality (the extent to which marketing strategy is inten-
tionally generated) be used to establish a practically
applicable strategy formulation process (the degree of in-
volvement of organizational actors in the strategy creation
process).

)e research is limited by the number of studies included
in the sample, the databases used to conduct the systematic
review of the literature, and the researchers’ in-depth
analysis of the chosen studies. Additionally, it can be argued
that the MAC process’s visual outcome interpretation is a
restriction. Last but not least, since the technology corre-
sponding to the growth of AI-based CRMs in B2B digital
marketing is constantly changing, future studies should keep
going in the directions of research that have been suggested
so far to continue building strong foundations for the use of
AI-based CRMs in B2B digital marketing.

Although the literature study demonstrates how AI is
used in relation to business goals and strategies, the findings
show that the academy has not given much attention to this
confluence and that there are still many unanswered con-
cerns and difficulties. )e new generation of AI (or cognitive
technologies), which incorporate cognition-related tech-
nologies and largely rely on or do away with humans for
labor-intensive tasks, was only discussed in specific appli-
cation-related contexts without any emphasis on the tool-
related aspects of AI or for introducing conceptually
managerial implications. Based on the findings of the lit-
erature assessment, difficulties and potential areas for fur-
ther research were identified.

)us, in terms of the sources of value creation with the
application of AI and its connection with business strategy,
knowledge gaps and research propositions were developed.

6. Conclusion

Managers and organization experts have long been con-
cerned about how to design organizational decision-making
frameworks. Algorithmic choice creators are starting to be
more and more essential organizational players together
with the fast development of AI.)e furnished paradigm sets
the groundwork for understanding how you can incorporate
computational and human choice producing to take full
advantage of the advantages of every tactic and talk to
greater conclusions. )is may improve businesses, though it
should be completed with extreme caution. )e study dis-
covered that the conventional perspective of devices as tools
is contradictory to AI. To make usage of the technologies
efficiently, man decision-makers should shift their functions
to be interpreters and translators on the results, in the place
of merely managing the device inside the delivery associated
with a fixed procedure. )is means an increased shift and
responsibility inabilities. As a result, exactly how people view
AI is going to be substantially affected by the way they see
themselves, while the context, as well as goal, is going to be
seriously affected by AI. Based on present scientific studies,
nonetheless, the presumption that computer systems, as well
as people, are the same is neither realistic nor honest.

Our paper starts up brand new studies’ concerns: Just
how can we determine exactly how effectively an AI con-
stitutes a choice? Just how does algorithmic reasoning in-
fluence managing accountability? Just how does our
framework influence organizational results? Exactly how
crucial would be the decision-making context within fig-
uring out the suitability of alternate tactics? What will
function as the effect on accountability and trust for a realm
in which AI is starting to be more and more vital only in
decision-making? By dealing with these along with other
issues, supervisors, as well as organizational scholars as well,
are going to be much better ready for an unsure long term.

In corporate environments, AI technologies have taken
center stage. )is enthusiasm is in part because of the po-
tential, which has been shown in reports from top con-
sultancies, technological companies, and white papers. In
turn, the business competitive environment is tied to high

Table 5: Effectiveness of AI tools in firm decision-making process.

Factors
Human proportionate hours AI proportionate hours
2018 2022 2018 2022

Reasoning and decision-making 80 60 20 40
Managing and coordinating 82 60 18 40
Communication 78 52 22 48
Administration 68 46 32 54
Mental and physical activities 66 42 34 58
Identifying job-related information 61 38 39 62
Complex activities performance 58 33 42 67
Job-related data sharing 46 28 54 72
Data processing 30 22 70 78
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expectations. Research on the strategic application of AI to
gain competitive advantages is thus becoming more and
more in demand. )is research also provides a theoretical
foundation that identifies these areas for future research and
aids in comprehending how company strategy and the
deployment of AI technologies interact. )is interaction was
described in the framework in terms of the sources used to
create financial returns. )e suggested framework can serve
as a guide for management and organizational practices with
regard to managerial implications, necessitating new models
for managerial decision-making and transforming organi-
zational culture. Additionally, by showing how AI and
business strategy are related, executives will be better able to
implement these new technologies while being more aware
of the opportunities, difficulties, and potential advantages
that AI may present for their companies. )is work has
several limitations even though it makes contributions, such
as the state of the field today and potential directions for
future research on the subject at hand. Without mentioning
other business strategy dimensions like operational strategy
and financial strategy, the research was conducted using
terminology linked to business strategy or ITstrategy. Future
research might broaden the search criteria and take these
viewpoints into account. Furthermore, the dimensions
shown in the conceptual model may serve as a catalyst for
further study going in a certain direction. Future field studies
that can investigate these claims should ideally be vital to the
issues and hypotheses raised by this study.
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Measuring and evaluating a learner’s learning ability is always the focus of every person whose aim is to develop strategies and plans for
their learners to improve the learning process. For example, classroom assessments, self-assessment using computer systems such as
Intelligent Tutoring Systems (ITS), and other approaches are available. Assessment of metacognition is one of these techniques. Having
the ability to evaluate and monitor one’s learning is known as metacognition. An individual can then propose adjustments to their
learning process based on this assessment. By monitoring, improving, and planning their activities, learners who can manage their
cognitive skills are better able to manage their knowledge about a particular subject. It is common knowledge that students’ meta-
cognitive and self-assessment skills and abilities have been extensively studied, but no research has been carried out on the mistakes that
novice developers make because they do not use their self-assessment abilities enough.,is study aims to assess the metacognitive skills
and abilities of novice software developers working in the industry and to describe the consequences of awareness of metacognition on
their performance. In the proposed study, we experimented with novice software developers and collected data using Devskiller and a
self-assessment log to analyze their use of self-regulation skills. ,e proposed study showed that when developers are asked to reflect
upon their work, they become more informed about their habitual mistakes, and using a self-assessment log helps them highlight their
repetitive mistakes and experiences which allows them to improve their performance on future tasks.

1. Introduction

,e development of software is a logically complex task. ,e
main four components of software development and its
value ability are (i) the process applied, (ii) the tool used in
the development, (iii) stakeholders, and (iv) timeline and
budget [1]. Producing quality software is the key component
to the success of any software product. ,e implementation

of the best development process, quality characteristics, and
sophisticated technology have immense effects on the
quality of the software [2].

Software quality can be affected by two main compo-
nents: (a) software process quality and (b) software product
quality. Product quality is dependent on process quality [2].
,e process quality has received more attention from the
research community [3].Whereas the implementation phase
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of the development process has received less attention,
particularly from a behavioral perspective [4, 5]. ,e
implementation phase consists of coding, testing, installing,
and supporting the system [6]. As mature tools are available
for coding, testing, installing, and supporting (trouble-
shooting) the system, along with these tools, the pro-
grammer’s ability and skills have additional importance and
effect on the software quality.

,e programmer’s ability and skills can be commonly
viewed as the experience he/she has, different certifications,
products developed (portfolio), and communication skills of
the individual person [7]. ,ese are the common methods
that are generally applied to check the talent and capability
of a programmer and have positive measures [4]. However,
these factors do not show the individual thinking ability or
self-judgment of the programmer during development. To
achieve this goal, it is important to measure individual
metacognitive skills such as self-exploration, self-assess-
ment, understanding from example (example-based learn-
ing) [8], and most importantly learning from their mistakes.
,ese measures can have diverse effects on individual
performance and therefore require an in-depth analysis to
highlight their importance and influence on young software
programmers.

Since metacognitive skills are used subconsciously, many
people are either unaware of this phenomenon or unable to
manage them properly. Research shows that people who use
their self-assessment skills are more progressive than those
who do not use their self-assessment skills. Normally, people
ignore these types of learning skills in many learning en-
vironments. A programming job is a very mentally chal-
lenging job, where a programmer’s intellectual abilities,
knowledge, and cognitive and metacognitive skills are used
aggressively. Different types of studies have been carried out
to assess the metacognition skills of different learners in
different academic domains. However, minimal work has
focused on the industry and no such work has been pro-
posed for young professionals working in the software
industry.

Our research objective is to analyze the self-assessment
skills of novice developers, which affect their development
work and to evaluate their performance on awareness of
using self-assessment. ,e research will focus on

(1) Analysis of metacognitive abilities and their usage by
novice software developers.

(2) Correlation of different types of novice developer
groups and their performance on the basis of their
improvement/diminishment.

To resolve these issues, the following research question is
to be addressed:

(i) What role can self-assessment play in the lives of
novice software developers in minimizing repetitive
mistakes?

To answer this main question, we will ask further (sub)
research questions as follows:

(i) What are self-assessment skills?

(ii) How self-assessments skills help people perform
better?

(iii) How can self-assessment skills help novice software
developers in the field of programming?

(iv) What is the effect of self-assessment on novice
developers’ work?

(v) What is the difference between developers who use
self-assessment and those who do not?

(vi) What kinds of mistakes a novice developer makes
without analyzing their work?

2. Related Work

As like metadata can be defined as data about data, similarly
metacognition can be defined as cognition about cognition
[2]. Metacognitive learning involves specific knowledge of
knowing that what are the different aspects of individual
actions and what are the relations between these aspects that
affect the learning of that individual [9]. Research on
metacognition found that by applying different methods and
awareness of metacognition, the learner’s learning ability
can improve significantly. Özsoy and Ataman [10] argue that
metacognition practices are very important for successful
learning strategies for teacher training, students’ learning,
and content development [11]. Özsoy and Ataman [10]
conducted a study on students withmathematical disabilities
and revealed the importance of metacognition in adulthood.
He concluded that some students overestimated and some
underestimated their mathematics results. ,e study on
metacognition presents two different terms of mistake,
which affect the learning process, made by the learner during
learning: (1) Underuse: which means not asking for help
when the subjects need help and (ii) Overuse: the learner
asks for help repeatedly while not using his own mind to
think about some problem [12].

2.1.<e Social Cognitive<eory (SCT). In the paper [13], the
authors relate the different factors of person metacognition
as personal factors, behaviour, and environmental influence.
,e author [13] relates these factors and concludes that there
is a relation between these components which affect the
metacognition of students. ,ese factors described in Fig-
ure 1 describe the social cognitive theory (SCT). ,e SCT
describe that:

(i) ,e interaction between the person and their be-
haviour is influenced by their thoughts and actions
[14].

(ii) ,e interaction between the person and environ-
ment involves beliefs and cognitive competencies
developed and modified by social influences.

,e interaction between the environment and their
behaviours involves the person’s behaviour determining
their environment, which in turn affects their behaviour
[15].

,is SCT has got reputation because it explains indi-
vidual acts specifically point (i) above. More precisely, the
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SCT argue that the person’s cognition like self-assessment
can guide the behaviour without the actual skills an indi-
vidual has [4]. For example, the authors have defined a social
cognitive conceptual framework using SCT, to simplify
theory integration in the field of presenteeism research [16].

Metacognitive knowledge has been described as the
knowledge and a deeper understanding of the cognitive
process and product [6]. For example, a programmer knows
that they must test the function that has a specific task but
does not need to test a simply declared variable. Meta-
cognitive knowledge has three important components.
Declarative metacognitive knowledge was found to be “what
is known in a propositional manner” [17] or the assertion
about the world and the knowledge of the influencing factors
of human thinking. Procedural metacognitive knowledge
can be described as the awareness of processes of thinking
[17] or the knowledge of the methods for achieving goals and
the knowledge of how skills work and how they are to be
applied. Conditional or strategic metacognitive knowledge is
“the awareness of the conditions that influence learning such
as why strategies are effective, when they should be applied,
and when they are appropriate” [17].

2.2. Metacognitive Monitoring. Metacognitive monitoring
means the ability to successfully judge one’s own cognitive
process [7]. According to the author in [9], “metacognitive
monitoring is the conscious monitoring, control, and active
regulation of the self-cognitive activities in the whole process
of cognitive activity.” ,e author argues that metacognitive
monitoring is self-monitoring for which the individual must
have to require some knowledge and experience of meta-
cognition. ,e real taste of metacognition can be felt in
metacognitive monitoring. Metacognitive monitoring af-
fects the regulation of study, which in turn affects overall
learning [18].

2.3. Metacognitive Control. Metacognitive control can be
defined as the ability to regulate cognitive activity. Meta-
cognitive control is used to control the memory process and
to use strategy to improve comprehension. By using a
learning strategy, the learner gains knowledge in the area of
concentration. ,e learner will learn to ask themselves
whether they are looking for directly stated, implied, or need
to connect information from their own backgrounds with

the material [17]. Recently, the author in [19] found that due
to cognitive control training, the key neural region has been
improved in terms of active and proactive activities. To
understand the conceptual mapping of different learning
strategies, we have represented these different learning
strategies in Figure 2.

2.4. Self-Assessment. Self-assessment is defined by the au-
thor in [20] as “Self-assessment is a process of formative
assessment during which students reflect on and evaluate the
quality of their work and their learning, judge the degree to
which they reflect explicitly stated goals or criteria, identify
strengths and weaknesses in their work, and revise ac-
cordingly” (2007, p.160). Investigating the present abilities of
oneself is the basic step to learning. Self-assessment builds a
way to check out the progress of oneself, after that, one can
understand the further improvement in the learning process.
It can motivate the learner about his/her responsibility and
work. It makes the learner possible to focus on improvement
by awarding him/her about their cognition abilities.

Self-assessment abilities commonly can repair what
students do not see as superior to anything educators can, in
light of the fact that instructors for the most part cannot
analyze as absolutely the student comprehension problem
[21]. Mostly, learners do not assess themselves until they are
guided or made aware to do so [22]. Hence, it is important to
assess those individuals so that they can use their self-as-
sessment abilities to solve a problem in any situation.

,e authors in [23] argue that “the way in which self-
assessment is implemented is critical to its acceptance by
students”. Different techniques have been used to assess the
self-assessment of different types of learners. For example,
the authors in [21] use ACE in ITS to assess the student self-
exploration on rum time, Behlau et al. [24] used ques-
tionnaires to find the impact of voice problems on individual
life, Binali et al. [4] use PSE to assess the student of pro-
gramming, Boud [23] in their study used State University
data to measure self-assessment ads Questionnaire Tutors
and to assess the self-assessment of learners, also the Self-
Assessment Manikin [3, 25] used ELM-PE to measure the
self-assessment of a student in the ITS system [8], profes-
sional judgment and expertise oriented framework have
been developed by the authors in [26] by postulating on the
aspirant/developing coach’s capacity for and development of
metacognition within the reflective process, and a lot more.

2.5. Aspects of Self-Assessment. To promote the meta-
cognition aspects of novice developers working in the
software industry, we focused on the three well-known
aspects of self-assessment skills [10].

2.5.1. Planning. Learners plan better and learn when their
attention focuses on learning objectives [27]. A clear dis-
cussion of the learning goals starts the metacognitive process
by prioritizing the significance of thinking about the
learning process over the content. ,e authors [28] in their
study stated that goal setting and strategic planning

Environmental
Factors

Person

Behaviours

Figure 1: Social cognitive theory (SCT).

Complexity 3



positively anticipate objective fulfilment in Massive Open
Online Course [28]. It is important for every learner to
review what is already known about the topic or task on
which he/she is working [29]. Also, it is important for the
learner to assess the time it will take to complete this task and
also to have a clear idea of the resources needed for the
successful completion of that task to help him/her think
about the process of learning.

While solving a problem, we can divide the type of
learner into different categories:

(i) Learner with initial planning:
(ii) Learner with continuous planning or partial

planning.
(iii) Learner with no planning

2.5.2. Monitoring. Every learner benefits from monitoring
their understanding during learning activities [2]. Grainger
et al. [30] also originated that impaired metacognitive
monitoring in developmental disorders in children has
important educational implications. ,e importance of the
learning process can be reminded by monitoring learning
behaviors throughout the learning process. ,is can be done
by chunking, connecting, elaborating, and organizing the
materials in such a way that the learner can recognize
patterns and associations [31]. In the monitoring process
during the work/problem solving, it is easy to figure out the
errors and correct them in the thinking process.

2.5.3. Evaluating. By evaluating self-assessment skills, the
learner becomes more aware of the self-assessment process
and its direct impact on learning [32]. By evaluating

students, the authors describe and allocate value or merit to
the quality of their knowledge outcomes [33]. Different types
of evaluation methods such as a checklist, rating scales, and
questionnaires can help the learners evaluate their thinking
during problem-solving. ,e study conducted by Sierra and
Frodden [34] concluded that those learners who evaluate
their learning process can decide whether they want to
continue or need to change the learning process.

Students with self-evaluation judgment ability have
high-performance feedback from those who do not evaluate
their learning process [35].

2.6. Implicit <inking. Implicit thinking refers to uncon-
scious effects such as knowledge, perception, or memory that
impact a person’s behaviour even while the individual is
unaware of those influences [36]. ,ere are times when we
act on something and then consider how we might handle it
in a different setting or approach. ,at is implicit cognition
at work; the mind will then proceed based on ethical and
comparable scenarios when engaging with a certain notion.
Implicit cognition and its automatic cognitive process allow
a person to make a decision on the occasion. It is frequently
characterized as an automatic process in which actions are
easily performed without conscious awareness.

3. Analysis of Self-Assessment Skills

,is study followed a qualitative approach where we used
observation-based research to observe five novice developers
at coding tasks. ,ese developers were also required to fill in
self-assessment logs daily for five days.

,e design of the research is as follows:

Learning
Strategies

Connecting
information to

further
understanding

Forming
Relationships

Recognizing a
pattern

Identifying
characteristic pieces of
data that fit together

Generating
Hypothesis

Asserting tentative
Explanation that

account foe a set of

Drawing
Coherences

Reaching a decision of
forming an opinion

Providing
Explanation

Offering reasons for
actions, beliefs or

remarks

Figure 2: Learning strategies.
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(i) Define the target participants and select the sam-
pling process.

(ii) Task preparation
(iii) Tools used
(iv) Prepare experiment environment
(v) Procedure
(vi) Develop and design self-assessment log
(vii) Data collection

3.1. Defining the Target Participants and Select the Sampling
Process. ,e populations of our research were novice
software developers working in the professional software
development industry. ,e criterion was set to choose those
professional developers whose work experience is less than
two years. As it was not feasible to analyze the whole
population, we selected a convenience sample of five novice
developers for experiment and assessment. All these de-
velopers were working on Android game development using
C# as a development language at a local software firm.

3.2. Task Preparation. We assigned a set of tasks to each
developer for five days. ,e experiment included five tasks,
one task for each developer daily, divided into three
categories:

(i) Simple task (ST)
(ii) Intermediate task (IT)
(iii) Complex task (CT)

3.3. Tools Used. We selected the Devskiller for observation
assessment. Devskiller is a tool that records the time and
actions performed by the programmer while performing
their coding tasks. Devskiller has been used in other studies
for the same purpose [37]. It provides a 14-day trial which
was enough for us as our experiment was only five days. On
each day, we assigned a specific task in the Devskiller user
dashboard and sent invitations to each developer through
e-mail. We used Devskiller to investigate different attributes
of the developers. ,ese attributes will be discussed in the
following section.

3.4. Preparation of Experiment Environment. ,e five de-
velopers were provided seating on separate tables in the
same room. As the surrounding environment is also an
important factor in self-assessment, the environment was set
to be more comfortable and conducive. ,ey were briefed
about the purpose of the experiment, the 5-day activities, the
plan, and the ultimate goal of the research.

3.5. Procedure. ,e five tasks that the developers had to
complete were divided into three categories. For the first and
second days of the experiment, every developer was given a
simple task (ST) to complete. ,e reason to assign simple
tasks on days 1 and 2 was to help the programmer revise the

basics of coding. On the third and fourth days, some in-
termediate-level complex task was assigned. On the last day
of the experiment, a complex task was assigned to the de-
velopers. Table 1 shows the specific task against each day.
Aside from the practical task, the developers also filled out
the self-assessment log at the end of the daily task.

3.6.Develop andDesign Self-AssessmentLog. To complement
our findings from the data collected through Devskiller, we
used a self-assessment log that the developers had to fill out
at the end of the daily task. Figure 3 provides an overview of
the questionnaire. ,e log helped us to make our obser-
vations reliable. Both, Devskiller log data and data collected
through self-assessment log were used to answer our re-
search questions, which are given below:

(i) What role can self-assessment play in the lives of
novice software developers in minimizing repetitive
mistakes?

(ii) How can self-assessment skills help novice software
developers in the field of programming?

(iii) What is the effect of self-assessment on novice
developers’ work?

(iv) What is the difference between developers who use
self-assessment and those who do not?

(v) What kinds of mistakes a novice developer makes
without analyzing their work?

3.7. Data Collection. To analyze a developer in terms of self-
assessment, data could be obtained in two ways: direct
source or indirect source. Directly sourced data comes from
the developers’ first-hand, which means that the data are
collected through the log file of Devskiller and a self-as-
sessment log from developers. Indirect sources are the
managerial staff of the software house, where data can be
collected through interviews with the team managers and
team leads. We used the direct source to collect the data. All
the data were collected through the log file of Devskiller and
the self-assessment log in Figure 3.

,e process of self-assessment includes three main steps,
i.e., planning, monitoring, and evaluation. We have con-
sidered these three parameters for the self-assessment of
developers (see section 3.2.8). In the planning phase, the two
other parameters, time taken to make a plan and construct
used for planning, were assessed. In the monitoring phase,
the number of repetitive mistakes and the type of repetitive
mistakes were analyzed and measured, and in the evaluation
phase, the technique used by the developer to evaluate his/
her solution was analyzed. At the end of the task, the de-
velopers were asked to fill in the self-assessment log. ,e
experiment continued for five days.

4. Experiment Evaluation

4.1. Calculating the Attribute of Individual Developers. As
discussed, we selected the planning, monitoring, and eval-
uation phases of self-assessment. A total of seven attributes
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for these phases were used to assess the self-assessment skills
of individual developers. ,e data about these attributes
were collected from the log file of Devskiller and the self-
assessment log filled in by the developers on a daily basis.
,e different attributes that were selected for each phase are
shown in Figure 4.

,e data about the planning phase were collected from
two attributes.

(i) ,e time taken by the developer to plan for the task
(ii) ,e construct used by the developer for planning.

,is included any pen and paper planning and
workflow designs.

,e number of repetitive mistakes done by the developer
was gathered from the Devskiller log. ,e log data stores
information about all the actions performed by the devel-
oper including typos and edits.

,e evaluation phase was analyzed by the strategy used
by the developer to evaluate his solution. We categorized
these strategies into three types.

(i) Run code directly; the developer did not spend time
in evaluating his code before trying to run it.

(ii) Dry run: the developer did a dry run of their code to
ensure it would work as required.

(iii) Used test cases: the developer generated test cases to
test his solution for completeness.

4.2. Assessing Developers Based on Attributes. ,e self-as-
sessment log was designed to collect information regarding
the knowledge and ability of self-assessment of developers in
terms of planning, monitoring, and evaluation. Table 2
shows an overview of the data collected from the self-as-
sessment log.

Developer Survey Questionnaire

S.No Questions

1

Answer

What was your task?

2

Answer

How did you planned your task?

3

Answer

Did you used internet for help? If yes, what did you used it for?

4

Answer

While coding, did you make mistakes? If yes, did you solved them?

5

Answer

Did you completed your task?

6

Answer

If you completed your task? How did you evaluated you rsolution?

Figure 3: Self-assessment log.

Table 1: Developers’ daily tasks.

Day Task
1 Write a function that returns the largest element in a list.
2 Write a function that computes the list of the first 100 Fibonacci numbers.
3 Handle the switch statement for the buttons in the first scene for a game.
4 Show the complete panel in the game when an object reaches a specific point.
5 Lock and unlock the levels of the game on the basis of previous level conditions.
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Along with the data collected from the self-assessment
log, we also collected data from the Devskiller log file. Table 3
shows an overview of the data collected from the Devskiller
log file.

Collectively, the data gathered from the assessment log
and Devskiller log file is presented in Table 4.

Table 4 shows the use of self-assessment skills of de-
veloper 1 for five days from three perspectives. ,e first

subcolumn of the planning phase tells us that if the de-
veloper made any plan to solve the task assigned. If the
developer made any plan, the value will be YES, and if they
did not make any plan the value will be NO.,e next column
shows the time taken by the developer for planning. If no
plan was made, then the value will be 0. ,e next column of
the planning phase tells us about the strategy used by the
developer for making their plan. ,e specific value was

Table 2: Developer planning, monitoring, and evaluation data from the assessment log.

Developer Days
Planning Evaluation

Planned or not Construct used for planning Evaluate solution or not ,e method used for evaluation

1

1 No Search Internet Not Run
2 No Search Internet Not Run
3 No Search Internet Not Run
4 Yes Implicit thinking Yes Dry run
5 Yes Implicit thinking Yes Dry run

Table 3: Developer planning, monitoring, and evaluation data from the Devskiller log.

Developer Day Planning Monitoring Evaluation
Time taken for planning Number of repetitive mistakes Task completed?

1

1 0 15 No
2 0 14 No
3 0 13 No
4 1 minute 12 Yes
5 2 minutes 8 Yes

Table 4: Developer planning, monitoring, and evaluation data.

Developer Days

Planning Monitoring Evaluation

Plan made
for the task

Time taken
for planning

Construct used
for planning

Number of
repetitive
mistakes

Solution
evaluated before

running

,e method used
for evaluation

Task
completed

1

1 No 0 Search Internet 15 No Run No
2 No 0 Search Internet 14 No Run No
3 No 0 Search Internet 13 No Run No

4 Yes 1 minute Implicit
thinking 12 Yes Dry run Yes

5 Yes 2 minutes Implicit
thinking 8 Yes Dry run Yes

Planning

Time taken for
planning

Construct used
for

Monitoring

Type of
repetitive

Type of
repetitive

Evaluation Run the code Dry run Used test cases

Figure 4: Selected attributes for self-assessment phases.
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populated using the strategy used by the developer. ,e next
column monitoring has one subcolumn “Number of re-
petitive mistakes.” ,is column shows the number of re-
petitive mistakes made by the developer. ,e value of this
parameter was retrieved from the Devskiller log file. For the
evaluation phase, we checked whether the developer eval-
uated their code before trying to run it. If they did, the next
column specifies the method used by the developer to
evaluate his solution. ,e last column task completed or not
shows the status of the task given to the developer on the
corresponding day. All the collected data from five devel-
opers are presented in Table 5.

4.3. Effect of Self-Assessment on Task Completion. From
Table 5 and the self-assessment log, we generated Table 6 to
show the effect of self-assessment on the task completion of
the developers. For self-assessment, it is important that the
individual uses his self-assessment abilities uniformly in all
the important phases of assessment such as planning,
monitoring, and evaluation. ,e table shows the values of
self-assessment and status of task of Developer 1 for five
days.

Table 6 shows a positive correlation between the use of
self-assessment skills and task completion. ,e data for the
rest of the developers are presented in Table 7.

From the data in Table 7, it is evident that there is always
a positive correlation between the use of self-assessment and
task completion status. However, there was an exception in
the case of developer 3 where on the first day, he did not use
any self-assessment ability but still completed the task. On
further investigation, it was revealed that the developer had
actually used an Internet source and copy-pasted the code
that he had found online to complete his task. ,is does not

stand true for all situations in the professional industry since
there are many situations for which readily available code is

Table 5: All developers planning, monitoring, and evaluation data.

Dev Days
Planning Monitoring Evaluation

Plan made for
the task

Time taken for
planning

Construct used for
planning

Number of repetitive
mistakes

Solution evaluated
before running

,e method used for
evaluation

2

1 0 0 Search Internet 10 No Run
2 1 2 minutes Implicit thinking 5 Yes Dry run
3 1 3 minutes Mind mapping 3 Yes Dry run
4 1 5 minutes Mind mapping 3 Yes Used test cases
5 1 1 minute Mind mapping 2 Yes Used test cases

3

1 No 0 Search Internet 15 Not Run
2 No 0 Search Internet 14 Not Run
3 Yes 2 minutes Implicit thinking 8 Yes Dry run
4 Yes 3 minutes Implicit thinking 5 Yes Dry run
5 Yes 2 minutes Mind mapping 2 Yes Used test cases

4

1 No 0 Search Internet 15 Not Run
2 Yes 1 minute Implicit thinking 8 Not Run
3 Yes 2 minutes Implicit thinking 7 Yes Dry run
4 Yes 3 minutes ,inking 3 Yes Dry run
5 Yes 2 minutes Mind mapping 2 Yes Used test cases

5

1 Yes 2 minutes Implicit thinking 5 Not Dry run
2 Yes 2 minutes Implicit thinking 4 Not Dry run
3 Yes 3 minutes Implicit thinking 2 Yes Dry run
4 Yes 2 minutes Mind mapping 2 Yes Used test cases
5 Yes 4 minutes Mind mapping 1 Yes Used test cases

Table 6: Effect of self-assessment on task completion.

Days Self-assessment Task status
1 No Not completed
2 No Not completed
3 No Not completed
4 Yes Completed
5 Yes Completed

Table 7: Effect of self-assessment on task completion.

Developer Day SA Task status

2

1 No Not completed
2 Yes Completed
3 Yes Completed
4 Yes Completed
5 Yes Completed

3

1 No Completed
2 No Not completed
3 Yes Not completed
4 Yes Completed
5 Yes Completed
1 No Not completed
2 No Not completed
3 Yes Completed
4 Yes Completed
5 Yes Completed

5

1 Yes Completed
2 Yes Completed
3 Yes Completed
4 Yes Completed
5 Yes Completed
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not available and the developer needs to use their experience
and skills to solve such problems.

4.4. Effect of Self-Assessment on Repetitive Mistakes. ,e
overall effect of self-assessment on repetitive mistakes is
reported in Figure5.

Figure 6 shows the effects of self-assessment on repetitive
mistakes. From the results, it can be analyzed that the use of

self-assessment skills is negatively correlated to the number
of repetitive mistakes. Taking the case of developer 2, on the
first day, he did not assess himself and made 10 repetitive
mistakes. Since he was more informed on the second day, he
was careful to assess himself and be vigilant about what was
expected of him. As a result, the number of mistakes he
made during the coding exercise decreased to 5. Developer
1’s performance showed the least effect of using self-as-
sessment skills on task performance. His number of mistakes
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Figure 5: Comparison of NRM with SA status.
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Figure 6: Number of repetitive mistakes of five developers.
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did not see a very big change; however, this number con-
tinued to decrease with every passing day, which was a
positive sign. ,is result showed that while still not assessing
himself thoroughly, there was still some improvement in his
performance due to the awareness of self-assessment. ,is
could also have been affected by the notion of the experiment
and therefore would require further investigation which was
not the scope of this study.

4.5. Types of Repetitive Mistakes. From the programming
perspective, we analyzed only three types of mistakes which
were frequent to occur. ,ese were

(i) Syntax errors
(ii) Semantic errors
(iii) Logical errors

,e complete data about these mistakes made by de-
velopers are shown in Table 8.

For the purpose of analysis, we compared the data on the
number of repetitive mistakes (NRMs) for each developer
from day 1 and day 5. ,is was done to investigate whether
the experiment had any effect on the use of self-assessment
skills by developers and whether this affected the frequency
of repetitive mistakes. Table 9 shows the number of mistakes
repeated by developers on both day 1 and day 5, respectively.

Figure 5 visualizes the data of Table 9 with categories:
NRM (number of repetitive mistakes) without using SA
(self-assessment) and NRM with SA.

5. Results and Findings

From the above-performed experiments, we tried to find
answers to the following questions.

5.1.What Role Can Self-Assessment Play in the Lives of Novice
Software Developers in Minimizing Repetitive Mistakes?
,e analysis of the results from the experiment conducted
revealed a negative correlation between the use of self-as-
sessment abilities and the number of repetitive mistakes.,e
results showed a clear diminishment in the number of
mistakes made by the developers as the experiment pro-
gressed. One of the major factors influencing this trend was
the awareness of the intent of the experiment which im-
plicitly led the developers into engaging self-assessment
activities. ,e results provide a clear insight that developers
who used self-assessment made fewer repetitive mistakes
compared to those who did not assess their work. It is also
clear from the results that the awareness of self-assessment
has a greater impact on the developer’s aptitude.

5.2.WhatKindsofMistakesaNoviceDeveloperMakeswithout
Analyzing <eir Work? ,ere are three types of mistakes
that every developer makes repetitively in everyday work.
,ese mistakes along with their repetition times are pre-
sented in Table 9 and visualized in Figure 5. Syntactic
mistakes have more frequency compared to other types of
mistakes. Syntax mistakes are mostly related to the

knowledge of a certain language. Since all the developers
involved in this experiment were fresh graduates, they were
expected to have an acceptable level of knowledge of the
language syntax. Most of the syntax errors that were seen
were due to negligence and the fact that the developer did
not monitor their own coding practice. ,e developers
showed haste to finish the task and in doing so made plenty
of syntax errors. Another important aspect that was dis-
covered here was the dependence on the Integrated De-
velopment Environment (IDE) tool. Most of the developers
were unsure about their mistakes because of their experience
with IDEs. Since all current IDEs provide the IntelliSense
feature which highlights syntax errors, most young devel-
opers depend upon such tools to keep track of syntax errors.
,is affects their performance as this allows them to be
careless which is why they do not monitor their own coding
while performing tasks.

5.3. What Is the Difference between Developers Who Use Self-
Assessment and <ose Who Did Not? ,e experiment was

Table 8: Number of repetitive mistakes of 5 developers.

Developer Day Syntax Semantic Logical

1

1 8 4 3
2 7 5 2
3 8 3 2
4 9 2 1
5 3 3 2

2

1 6 2 2
2 3 1 1
3 3 0 0
4 2 0 1
5 2 0 0

3

1 8 4 3
2 9 3 2
3 5 2 1
4 4 1 0
5 2 0 0

4

1 7 5 3
2 4 2 2
3 4 2 1
4 3 0 0
5 2 0 0

5

1 3 1 1
2 3 1 0
3 2 0 0
4 2 0 0
5 1 0 0

Table 9: Developers’ NRMs on days 1 and 5.

Deve
loper

NRMs without SA for day 1 NRMs with SA for day 5
Syntax Semantic Logical Syntax Semantic Logical

1 8 4 3 3 3 2
2 6 2 2 2 0 0
3 8 4 3 2 0 0
4 7 5 3 2 0 0
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conducted for five days, and during these five days, we saw a
clear pattern emerge in terms of the developers who used their
self-assessment skills and those who did not.,e self-assessment
log provided us with first-hand data about the understanding of
self-assessment by each developer. It was noted that the de-
velopers who were not sure about their metacognitive abilities
provided short answers and were reluctant to share more details
about the procedures they followed. In contrast, the developers
who were more confident about the use of self-assessment were
also able to describe their processes more clearly. ,e perfor-
mance evaluation also increased with the experiment since the
developers started producing fewer errors in their code because
they were continuously monitoring and evaluating their work.

6. Conclusion

,epurpose of this researchwas to evaluate novice professional
software developers in terms of planning, monitoring, and
evaluation to assess their self-assessment skills to improve their
work by minimizing repetitive mistakes they make every day. A
thorough literature review, a planned experiment and an as-
sessment log were used to identify the factors affecting the
performance of developers and reasons for repetitive mistakes
and verify the effectiveness of self-assessment on repetitive
mistakes through an experiment.

,ere is a need for self-assessment awareness in the
professional software development industry to enhance the
self-assessment skills and work of novice software devel-
opers. By applying different methods to analyze the self-
assessment skills of novice developers like collecting the log
data from Devskiller, use of self-assessment log and static
observation of developers during a planned experiment. We
identified important factors of self-assessment that can in-
fluence the work of young developers. From the Devskiller
log, self-assessment log data and results can be extracted that
self-assessment has a positive correlation with the perfor-
mance of novice software developers.

,is research also addresses the type of mistakes that
novice software developer makes repetitively during coding.
From the Devskiller log file and static observation of the
experiment, it is concluded that most of the developers make
syntactic mistakes repetitively because they do not monitor
themselves while coding. One of the main reasons for this
was found to be their dependence on the latest IDEs which
provide them with the facilities of syntax highlighting syntax
errors [38–40].
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Numerous wireless technologies have been integrated to provide 5th generation (5G) communication networks capable of
delivering mission-critical applications and services. Despite considerable developments in a variety of supporting technologies,
next-generation cellular deployments may still face severe bandwidth constraints as a result of inefficient radio spectrum use. To
this end, a variety of appropriate frameworks have recently emerged that all aid mobile network operators (MNOs) in making
effective use of the abundant frequency bands that other incumbents reserve for their own use. &e proposed COCO model for
Dynamic Spectrum Allocation (DSA) has 2 functionalities such as 1. Coherent PU-SU packet acceptance algorithm for Secondary
User (SU) in DSA. 2. Consensus Algorithm for PU-SU Channel Reservation in DSA. To enable a 5G service with one-millisecond
latency, interconnection ports between operators are expected to be required at every base station, which would have a significant
influence on the topological structure of the core network. Additionally, just one radio network infrastructure would need to be
created, which all operators would then be able to use. We allow change of PU SU characteristics to satisfy the needs of new
services. &ese modifications are accomplished via the use of Coherent and Consensus Algorithms that regulate PU and SU
through negotiation and allocation procedures. Our primary objective was to decrease interference, handoff latency, and the
chance of blocking. In this paper, we describe our idea for employing COCO Model to address the issues of spectrum mobility,
sharing, and handoff for Cognitive Radio Networks in 5G.

1. Introduction

In order to meet the technical requirements for 5G, the
sub 1ms latency rate must be achieved. Content must be
supplied from a location near to the user’s device if a delay
time of less than 1 millisecond is required. In order to
provide a service with such low latency, content must be
placed extremely near to the client, potentially at the base
of every cell, including the numerous tiny cells that are
expected to be important in achieving densification needs
[1].To enable a 5G service with one millisecond latency,
interconnection ports between operators are expected to
be required at every base station, which would have a
significant influence on the topological structure of the

core network [2]. Additionally, just one radio network
infrastructure would need to be created, which all oper-
ators would then be able to use.

Figure 1 illustrates the “overlay distribution” strategy by
radio regulating bodies, which allows wide access to the
majority of the frequency band, even if the frequency band is
authorized for a certain application. Uncoordinated use of
spectrum in both the time and frequency domains can be
achieved by using the overlay information exchange.
Techniques are used to disperse the generated signal across a
wide range of frequencies so that existing licensed radio
equipment does not detect an unacceptable level of power
[3]. Examples of these approaches include frequency hop-
ping, Multiplexing, and Ultra-Wide Band. &is kind of
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interference is minimized by placing rigorous limits on the
transmission power in the underlying dynamic spectrum.

1.1. Motivation for the Work. &e Primary and Secondary
users’ activation and addition are dynamic with the fluctu-
ating modalities of their interest and their requirements. &e
resource availability changes according to the usability, and
the spectrum wastage occurs due to unused spectrum utili-
zation. A dynamic spectrum sensing and sharing framework
based on user needs is the need of the hour topic in Cognitive
Radio [4]. &ere are disruptions possible while providing
effective and efficient services meeting the QoS aspects. &ere
is a precondition required to understand the users’ require-
ments with a satisfactory resource provisioning mechanism
along with validation with artificial intelligence in place,
which remain a community hole to be filled through research.

2. Related Work

Liu et al. (2020) [5] presented a blockchain-based safe FL
architecture for creating smart contracts and preventing hostile
or untrustworthy parties from participating in FL. To fight
against poisoning assaults, the central aggregator identified
harmful and untrustworthy individuals by automatically exe-
cuting smart contracts. Furthermore, membership inference
attacks are prevented using local differential privacy ap-
proaches. &e proposed approach, according to numerical
findings, may effectively prevent poisoning and membership
inference attacks, thereby boosting the security of FL in 5G
networks. According to Rubayet Shafi et al. (2020) [6],
Resilience, performance, and complexity were major techno-
logical hurdles to overcome while using AI in 5G and beyond
5G. Beyond-5G and sixth generation (6G) networks with AI-
enabled cell networks were presented as a possible roadmap for
future research to identify top challenges such as training is-
sues, lack of bounding performance, and uncertainty in gen-
eralization, as well as a possible roadmap to realize the vision.
In order to safeguard the user’s identity and location, Hui Li
et al. (2019) [7] implementedUGG, IPP, and LPP algorithms in
the SBMs upload of a blockchain-based VANET. Two factors
were used to assess the availability of k-anonymity unity:
connection and average distance. Extensive simulations have

shown the effectiveness of a blockchain-based VANET. &e
simulation took into account a number of elements, such as
system time, average distance, connection quality, and privacy
breaches. In terms of processing time, the suggested design
outperforms the current designs, according to the simulation
results. &ey also demonstrate that their proposed architecture
provides a higher degree of privacy for their users’ identities
and locations. Huijuan Jiang et al. (2019) [8] proposed a
distributed user association strategy based on multi-agent
reinforcement learning to offer load balancing for cognitive
radio networks with several independent APs. APs used re-
inforcement learning to find the optimum user association
rules in the technique they proposed. It is portrayed as a
dynamic match game between the APs and SUs. Every iter-
ation, the APs picked which SUs they wanted to be associated
with, and the SUs then choose which AP they wanted to be
affiliated with based on all the APs’ offers. Comparing the
suggested multi-agent reinforcement learning technique to the
classic max-SINR method, simulation results demonstrate that
system performance is greatly improved while excellent
resilience is maintained by the latter. According to Semba
Yawada et al., (2019) [9] the spectrum mobility in cognitive
radio networks has many key aspects. Despite the difficulty of
upkeep and upgrading, the novel methods to mobility and
connection management attempt to decrease latency and in-
formation loss during spectrum handoff. &e reasons for
spectrum handoff and the methods that lead to it were ex-
amined. Protocols have been developed to show how the
handoff process works. &e different spectrum handoff
methods were compared. &e suggested technique out-
performed the pure reactive handoff method in simulations.
&ere are still many unanswered questions about software-
defined networks in 5G and 6G networks that have yet to be
addressed by Long et al. (2019) [10]. (SDN). SDN technologies
are utilized to introduce 5G and 6G mobile network system
designs. It was thus necessary to draw attention to the main
issues and common SDN-5G/6G application scenarios. &ere
are also comparisons and descriptions of three kinds of soft-
ware-defined 5G/6G mobility management frameworks. We
took a look at how wireless cellular networks handle inter-
ference right now. An overview of interference control tech-
niques was provided in SDN-5G/6G. For software-defined 5G
and 6G networks, the mm-Wave spectrum, the absence of
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standard channel models, huge MIMO, low latency and
Quality of Experience (QoE), energy efficiency, and scalability
are all investigated. According to Daniel Minoli et al. (2019)
[11] in IEEE Spectrum, IoT applications in Smart City envi-
ronments face a number of challenges, including the re-
quirement for small cells and millimeter-wave transmission
issues, building penetration issues, the requirement for Dis-
tributed Antenna Systems, and the near-term introduction of
pre-5G IoT technologies such as NB-IoT and LTE-M, which
could serve as proxies for commercial deployment and ac-
ceptance of 5G. An improved target channel selection method
was developed by Atif Shakeel et al., (2019) [12] in order to
facilitate spectrum handoffs among the SUs in a CRAHN. It
was recommended that SUs be organized during channel
access according to the shortest job first idea using an improved
frame structure that facilitates in cooperation among them in
an ad hoc setting. By enabling SUs affected by inaccurate
channel state predictions to compete for channel access within
a single transmission cycle, the proposed system improves
throughput over previous prediction-based spectrum handoff
techniques. Since there are less collisions in the proposed
method, it outperformed conventional spectrum handoff
techniques in terms of throughput and data delivery time.
Priority was given to Base Stations, PUs, and SUs in addressing
the issue of spectrum resource distribution, according toWang
Bin Song et al. In the research, amulti-layer networkmodel and
a multi-agent systemmodel were introduced.&e RF Plan’s BS
structure and the number of Base Stations were both reduced
thanks to the use ofMAS for resource distribution. Designing a
stratified multi-layer Multi Agent System that works in a
dispersed environment and provides higher network perfor-
mance while using less power is the research gap highlighted. A
network environment for algorithm simulation is set up by
XiaomoYu et al (2022) [13], after which they analyse the overall
performance of the improved genetic algorithm and investigate
the influence of genetic algorithm-related parameters and
network environment-related parameters on the overall per-
formance of the algorithm. &e findings demonstrate the ef-
fectiveness of the enhanced genetic algorithm. It is possible to
enhance network efficiency by approximately 2% while si-
multaneously reducing the frequency of spectrum switching by
approximately 69%.

&e summary of related work is shown in Table 1.

2.1. Research Gap. &e basic purpose of cognitive radio is to
detect interference on the channel that will be shared, as well as
to protect the mobile user (PU) from interference. Due to the
passive nature of cognitive radio, there is currently no practical
means for identifying its impact on a given channel. According
to popular belief, recognising PU signals is the same as finding
spectrum possibilities, which is not the case [14].

3. Dynamic SpectrumManagement Framework

As shown in figure 2, the DSMF incorporates the important
components of a Licensed Spectrum Access domain. &e
SpectrumManager is composed of 2 sub system blocks namely,
Request Manager, which does the management of prioritizing

based on DSA domain spectrum application rules, and Radio
Spectrum Resource component, computes accessible resources
for allocating the PU, on the basis of spectrum application rules
and details saved in a Repository [15]. Regarding the PU block,
amulti-PU channel is applied where a licensed system has User
Equipment or UE associated to PU’s Base Station (BS) provides
optimal power which is received. Primary users, the DSA
Repository, the DSA Spectrum Manager, and a number of
Secondary Users are all implemented in the DSMF. Spectrum
sharing policies may be implemented in bothmacro and small-
cell scenarios using the framework’s techniques for centralized
and distributed allocation of resources. &ere are two separate
modules in the Spectrum Manager, one for managing priority
based on DSA spectrum use rules, and one for calculating
available resources for Primary Users based on spectrum
consumption rules and data stored in the Repository. It is now
possible to have each UE (User Equipment) in the licensed
network associate with the Base Station (BS) that offers the
strongest received power for the PU frame, which is currently
the case.&e Secondary User’s behavior is recorded in the DSA
Repository as an array of “pixels.” Each SU relates to a specific
DSA channel since there is only one array for each DSA
channel. It is necessary for DSA licensees to comply to an
Interference-to-Noise Ratio (INR) of -6dB inside the SU’s zone
of protection. By sharing resources that might otherwise go
unused, DSA aims to increase the framework’s utility [16]. It is
possible that greedy operators may pursue their own interests
at the expense of other Research on node misbehavior was
conducted utilizing the cognitive radio analogy. An analysis of
a fictional cognitive radio system revealed that hostile or selfish
nodesmay engage in acts to disrupt or enhance their own value
in the community of cognitive radio nodes. For enforcing
shared access agreements both before and after the fact, the
authors provide a variety of options. It is hoped that the
preventative measures and punitive measures would inhibit
tampering with the devices’ software and hardware layers,
while the latter is designed to identify and punish disobedient
users. Instead, we advocate for the creation of a grading system
to keep tabs on the DSA’s behavior.

4. Network Model

&e model analyzes a single channel Cognitive Radio
Network. As in practice, with the consensus policy with
mobile network operators, the arrival of PU in a channel is
arbitrary and has the right to access the channel. SU
packets come in two forms: SU1 packets and SU2 packets,
and they’re both utilized by the system. Priority is given to
SU1 packets over SU2 packets. When it comes to taking up
a single channel, the PU packets of the system take
precedence. Additionally, this research makes the as-
sumption that the spectrum sensing for the SUs is optimal.
&is suggests that the system model does not take into
account the interactions between distinct SUs.

&ere is, in fact, to limit the contention of SU flooding
over the channel, a Secondary User buffer prepared for
packets from Secondary User2. If the channel is already full
at the time of an incoming Secondary User2 packet, the
newly arriving Messages from Secondary User2 will be held
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in the Secondary User2 buffer until they are ready to be sent
out. To configure the buffers for Primary User and Sec-
ondary User1 packets, there are no alternatives Because
Primary User packets have the greatest priority, if a Primary
User packet arrives while a Secondary User packet is being
sent, the transmission of the Secondary User packet will be
immediately halted. For the sake of efficiency, the

transmission of a freshly received Secondary User1 packet
may only be temporarily halted by another Secondary User1.
In both Secondary User1 and Secondary User2 packets, the
interrupted packet’s heightened need for transmission
continuation causes both to become impatient. If a Sec-
ondary User packet is stopped during transmission, it will
not be saved in the system and will not be able to be sent

Table 1: Related work Summary.

Reference Proposed Technique
Allocation/
Sharing/
Sensing

Centralized/
Distributed

Simulation/Frequency
Band Efficiency Parameters

Improved

[5]

Blockchain-based safe FL framework
has been presented by the authors in
order to build smart contracts and
prohibit malevolent or unreliable FL

players.

Sharing Centralized MATLAB Improved

PU Arrival
Service time

Number of
Hand-offs

[6]
AI-enabled cellular networks for

Beyond-5G and 6th generation (6G)
networks are on the horizon.

Sharing Centralized

Google Tensorflow on
MNIST dataset and
CIFAR-10 dataset,

respectively.

Improved Data Accuracy

[7]

SBMs are uploaded to the
blockchain-based VANET in a
revolutionary decentralized

architecture employing blockchain
technology that integrates UGG, IPP,
and LPP algorithms with the method
of dynamic threshold encryption and

k-anonymity unity.

Sharing and
Allocation Centralized - -

AI-enabled fault
identification

Self-Recovery
Mechanism

[8]

User association rules are learned via
a reinforcement learning process by
access points on their own in order to
pick secondary user protocols for
handoff and mobility management.

Sharing/
Privacy

Protection
Distributed MATLAB Improved

system time,
average
distance,

connectivity,

[9] Protocols for Handoff and Mobility
Management

Sharing and
Allocation Distributed Simulated OFDM

based CR Improved

System
&roughput

SU Transmission
Rate

[10]

Examined new 5G and 6G software
defined networks (SDN) technology,
which encompasses system design,
resource management, mobility
management, and interference
control. SDN is a cutting-edge

technology.

Sharing Distributed MATLAB Improved

Bandwidth
Collision
Probability

Delay

[11]

&e millimeter wave spectrum must
be addressed in order to

accommodate high data rates in 5G
cellular technology.

Sharing Distributed MAC Protocol from
IEEE 802.11a Improved

Collision with
SU

Extended Data
Delivery

&roughput

[12]

&e spectrum handoff between SUs
in a CRAHN is improved using an

upgraded frame structure that
promotes coordination among SUs
based on an imperfect channel state

prediction.

Sharing and
Allocation Distributed

Deployed a
Hierarchical Multi
Agent System Model

for 5G

Improved
Channel
Resource
Allocation

[13]

A new paradigm for 5G cellular
communication networks has been
proposed, which balances resource
distribution between main users,
secondary users, and base stations.

sharing Distributed MATLAB Improved Switching
probability
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again. It is possible for Secondary User packets to exit the
system and broadcast on another open channel if they are
interrupted. In light of the digital nature of current net-
works, the discrete-time Markov chain model shown below
may be constructed by using the spectrum allocation ap-
proach described above. R � 1, 2,... is a convenient way to
represent the division of time into equal-sized slots on an
axis. Estimated arrival rates of Primary User, Secondary User
1, and Secondary User 2 packet transmission rates are
predicted to follow geometric distributions at intervals
determined by their respective rates of service µ1, µ21, and
µ22. If PU arrives back in channel, it is the responsibility of
the algorithm to release the channel from SU to PU.

A system with a large number of Secondary User2
packets, a large number of Secondary User1 packets, and an
even larger number of Primary User packets may be de-
scribed by the following equation: A three-dimensional
process comprised of the number S(2) of Secondary User
packets, the number S(1) of Secondary User1 packets, and
the number Pn of Primary User packets may be used to
abstract the changes in the number of distinct packet types in
the system. A discrete-time three-dimensionalMarkov chain
is thus formed by S(2), S(1), and Pn. &e state-space of S(2),
S(1), and Pn may be expressed using the model assumption
mentioned before.

θ � (K, 0, 1)∪ (K, 0, 0)∪ (K, 1, 0): 0≤K≤∞{ }. (1)

5. EVALUATION OF MODEL

Assume that P is the probability matrix of state transitions in
the Markov chain S(2), S(1), and Pn. &e system model
implies that the buffer capacity of Secondary User2 packets is
limitless in order to accommodate additional Secondary
User2 packets in the system. A consequence of this is that P
is unlimited in its size by the number of packets experiencing
state change for Secondary User2. Here’s an example of how
you can represent P and it is shown in (1).

p �

a b

d a b

d a b

⋱ ⋱

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2)

Secondary User1 packet transmissions are unaffected by
Secondary User2 packets in the analyzed cognitive radio
network with categorized Secondary Users and impatient
packets. &e primary and secondary user1 packet trans-
mission operationsmay be seen as a single-server pure losing
priority queueing architecture.

&e transmissions of the Secondary User2 packets, on
the other hand, are impacted not only by the transmis-
sions of the Primary User packets, but also by the
transmissions of the Secondary User1 packets. As a
consequence, the performance of Secondary User2
packets will be the exclusive emphasis of this section. &e
c rate of interruptions, throughput, and average latency of
Secondary User2 packets are among the key performance
measures that we create algorithms for. &e number of
Secondary User2 packets that are interrupted and leave
the system per slot is what is meant by the interruption
rate for Secondary User2 packets. &e rate at which
Secondary User2 packets are being interrupted may be
described as in (3):

c � 
∞

a�0
πa,0,0μ22 1 − λ21λ22( . (3)

&e throughput ϕ of total number of the Secondary
User2 packets successfully sent per slot is defined as
Secondary User2 packets. A Secondary User2 packet may
be successfully broadcast if and only if it is not inter-
rupted during transmission. Equation (4) may be used to
describe the throughput of packets transmitted by Sec-
ondary User2:

ϕ � λ22 − c. (4)
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Figure 2: Dynamic Spectrum Management Framework.
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&e average delay β in arrival of a Secondary User2
packets and their exit from system is defined as the Sec-
ondary User2 packets. Little’s calculation for the mean delay
of Secondary User2 traffic is expressed in (5)

β �
E[SU2]

λ22
, (5)

where the system’s mean SU2 traffic in steady-state is
denoted in (6)

E[SU2] � 
∞

a�0
πa,0,0 + πa,0,1 + πa,1,0. (6)

&e Secondary User2 packet cannot ascertain the total
traffic in the CRN prior to making a decision. If a Secondary
User2 successfully sent a packet, it may receive the reward
indicated by R, but if it decides to join the system, it incurs
the penalty indicated by C per slot. If a single Secondary
User2 packet elects to join the system, the Secondary User2
packet’s individual net benefit function We(λ22) may be
expressed in (7)

We λ22(  � 1 −
c

λ22
 R − βC. (7)

6. Coherent Pu-Su Packet Acceptance
Algorithm for DSA

In contrast to standard cognitive radios, adaptive trans-
ceivers transmit data using “dynamic” resources, which are
always changing. In order to make use of this special quality
of cognitive radio systems, the proposed adaptive algorithm
distributes bandwidth for individual traffic regarding the
knowledge of congestion queues’ Quality of Service stan-
dards and the related data of the currently available spec-
trum. As an added bonus, the suggested method, which is
applicable to multimedia applications that generate both
genuine and quasi traffic, dynamically adapts the distribu-
tion probabilities between actual and potential real-time
traffic based on the fluctuation of accessible spectrums.

To minimize the latency of SU packets, they are allocated
a limited buffer with a capacity of N (N > 0). On the other
hand, no buffer is supplied for the PUs, ensuring that the
PUs’ latency requirements are satisfied to the maximum
degree feasible [16].

(1) In an adaptive admission control strategy, the central
controller counts the number of packets in the
system on a regular basis. A fresh SU packet will be
accepted or rejected by the system’s central con-
troller based on its likelihood with acceptance
probability as β� 1/(λ + 1) or reject it with probability
β to the packet count of the system multiplied by the
Coherent Factor. &e system access probability is
inversely proportional to the system packet count.

(2) When an SU packet is permitted into the system, it is
queued in the buffer if the channel is currently in use
by another packet. If the buffer is full, this SU packet
will be terminated.

(3) To prevent conflict, the newly coming PU packet will
be stopped if the channel is already in use by another
packet of the same type [17]. If a packet of the same
type is already in use by another PU, the newly
arriving PU packet will interrupt this SU packet’s
transmission and take over the channel.

A packet from an SU that was in transit is returned to the
SUs’ buffer and placed at the front of the queue if the
transmission was interrupted. If the buffers of the SUs be-
come full, the system will force the last SU packet queued to
exit. Since there is only one gap in the buffer when a fresh
admission of an SU packet happens concurrently with an
interruption of an SU packet, the newly admitted SU packet
will be rejected by the system. Since the interrupted packet
has a greater priority than the newly accepted one, it takes
precedence. &e greater the number of packets in a system,
the greater the likelihood that it will be accessed. When the
system is overloaded with packets, it’s less probable that one
of the freshly arrived SU packets will be accepted. Coherent
PU-SU Packet Acceptance Procedure is represented inj
figure 3.

7. Algorithm Analysis

7.1. Spectrum Analyzer Setup. Each cellular band was
measured throughout the day where table 1 detail the
spectrum analyzer and antenna specifications, respectively.
&e spectrum analyzer’s frequency range is set at 100KHz to
3GHz. &e spectrum occupancy measurement is recorded
and plotted using the Rohde & Schwarz FSH Remote and
MATLAB software. Spectrum occupancy was determined
using a spectrum analyzer operating at frequencies ranging
from 100 kHz to 3GHz.

7.2. Parameters and Values. Typical Wi-Fi network pa-
rameters, such as RTS � 44 bytes, CTS � 38 bytes, payload �

250 bytes, SIFS and DIFS � respectively 15, 34 microseconds
and a slot size of 1 ms are used in the numerical results. We
also employ a transmission rate of 10 Mbps while operating
in the 2.4 GHz frequency range. &e packet transmission
rate is determined as µ1, µ2 � 0.5.

Additionally, the Malleable or Coherent Factor β data set
is set to � {0.0 through 0.1 to, 1.0} with β� 0 being the
standard access to system method without using admission
control. &is demonstrates the Coherent Factor’s effect on
the system’s performance and the suggested adaptive ad-
mission control scheme’s efficiency.

Simultaneously, we adjust the arrival rates of the PU and
SU packets to λ 1 � 0.2 and 0.3 and λ 2 � 0.4 and 0.6 and
investigate the impacts of the arrivals of the Primary User
and Secondary User packets on measuring performance in a
novel approach. For the sake of illustration, we assume that
the SU’s buffer capacity is set at N � 10. We derive that
increasing the Secondary User buffer capacity increases the
throughput and mean delay of the Secondary User packets.

From Figure 4, we infer that as the Factor of Coherent
Function grows, SU packets’ throughput decreases in the
same way with the λ 1, the arrival rate of the packets from PU
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and λ 2 of the SU packets.&e reason for this is that when the
Coherent Factor β increases, the likelihood of a fresh in-
coming Secondary User packet being acknowledged for the
system decreases, resulting in a throughput decrease of the
Secondary User packets.

7.3. Performance Optimization Assumptions. Certain as-
sumptions are made that will be used in further
optimizations.

(1) In this scenario, it is assumed that an arriving SU
packet does not know the current number of
packets in the system and is unsure whether the
system would allow it. &is is a distinct assump-
tion. A SU packet will either enter the system
permanently or not at all, depending on its state
when received.
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(2) Assume R is the reward for successfully transmitting
an SU packet. Because the admission of SU packets
into the system is not assured, the introduction of a
new SU packet is known as a trial. Each trial is
charged of fee T. (T R).&at is, whenever a SU packet
is received in the system, regardless of whether it is
effectively delivered, it incurs a cost T for attempting
to enter the system.

(3) Γ represents the expected pace of arrival of the SU
packages

We would get the following equation for the likelihood
of sending an SU packet successfully:

ω λ2  �
S

λ2
. (8)

S denotes the throughput of Secondary User traffic, and
λ2 denotes the arrival rate of Secondary user traffic. &e
individualized net positive β(λ2) for an SU packet seeking to
enter the service is calculated as in eqaution (9):

β λ2(  � ω λ2( (R − T) − 1 − ω λ2  T � ω λ2 R − T. (9)

&e unique net gain of an SU packet decreases as-
ymptotically as the rate of SU packet arrival rises.We analyze
three scenarios to determine the ideal trial technique for a
single SU packet as given in the Table 2:

&e term “Collective Net Gain” refers to the following in
equation (10):

βc λ2(  � λ2 ω λ2 R − T. (10)

Additionally, we investigate the consistent characteristic
of BS(2) in ith numerical findings. We demonstrate through
the following figure 5, how the Collective Net Gain varies
with the arrival rate 2 of SU packets for various Coherent
Factors.

8. Inference From Numberical Results

From Table 3, as PU packets’ arrival rate of λ1 or SU1
packets’ arrival rate of λ21 rises, both the optimum indivual
and collective access rate of effectiveness drop. Since when
the arrival rate of Primary User packets or Secondary User1
packets rises, the probability of successfully transmitting

Secondary User2 packets always decreases. As a consequence,
a greater number of Secondary User2 packets will decline in
reaching the system. Additionally, when incentive R grows,
both the individually optimum and collectively ideal access
rates increase. &e explanation for this trend is self-evident: if
the incentive is bigger, the additional Secondary User2
packets will prefer to contact the system since their interests
are higher. &e numerical findings for establishing the ap-
propriate additional price are shown in the table. However if
the rate of arrival of Primary User or Secondary User1 packets
improves, decline in the ideal extra price f is observed.
Secondary User2 packets are more likely to drop out of the
system if Primary User or Secondary User1 packet rates rise.

8.1. Discussions. We concentrated on the limits imposed by
channel dynamics and the varying attitudes of PU and SU
during times when research must be enforced. We proposed
a new algorithm called Coherent PU-SU Packet Acceptance
Algorithm For DSA that deals with Channel Reservation
using white space terminology, Spectrum Selection and
Allocation to the CR-SU by taking into account the func-
tional outputs of the PU-SU dynamics, which involves the
contention of SUs for a defined frequency and the con-
straints imposed by the PUs on the same frequency. &e
proposed algorithm offers additional services for 5G
CORE such as User behaviour based spectrum resource
allocation and Policy based dynamic spectrum manage-
ment framework.

Table 2: SU packet arrival scenarios for analysis.

Scenario 1 Scenario 2 Scenario 3
β(0+) β(T) β(0+) > 0 and β(0+) < 0

Even if no additional SU packets enter the
system, the SU packet that attempts to join
will get no advantage. &us, the trial strategy
with probability ηe � 0 is the ideal approach,
and there is no alternative optimal strategy
[18].

Even if all prospective incoming SU packets
attempt to enter the system, they will all get
non-negative advantages in this situation.
&us, the trial strategy with probability ηe � 1

is the ideal approach, and there is no
alternative optimal strategy.

If all SU packets enter the system with
probability q�1, the Secondary User traffic
packet that attempts to join will get a negative
net benefit. As a result, q�1 is not the best
option. On the other hand, if all SU packets
enter the process with probability q�0, the
packet from SU that attempts to combine will
get a net positive benefit. &us, q�0 is also
not an ideal option. As a result, the best trial
probability is ηe � e, where e is determined by

solving the equation β(Γ) � 0
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9. Conclusion and Future Work

As a result of the discussion above, we can affirm that the
Dynamic Spectrum Management framework used to control
spectrum in Cognitive Radio networks is capable of providing
very efficient solutions to a variety of cognitive radio difficulties.
&e use of DSMF in cognitive radio networks is intriguing and
represents an unexplored research topic. &e Dynamic Spec-
trum Allocation Framework for the 5G environment did not
consider the applications which operate on 5G radio envi-
ronmental dynamics. To address the Application Specific QoS
parameters in a 5G scenario, we need to focus on collaborating
our proposed Dynamic Spectrum Management framework
with the 5G CORE [19]. A fundamental promise of 5G is to
offer stakeholders with significantly faster speeds. 5G networks
are projected to operate at higher frequencies, including 3-
6GHz, which intersects with satellite C-band, and 26-30GHz,
which intersects with satellite Ka-band. To allow CR-enabled
spectrum management at these frequencies, CORE function-
ality must be separated from wireless networks [20,21]. Our
proposed algorithm in conjunction with 5G CORE is intended
to give the ideal solutions for such a high-capacity 5G network
situation. As a future direction customizedAccessModification
Function (AMF) with our proposed algorithm in 5G-CORE is
suggested for better performance.
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*e number of comments/reviews for movies is enormous and cannot be processed manually. *erefore, machine learning
techniques are used to efficiently process the user’s opinion. *is research work proposes a deep neural network with seven layers
for movie reviews’ sentiment analysis. *e model consists of an input layer called the embedding layer, which represents the
dataset as a sequence of numbers called vectors, and two consecutive layers of 1D-CNN (one-dimensional convolutional neural
network) for extracting features. A global max-pooling layer is used to reduce dimensions. A dense layer for classification and a
dropout layer are also used to reduce overfitting and improve generalization error in the neural network. A fully connected layer is
the last layer to predict between two classes. Two movie review datasets are used and widely accepted by the research community.
*e first dataset contains 25,000 samples, half positive and half negative, whereas the second dataset contains 50,000 specimens of
movie reviews. Our neural network model performs sentiment classification among positive and negative movie reviews called
binary classification. *e model achieves 92% accuracy on both datasets, which is more efficient than traditional machine
learning models.

1. Introduction

*e most pleasant passage of time in the modern world is
watching movies. People like to give their opinion onmovies
[1]. Movie reviews are comments or views of persons who
have watched the movie. *e collection of all these reviews
assists the users in knowing whether the movie is worth
watching [2].

Sentiment analysis is a field of study in which we ex-
amine people’s sentiments, opinions, attitudes, and emo-
tions based on some entities like services, products,
organizations, topics, events, and their attributes [1]. *e
objective of sentiment analysis is to find whether these pieces
of text convey negative, positive, or neutral opinions.

*ere are some dissimilarities between sentiment anal-
ysis and opinion mining. *e first significant difference is
that opinion must always have an owner (holder/owner of
the comment) and target (about which holder is com-
menting), whereas sentiment does not have to. Spontane-
ously, opinion mining is used to find out people’s viewpoints
(e.g., disagree, agree) on someone or something [3]. Sen-
timent analysis is used to mine someone’s feelings or atti-
tude. If we respond, “I share your sentiment or feeling,” this
is called sentiment, while if someone’s expression can be
answered by “I disagree/agree,” it is an opinion. It is not
required to differentiate between sentiment and opinion in
most cases explicitly. *is paper considers the words sen-
timent analysis and opinion mining interchangeably.
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To solve the problem of sentiment analysis, three
methods are used: lexicon-based, machine learning, and
hybrid-based methods [4].

Lexicon-based techniques use either dictionary-based
techniques or corpus-based techniques. Dictionary-based
methods use dictionary terms, like SentiWordNet and
WordNet, and corpus-based approaches use statistical
analysis [4].

Machine learning is automatically used to learn from
labeled or unlabeled data automatically, called supervised
learning or unsupervised learning. At the same time, a
hybrid is a combination of both. Machine learning is further
divided into traditional machine learning and deep learning.

Machine learning techniques are also known as tradi-
tional machine learning techniques, where some of the most
popular techniques are SVM (Support Vector Machine),
Decision Tree, NB (Naı̈ve Bayes), and RF (Random Forest).

Deep learningmimics the working of the human brain to
process data and creates patterns.*ese patterns are used for
the decision-making process. *e deep learning approach
can learn automatically and get improved from experience
without any explicit programming.

*is research work proposes a seven-layer deep neural
network model for larger datasets. First, the data is con-
verted into word vectors. According to [5], Word2Vec is one
of the most powerful techniques that Keras offers in an
embedding layer. We use two layers of the convolutional
layer. *e first 1D convolutional layer is used to extract
features from the input data to produce a feature map. *e
second convolution layer summarizes the features selected
by the first convolutional layer.*e global max-pooling layer
reduces the resolution features of the output and prevents
overfitting of the data (Dang, Moreno-Garćıa, & De la Prieta,
2020).

*e dropout layer is used to solve the problem of
generalization and overfitting. *is layer randomly drops
units from the network, while these units are dropped
temporarily, along with all the outgoing and incoming
connections [6].

*e dense layer uses the loss function on the trained
dataset to classify the input features into positive or negative.

*e remainder of the paper is organized as follows:
Section 1.1 introduces the related research work about movie
reviews and machine learning and sentiment analysis,
Section 2 describes the proposed seven-layer deep neural
network model, Section 3 describes the experiments and
results of our proposed model, Section 4 presents discus-
sions, and Section 5 is the conclusion of the research work.

1.1. Related Works. Reference [7] proposed a deep neural
network model for sentiment analysis applied to comments
of YouTube videos, written in Brazilian Portuguese. *e
model has six layers.*is model achieves an accuracy of 60%
to 84% [7].

Reference [6] showed that overfitting is a severe problem
in deep neural networks. A deep neural network with large
parameters is a powerful but slow machine. *e problem of
overfitting is handled using the dropout technique. *is

paper shows that dropout improves the neural network’s
performance in supervised learning.

*ere are certain challenges in processing natural lan-
guages. In recent years, it has been observed that a neural
network is a favorable solution to the challenges of natural
language processing [8]. Moreover, according to [9, 10], the
deep learning approach with two hidden layers is more
accurate than the approach with a single hidden layer.

Reference [11] categorized the sentiment analysis into
three levels. *e first level is the document level, which is
used to categorize the whole document as negative or
positive. *e second is sentence level, which classifies the
sentence.*e third is the aspect or feature level that classifies
the document or sentence based on some aspect.

Reference [12] proposed an unsupervised-based method
in which WordNet dictionary is used to determine opinion
words and their antonyms and synonyms. *is method is
applied to movie reviews classifying each document as
negative, positive, or neutral. *is model uses POS tagger on
the collected reviews, which tags all words of the document.
Reference [12] prepared a seed list that holds some opinion
words and their polarity. WordNet is used to find its syn-
onyms if the extracted word is not in the seed list. *e results
have concluded that the proposed model achieves 63%
accuracy on document classification using movie reviews.

In [13], the proposed SLCABG model combines the
advantages of deep learning and sentiment lexicon. To
enhance the sentiment features within the review, a senti-
ment lexicon is used at the first stage of themodel, and then a
convolutional neural network and GRU (Gated Recurrent
Unit) are used. *ese layers extract sentiment features and
then use the attention mechanism to weigh.

References [14, 15] presented the key challenges faced in
sentiment analysis. Reference [16] presented the two most
essential comparisons of sentiment analysis. First, it dis-
cussed the comparisons between sentiment review structure
and analysis challenges.*is challenge reveals another factor
that challenges faced in sentiment analysis are domain-
dependent. Reference [16] shows that the negation challenge
is very popular in all types of reviews when there is a minor
difference in explicit or implicit meaning. It is also con-
cluded that the nature and review structure present a suitable
challenge. Second, it examines the significance of sentiment
analysis challenges to improve accuracy. Another hot area of
research is the theoretical type of sentiment analysis. *ese
two comparisons are collected from 47 research studies [16].

*e WHO (World Health Organization) declared an
illness on 11th March 2020 because of COVID-19 (Coro-
navirus Disease of 2019). As a result, a significant amount of
pressure has mounted on each country to assess the cases of
COVID-19 and efficiently utilize the available resources, as
there was fear, panic, and anxiety as the number of cases
increased [17]. More than 24 million people had positive
tests worldwide as of 27th August 2020 [17].

Reference [17] extracted facts from tweets related to
WHO and COVID-19 and believes that World Health
Organization is ineffectual in guiding the public.*e authors
therein described that two types of tweets were analyzed.
First, they gathered tweets from 01-01-2019 to 23-03-2020,
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which were around 23,000. *ese tweets were analyzed and
concluded that most of the tweets conveyed negative or
neutral sentiments.

*e second dataset collected from December 2019 to
May 2020, which contained about 226,668 tweets, was an-
alyzed and it was concluded that most of the tweets conveyed
positive or neutral sentiments [17]. *e authors claimed that
the people had posted mostly positive tweets. *is claim was
then validated using a deep neural network classifier having
81% accuracy.

Reference [18] focused on the multilingual text data of
social media to discover the concentration of extremism in
sentiment. *e authors therein used four classifications,
neutral, moderate, low extreme, and high extreme. Reference
[18] extracted Urdu data from a different source, which was
then authenticated by Urdu domain professionals, and it
achieved 88% accuracy. Näıve Bayes and SVM were applied
for classification purposes and achieved 82% accuracy.

According to [19], data encoding has a vital role in
convolutional neural network training. One of the most
popular and simplest encoding methods is one-hot
encoding. But when the dataset becomes large, data does not
spread the full-label set. *erefore, in one-hot encoding, the
relationship between words is independent. However, when
the larger dataset is used, the dimension of the word vector
will be very large.

Reference [19] had two contributions. First, the authors
therein showed that random projections are an effective tool
for calculating embedding having lower dimensions. Sec-
ond, they proposed a normalized eigenrepresentation of the
class, which encodes targets with minimal information loss
and improves the accuracy of random projections with the
same convergence rates.

Reference [20] used an artificial neural network trained
on a movie review database with two large lists of negative
and positive words. *is model achieved 91% accuracy on
training and 86.67% accuracy on validation.

*e study performed by [6] showed that overfitting is a
severe problem in deep neural networks. *e deep neural
network having an enormous parameter is a powerful but
slow machine. *is research work addresses the issue of
overfitting, which means too much learning will be per-
formed poorly on new data but, on the other hand, there is
good performance on the training dataset. *ese problems
are handled using the dropout technique. *is paper
demonstrates that the neural network performs better by
using a dropout on supervised learning. *e dropout value
may be between 20% and 50%; small value has minimal
effect and too large value results in underlearning by the
network.

CNN is the most famous technique in computer vision;
however, recent studies show that convolutional neural
networks perform well on natural language processing.
Reference [21] presented Facebook fast-text word embed-
ding to represent words for sentiment analysis instead of
word embeddings and trained a convolutional neural
network.

Reference [22] proposed a deep neural network model
and conducted experiments using a different number of

CNN layers and different numbers and sizes of filters.
Reference [22] also performed sentiment analysis of Hindi
movie reviews, 50% of the dataset was used for training, and
the other 50% of the dataset was used for testing the model.
*e model proposed by [22] achieved 95% accuracy and
performed superior to traditional machine learning
techniques.

*e model proposed by [22] comprises four layers,
embedding layer, convolutional layer, global max-pooling
layer, and dense layer.

*e first layer, that is, the embedding layer, represents a
sequence of words as vectors, where the dimension must be
less than vocabulary size. Reference [22] used Word2Vec to
capture semantic properties.*e trained model maps a word
to its corresponding vector representation. Softmax prob-
ability is used to calculate high-dimensional vectors for every
word.

Every hidden neuron accepts a one-word vector. *is
means that there must be a hidden neuron in the model for
every word vector.

Reference [22] used the convolutional layer having “m”
kernels/filters to a frame of size “h” over every sentence.
*ese “m” kernels operate in parallel generating several
features.

*e features map produced by the convolutional layer is
given to the global max-pooling layer, which samples these
features and generates the local optimum. *is layer ag-
gregates information/data and reduces representation.

In [22], the experimental results claimed that the CNN
which has two convolutional layers and kernel sizes of 4 and
3 performs better and achieves 95.4% accuracy. In contrast,
CNN with three convolutional layers achieves 93.44% ac-
curacy. When the quantity of the convolution layers and
kernel size increase, the training time also increases.

Reference [8] reviewed the latest studies and showed that
deep learning solves the problems of sentiment analysis and
natural language processing. RNN, DNN, and CNN are
applied using TF-IDF and word embeddings to many
datasets. Word embedding performs well against TF-IDF.
*e convolution neural network outperforms other models,
which present a good balance between CPU runtime and
accuracy.

Reference [23] showed that deep learning is better for
sentiment analysis.*at paper explains the sigmoid function
and how weights are learned in neural networks, and a
particular convolution layer and pooling operations are
used.

2. Methods

Alexandre Cunha proposed a six-layer neural network
model for sentiment analysis to mine features and classified
the comments [7]. However, he recommended that further
work is needed to make this model efficient for analyzing
large datasets (Figure 1).

In this research work, to check the performance of [7],
we implemented the same neural network model in Python
and applied it to larger movie review datasets. Unfortu-
nately, the model does not give satisfactory results. So we
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have proposed a seven-layer deep neural network model for
larger datasets. Furthermore, in this research work, one
more hidden layer (one-dimensional global max-pooling
layer) was added with default parameters and some pa-
rameters were changed in the proposed model of Alexandre
Cunha, which increased the model’s accuracy.

Our proposed model has seven layers. *e first layer is
the embedded layer, followed by two consecutive con-
volutional layers, a global max-pooling layer, a fully con-
nected layer, a dropout layer, and a dense layer.

2.1. Embedding Layer. *e embedding layer is the first layer
of the model and is provided with labeled data. *e em-
bedding layer requires that the dataset must be cleaned. *e
datasets are prepared so that one-hot encoding is generated
for each word. Size of the vector space must be specified as it
is part of the model. We used 256-dimensions.

*e word embedding vectors are initialized in the first
step with small random vectors. One option is one-hot
encoding to map words into word vectors, but there is no
relationship between words in one-hot encoding, as each
word is independent [19]. Furthermore, the dimensions of
the word vector will be very large if the number of words is
large. *erefore, the researchers proposed encoding the
words into vectors to solve the problem of one-hot encoding
[24].

In this study, word embedding is used to convert words
into vectors.*e vocabulary size is restricted to the top 78,000
most common words for dataset-I and 1,08,000 for dataset-II.
256 dimensions are used and cut off the review after 1200
words, which we select from the experimental results of Table
1. *e weights of embedding layers are taken randomly from
the dictionary created from the datasets, and then these
vectors are adjusted through backpropagation [25].

2.2. Convolution Layer. In the convolution layer, the name
“convolution” comes from or means to extract features from
the input data, also called filters. In a one-dimensional
convolutional layer (1D-CNN), features are extracted from

the input data to produce a feature map using a filter or
kernel.

*e convolutional layer is a feed-forward deep neural
network primarily applicable in computer vision, natural
language processing, and recommending systems [8]. *e
objective of a convolutional layer is to extract the most
significant features from the input [26].

We used a convolutional layer to effectively extract
important features using fewer neurons compared to the
dense layer [7]. However, more layers of the convolutional
layer will extract more features from the input vectors.
*erefore, we have used a two convolutional layers. *ese
convolutional layers have 128 and 64 filters size, respectively.

We have used a 1D convolutional layer. *erefore, it
summarizes along with one dimension. Its advantage is that
it automatically detects important features without any
human supervision.

*e second convolutional layer summarizes the features
selected by the first convolutional layer because filter size is
reduced in this layer.

2.3. Global Max-Pooling Layer. *e global max-pooling
layer reduces the resolution features in the output and
prevents data overfitting [8]. Furthermore, according to
[23], pooling layer is used to decrease dimensionality by
releasing the number of factors and hence shortening the
execution time.

We use the global max-pooling 1D layer. In this layer,
the dimensionality of features is decreased without losing
key information. *e features generated by the convolu-
tional layer are summarized in this layer and thee features of
the global region are presented into a feature map. *e next
layer will perform operations on the summarized features.
Now, if there are any variations in the position of input
features, the model can identify them. Pooling operations are
divided into max-pooling and average pooling. In max-
pooling operation, maximum elements are selected from the
feature map of the region, which is converted by the filter. In
contrast, global max-pooling gives a single value by reducing
each channel in the feature map.

Data Preprocessing

Testing Data
25% 

Training Data
75%

Vectorization Model
Training 

Model
Testing 

Evaluation

Figure 1: Methodology workflow.
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2.4. Dropout Layer. Multiple nonlinear hidden layers in
deep neural networks make the model more expressive
which can learn the complicated relationship between input
and output [6].

Generalization and overfitting are two significant
problems in the neural network. *e model’s ability to
perform well on new data is called generalization. In con-
trast, when you train the model on large data and the model
works well on that data but performs poorly on the test
dataset, this problem is called overfitting.

Dropout is a technique that effectively addresses these
problems and combines many different architectures of
neural networks efficiently [6]. Dropout means dropping
visible or hidden units from the network, which are tem-
porarily removed from the network and all its outgoing and
incoming connections.

Reference [6] proposed that a typical dropout value for
hidden units will be in the range of 0.5 to 0.8 because a
shallow value has a very slight effect on the model and a very
high value results in underlearning by the neural network.

*e dropout layer is used with a dropout rate of 0.3,
which we obtained from the experimental results in Table 2.
When the dropout layer is used in the neural network, its
neurons become less sensitive to specific weights, which will
result in a neural network that is less likely to overfit the
training data and can be better generalized.

2.5. Fully Connected Layer. Dense layer (densely connected
layer) means fully connected layer. A fully connected layer
performs primary classification. We have used two dense
layers, one hidden layer, and another is the last layer. *e
hidden dense layer will return an array of 50 probability
scores. It takes a feature vector as input and gives an output
of a 50-dimensional vector. At the same time, the last dense
layer is used to classify features of the input into various
classes.

*e seven-layer sequential neural network model is
shown in Figure 2.

3. Experiments

*is section evaluates the neural network model for senti-
ment analysis.

3.1. Data Collections. *ere are several sources for movie
review datasets like GitHub, Kaggle.com, UCI (machine
learning repository), and IMDb. We extracted movie review
datasets from IMDb. *e critics frequently use movie rating
websites like IMDb to post remarks and rate movies, which
assist users in deciding whether to watch themovie or not. In
this study, we have used two datasets on IMDb, an online

database of information about movies. *ese datasets are
available and broadly accepted by researchers [8]. *e first
dataset (dataset I) is available on Kaggle.com [27], which
contains IMDb movie reviews from the audience, with
25,000 samples having half positive and half negative [28].
*e second dataset (dataset II) is also available on Kag-
gle.com [29], and it is a binary classification dataset con-
taining 50,000 reviews of movies.

3.2. Preprocessing. To improve the quality of sentiment
analysis and reduce errors and inconsistencies in sentiment
analysis, we need to clean the data [1]. We observed from the
datasets that they contain HTML tags and punctuations.
*erefore, we removed the HTML tags and special char-
acters from these datasets. After removing punctuations,
which result in single characters that make no sense, we
removed all the strings having single characters.We replaced
them with a space that creates multiple spaces in our dataset.
*en we removed multiple spaces from our text, and, finally,
we converted the text to lowercase. After cleaning, each
dataset is divided into two pairs, training and testing; 75% of
the dataset is used to train the proposed model and the
remaining 25% for testing. In dataset I, from 25,000 samples,
18,750 sequences or samples are used for training, while the

Table 2: Effect of dropout value.

Dropout Accuracy (%) Precision (%) Recall (%) F1-Score
(%)

0.3 90.23 90.88 89.91 89.78
0.4 89.81 90.33 89.99 89.52
0.6 89.35 89.45 89.96 89.18
0.8 88.89 88.22 87.83 87.35

Model: “sequential”

embedding (Embedding)

Layer (type)

conv1d (Conv1D)

conv1d_1 (Conv1D)

global_max_pooling1d (Global (None, 64)

Output Shape Param #

(None, 1500, 256) 19968000

229504

41024

0

0

51

3250dense (Dense)

dense_1 (Dense) (None, 1)

(None, 50)

(None, 50)

(None, 1490, 64)

(None, 1494, 128)

dropout (Dropout)

Total params: 20, 241, 829
Trainable params: 20, 241, 829
Non-trainable params: 0
None

Figure 2: Seven-layer neural network model.

Table 1: Effect of the input statement using fixed-length dataset I.

Length of sentence Accuracy (%) Precision (%) Recall (%) F1-Score (%)
10 73.19 73.46 73.56 72.83
2375 87.95 88.05 88.65 87.77
1200 88.89 88.22 87.83 87.35
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remaining 6,250 sequences or samples are used for testing.
Meanwhile, in dataset II, 37,500 sequences or samples are
used for training and 12,500 sequences or samples are used
for testing from 50,000 samples.

3.3. Performance Metrics. *e evaluation metric of the
model used in this research work is accuracy.*e parameters
of the accuracy are defined as follows:

TP: *e total number of reviews is is categorized as
positive, and the reviews are positive.
FP: *e total number of reviews is categorized as
negative, and the reviews are positive.
TN: *e total number of reviews is categorized as
negative, and the reviews are negative.
FN: *e total number of statements/reviews is cate-
gorized as positive, and the reviews are negative.

Accuracy is calculated by taking the ratio between the
predicted reviews and the total number of reviews.

Accuracy �
(TP + TN)

(TP + TN + FP + FN)
. (1)

Precision is calculated by taking the ratio between the
reviews predicted correctly as positive and the total number
of predictable positive reviews.

Precision �
TP

(TP + FP)
. (2)

Recall is calculated by taking the ratio between the re-
views that are predicted correctly as positive reviews to all of
the reviews in that class.

Recall �
TP

(TP + FN)
. (3)

F1-Score is calculated by taking the weighted average
between recall and precision.

F1 − Score �
(2∗ Precision∗ recall)

(Precision + recall)
. (4)

3.4. Experiment Results. *ese experiments are performed
using datasets I and II. We took the largest review, average
review, and smallest review length to conduct experiments.
*e parameters of the proposed model are shown in Table 3.
We record the experimental results in Tables 1, 4, and 5. We
discovered from the experimental results that using the
longest review and average review length as a fixed length of
the input gives better results compared to the smallest review
length. Furthermore, the average length review is more
effective in terms of processing speed and accuracy, which
affects the performance of the proposed neural network
model. *e experiments in Table 5 are performed on the six-
layer model proposed by [7]. It is shown in Table 5 that the
accuracy of the six-layer model is less than that of our
proposed model.

*e generalization performance of the neural network
model is improved by using a dropout layer. Different
dropout values are used in the experiment. It has been
observed from the experiments that when the dropout value
is set to 0.3, the model’s performance is optimum.*e results
of the experiments are shown in Table 2. *e experimental
result of Table 2 is on the seven-layer model and the ex-
perimental results of Table 6 are on the six-layer model [7],
whose accuracy is not more than 52.39%.

It has also been observed from the experiments that the
model’s performance is affected by the number of iterations.
When we increase the number of iterations, the performance
of the model also improves. It is presented in Tables 7 and 8
and also shown in Figures 3 and 4. *e experiments in
Table 9 are performed on the six-layer model, with accuracy
not more than 55%.

*e testing accuracy, recall, precision, and F1-Score are
shown in Tables 10 and 11.

From Tables 10 and 11, it is noted that the model
achieved a final accuracy of 91.18% on dataset I and 91.98%
accuracy on dataset II. Meanwhile, from Table 12, it is noted
that the six-layer model achieved a final accuracy of 53.70%,
which is less than that of our proposed model.

4. Discussions

We proposed a seven-layer deep neural network model for
sentiment analysis to classify movie reviews in this research
work. Before the word vector is input into the model, the
data is preprocessed to improve the quality of sentiment
analysis. We remove HTML tags, punctuation marks, and
spaces in preprocessing as they do not contain any

Table 3: Parameters of the model.

Parameters Values
*e length of the input sentence 1200
*e dimension of the word vector 256

*e thesaurus size 78000,
108000

*e size of the convolution kernel 7× 5
*e number of hidden neurons in the convolution layer 128
Dropout 0.3

Table 4: Effect of the input statement using fixed-length dataset II.

Sentence
length

Accuracy
(%)

Precision
(%)

Recall
(%)

F1-Score
(%)

6 73.28 74.74 71.40 72.28
2375 90.85 91.03 90.93 90.47
1200 91.04 91.13 91.09 90.66

Table 5: Effect of the input statement using fixed-length six-layer
model.

Length of sentence Accuracy (%) Precision (%) F1-Score (%)
10 68.41 66.51 89.35
2375 50.28 50.05 99.78
1200 52.39 53.97 99
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information. For feature selection, we have different options,
but the most effective method is word embedding. So we
used word embedding (embedding layer), which is used to
convert text into vectors so that words with similar meanings
get a closer vector.

In addition, we found that the length of the input review
affects the model’s performance. *erefore, we select small,
average, and maximum review lengths, where the average
review length gives better results on the model. After the
embedding layer, two consecutive convolution layers are
used to extract the essential features from the data. We use
the convolution layer because it extracts features from fewer
neurons compared to the traditional dense layer. *e second
convolutional layer summarizes the features selected by the
first convolutional layer. *en we use the global max-
pooling layer to decrease dimensionality without losing key

features and prevent the model from overfitting data. A fully
connected layer takes the features vector generated by the
global max-pooling layer as input and provides an array of
probability as output. A dropout layer is used to randomly
drop hidden layer neurons to reduce overfitting and improve
generalization error. *e value of the dropout layer is set to
0.3 because when the value of dropout is set to 0.3, the
model’s performance is optimum. Finally, a dense layer is
used to classify sentiment features as positive or negative.

5. Conclusion

*e model proposed by [7] is a deep neural network con-
sisting of six layers applied to two video comments on
YouTube. *e accuracy of this model is in the range of 60%
to 84% [7]. It was suggested that this model would be applied
to a larger dataset. We applied the same model to larger

Table 8: Effect of the iterations on the model’s dataset II.

Epoch Accuracy (%) Precision (%) Recall (%) F1-Score (%)
1 91.04 91.13 91.09 90.66
2 96.84 97.00 96.75 96.74
3 99.18 99.16 99.20 99.14
4 99.42 99.44 99.38 99.38
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Figure 3: Accuracy on dataset I.
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Figure 4: Accuracy on dataset II.

Table 9: Effect of the number of iterations.

Epoch Precision (%) Accuracy (%) F1-Score (%)
1 54.09 52.48 100
2 54.59 53.14 100
3 54.58 53.65 100
4 54.93 53.87 100

Table 10: Test results of the model’s dataset I.

Epoch Accuracy (%) Recall (%) F1-Score (%) Precision (%)
Testing 92.18 92.53 91.94 91.79

Table 11: Test results of the model using dataset II.

Epoch Accuracy (%) Precision (%) Recall (%) F1-Score (%)
Testing 91.98 94.14 89.93 91.72

Table 12: Test results using dataset I.

Epoch Accuracy (%) F1-Score (%) Precision (%)
Testing 53.70 100 52.14

Table 6: Effect of dropout value.

Dropout Accuracy (%) Precision (%) F1-Score (%)
0.3 52.39 53.97 99
0.4 52.10 53.67 100
0.6 52.25 53.18 100
0.8 51.74 52.08 100

Table 7: Effect of the iterations on the model’s dataset I.

Epoch Accuracy (%) Precision (%) Recall (%) F1-Score (%)
1 89.99 90.58 90.01 89.52
2 97.13 97.29 97.01 97.02
3 99.63 99.63 99.64 99.62
4 99.89 99.92 99.88 99.89
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datasets of movie reviews, but it gives 55% accuracy. We
added one more layer called the global max-pooling layer in
the same model as Alexandre Cunha and changed some
parameters, improving the model’s accuracy from 55% to
92%. *e accuracy of the six-layer model proposed by [7] is
less because the dataset used is large, and every review of the
dataset is about 1500 words (cut-off review).

We have successfully implemented a deep neural net-
work with seven layers on movie review data. Our model
achieves accuracy of 91.18%, recall of 92.53%, F1-Score of
91.94%, and precision of 91.79% on dataset I, and, on dataset
II, the model achieves accuracy of 91.98%, precision of
94.14%, recall of 89.93%, and F1-Score of 91.72%.

Data Availability

*e code and data used to support the findings of this study
have been deposited in the GitHub repository and are
available at https://github.com/asifntu/sentimentanalysis.
*e readers can easily follow the steps to reproduce the
study.
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Neuroimaging is critical in the diagnosis and treatment of brain cancers; however, the first detection of tumors is a challenge.
Detection techniques like image segmentation are heavily reliant on the segmented image’s resolution. Magnetic resonance
imaging (MRI) tumor segmentation has emerged as a new study area in the medical imaging field. (is spongy and delicate mass
of tissue is the brain. Stable conditions allow for patterns to enter and interact with each other. To put it simply, a tumor is a mass
of tissue that has grown unchecked by the natural mechanisms that keep it under control. When cells divide uncontrollably, they
create a cancerous tumor. Brain tumors can be detected and segmented using a variety of methods. A new method for detecting
brain tumors using MRI images is presented in this research. An innovative Woelfel filter is used for enhancement, and
morphological segmentation approaches combined with anisotropic diffusion are used for segmentation. Segmentation of brain
tumors can be accomplished using thresholding andmorphological techniques, which are both effective.(e tumor will be located
and identified using morphological image processing. Image denoising refers to the process of removing artefacts such as noise
and aliasing from digital images. Here MATLAB programming language is utilised as it incorporates all the toolboxes required for
the application involved in the work.

1. Introduction

Medical imaging research has resulted in the development of
diagnostic techniques such as computed tomography (CT),
magnetic resonance imaging (MRI), and ultrasound. Each
has its own set of pros and disadvantages. Medical imaging is
the technique of creating images of the inside of the body in
order to aid in the diagnosis of a medical condition. It not
only aids in the treatment and identification of sickness but
also allows for the discovery of inner structures that lay
beneath the surface of the skin and bones, which is quite
useful. It identifies abnormalities by comparing them to a
database of normal anatomy and physiology. (e segmen-
tation of brain tumors is a crucial topic in the field of
magnetic resonance imaging (MRI). Image segmentation is

the process of breaking down a complex image into smaller,
more manageable segments for simpler analysis [1]. An MRI
scan of the brain is one of the most regularly used diagnostic
procedures for the detection of brain tumors. (e magnetic
resonance imaging (MRI) machine operates in the same
way. During scanning by a radio transmitter, an antenna
(coil) captures a radio wave generated by the patient’s body.
(e radio transmitter then delivers a radio wave through the
patient’s body, shaking the protons in the process, which
then generates a new radio wave. When the new radio wave
is received, it is processed by a computer algorithm, which
results in the creation of the magnetic resonance image
(MRI). Tumors can be classified into two categories: primary
tumors and secondary tumors [2]. Malignant tumors, on the
other hand, are cancerous tumors that spread over a
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prolonged period of time. (ey are rapidly expanding, but
their borders are unclear. It is possible to develop primary
and secondary malignancies [3–5]. It would be helpful to
have an automated system for finding, locating, and clas-
sifying things [6]. It is possible to execute a range of medical
imaging techniques in order to make an accurate diagnosis
of tumors. Stroke lesions are investigated using magnetic
resonance imaging (MRI) sequences depending on a range
of factors, including the patient’s age, location, and severity
[7]. In the context of treatment, the adoption of a com-
puterised system for determining the rate of sickness pro-
gression may be beneficial [8].

2. Related Works

Medical imaging techniques use direct observation of body
tissues to provide a relatively accurate diagnosis of disease
without surgery. (ere have been numerous advancements
in nanoscale imaging techniques during the last few decades.
It is possible to capture images of the internal organs and
tissues of the body using medical imaging. To put it another
way, the disease can be treated better and faster, resulting in
less agony and less expense for the patient. Imaging can also
be used to track the progression of a disease and determine
whether or not a treatment is working. Medical image
processing’s primary goal is to extract relevant and accurate
information from images with the least amount of error
feasible. Because of the brain’s intricacy, it is challenging to
identify brain tumors using MRI imaging. A brain tumor is
defined as an abnormal growth of brain tissue that impairs
normal brain function. It is vital to obtain medically relevant
information from magnetic resonance imaging (MRI) in
order to diagnose and treat patients. When it comes to non-
invasively diagnosing brain tumors, computer-aided de-
tection (CAD) is favoured. When employing MRI to capture
the pictures of the brain, noise and artefacts such as labelling
and intensity changes are inevitable during the acquisition
process [9]. (ere are also numerous other structures in the
brain imaging, including cerebrospinal fluid, grey and white
matter, and skull tissues, apart from the tumor.

(e authors in [10] proposed a model in which the MRI
brain images are first preprocessed using the median filter,
and then the segmentation component of a particular image
is completed. Region-based, threshold-based, cluster-based,
and region-merging segmentation techniques were all dis-
cussed by the researchers in [11].

Another study can diagnose a brain tumor using a
combination of handmade and deep learning characteristics
[12–14]. Authors have presented malignant vs. benign and
low-grade to high-grade glioma classification [15–18]. (ere
are tumors in the human brain that are composed of a large
number of abnormal cells or “tumors.” (e sooner the brain
tumor is discovered, the better [19–22]. (e segmentation of
MR brain images to detect and extract tumor areas has been
the subject of numerous studies. References [23–27] contain
some of the related research on brain tissue segmentation
using clustering and other approaches. It is difficult to
segment images despite extensive research because of a
variety of issues, such as diverse visual content and objects

with non-uniform textures. While various algorithms and
strategies exist, there is still a need for an effective, rapid
method of segmenting medical images [28–30].

3. Methodology

(e one-of-a-kind filter design would be selected almost
universally since the complexity of the filter has little bearing
on its implementation in a digital system. Both filters were
the same size (order) and would process an image in around
the same length of time.

(eWoelfel method is used in this procedure (using two
FIR filters). (e employment of FIR filters, whether deci-
mating or interpolating, allows for the omission of some
calculations, resulting in significant computing savings.
When IIR filters are employed, however, each output must
be calculated individually, even if that output will be dis-
carded (so, the feedback will be incorporated into the filter).
(ey are suitable for multi-rate applications. We mean
“decimation,” which means lowering the sample rate, and
“interpolation,” which means increasing the sampling rate
or both. FIR filters are used for decimating or interpolating,
and they allow some calculations to be skipped, resulting in
significant processing efficiency. When IIR filters are
employed, however, each output must be calculated indi-
vidually, even if that output will be discarded (so, the
feedback will be incorporated).

An organised collection of structured data, or “data,” is
stored electronically in a computer system. In this way, it is
possible to access and handle the data in a streamlined and
efficient manner.

A brain MRI scan may be considered to evaluate the
brain for tumors and other lesions, traumas, intracranial
hemorrhages, and structural anomalies. (e rgb2gray
function removes the hue and saturation information from
RGB images while keeping the luminance; this is referred to
as the “color mapping” procedure.

(e power spectral density (PSD), often known as the
power spectrum, is a metric for evaluating a signal’s power
over its whole frequency range. By multiplying the Fourier
terms by their complex conjugate and scaling by the number
of samples, we can obtain an estimate of the PSD at fre-
quency [31–33].

Roundoff noise causes a rise in the power spectral density
(PSD) at the filter system object’s output. Quantization
mistakes in the filter are the causes of this noise. To calculate
an average, L is the number of trials that were performed.
(e average of the L trials is used to calculate the PSD. (e
better the estimate is, the more trials you specify and the
longer it takes to compute, but this comes at a cost. Ten trials
are considered default when you do not specify L.

Filters are most typically used in image processing to
suppress either the high frequencies in an image, resulting in
a smoother image, or the low frequencies in an image,
resulting in the augmentation or detection of edges in the
image. Filters can be applied to an image in either the
frequency domain or the spatial domain. Smoothing tech-
niques are used in digital picture processing to remove noise.
Image filtering is a critical step in the smoothing process.
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Digital photos are enhanced and modified using filtering
algorithms. Image filters are also used for blurring, noise
reduction, sharpening, and edge identification. FIR filter
design can be done using a variety of well-known and proven
techniques. (e implementation of FIR filters is straight-
forward. It is possible to create distortion-free FIR filters by
using linear phase design principles. Image processing ap-
plications do not benefit as much from the infinite impulse
response (IIR) filter class as it does from others. Stability and
ease of implementation are not inherent in this filter, as they
are in the FIR filter. Because of this, this toolbox does not
have IIR filtering capabilities. (e picture quality improves
and becomes clearer when using the Woelfel filter as
compared to other filters, and an isotropic diffusion ap-
proach and these output images are utilised to do the
morphological operation and discover brain tumors. Mor-
phology refers to a broad range of image processing tech-
niques that alters pictures based on the contours of the
objects in the pictures. (e output image of a morphological
operation is always the same size as the input image because
it is created by using a structural element. In amorphological
process, the value of one pixel in a picture corresponds to the
value of another pixel in its immediate neighborhood.

Only a limited amount of information was permitted to
travel through the boundaries of the unique filtering image’s
PSD, which had no ringing.

(ere are advantages and cons to each strategy. We have
compiled some of the most significant findings in the field of
image denoising in this project. For this section, we begin by
defining an image denoising problem and then discuss
various image denoising approaches. MSE and SNR are used
as the primary tools for noise removal in the project. To get
an SNR of 20–30 dB, this filter would not degrade the image
or lose crucial information. An issue noticed was that the
SNR and blurriness appeared to be correlated. SNR, on the
other hand, grew in proportion to the image’s fuzziness.
(ese methods are used to detect tumors.

Known also as Perona–Malik diffusion, anisotropic
diffusion in the field of image processing and computer
vision reduces noise in images while preserving critical
characteristics such as edges and lines that aid in the in-
terpretation of the image. If you think of anisotropic dif-
fusion as an image generation method, it is similar to the
diffusion process that produces a parameterized family of
gradually blurrier images. When using the anisotropic
diffusion filter, often known as ADF, it is possible to keep
the image’s borders while simultaneously adaptively re-
ducing noise from the picture. Anisotropic diffusion filters
frequently make use of the technique of spatial regulari-
zation. When building their models, anisotropic models
take into account a number of other factors in addition to
the modulus of the edge detector. Anisotropy was initially
included into diffusion processes as a response to the need
to manage one-dimensional features such as line-like
forms.

An image processing approach that changes the pixels in
the picture comes into play later in the process.(ere are two
ways to identify pixels in a grayscale image: either utilising
complex image processing techniques or a simpler set of

operations that do not require as much arithmetic. When we
dilate an image, we are essentially expanding it. Adding
pixels to an image’s borders increases the number of pixels in
an object’s area. It is under the command of the structural
element. After the dilation procedure is complete, the brain
tumor is discovered.

3.1. Algorithm

Step 1. Import an image; in this case, MRI scan image is
acquired from database.

Step 2. Take RGB image as input and convert it to grayscale
before storing it in another variable to calculate the mean
luminance (intensity of light).

Step 3. Display of PSD estimate via mesh grid image
visualization.

(e PSD of the signal is computed from discrete Fourier
transform of image as

P((U, V)) �
1
N

|F(U, V)|
2
, (1)

where N is considered as the width of the frequency
spectrum.

P (U, V) is the PSD of the image.
F (U, V) is the discrete Fourier transform of image

f(x, y) given by

F(U, V) � F f(x, y) . (2)

We can estimate the visualization of base image using the
mesh grid PSD.

Step 4. A grayscale PSD image estimates the PSD visuali-
zation of the base image.

Step 5. Random noise will be added to the PSD of the
image’s PSD.

Step 6. Noisy image as a result is obtained.

Step 7. Mesh grid PSD can be attained to estimate for the
visualization of noisy image.

Step 8. Once again, we obtain the PSD of the noisy image.

Step 9. (e PSD of the noisy image output is provided.

Step 10. (e Woelfel filter output image is attained.
It provides the PSD of the output image, and the SNR of

the output image is higher when compared to the existing
method, which improves image quality.

Step 11. (e highest quality image the detector receives is
the output image of the Woelfel filter.
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Step 12. (e outcomes from filter are fed to the anisotropic
diffusion to provide a thresholded image by highlighting the
tumor.

Step 13. (e morphological operation output image is
subjected to dilation.

Let A and B be sets of image function, and the dilation of
A by B is defined as

A⊕B � z|(B)∩ A≠∅ . (3)

In dilatation, set B is frequently referred to as the
structural element. (is equation is based on finding B’s
reflection about its origin and shifting it by z; in the
meantime, B and A overlap by at least one element.

Step 14. (e tumor is detected in the brain after the dilation
process is completed.

4. Experimental Results and Analysis

(e brain BMP scan image was loaded from a medical
database for the initial step of the inquiry and is depicted in
Figure 1 as an example of what was done. (e PSD estimate
for the noiseless BMP scan was calculated and displayed
using two different methods, as depicted in Figure 2. (is is
because the power spectral density (PSD) analysis of an
image must be performed in two dimensions based on pixel
value and position. A three-dimensional (3D) recording of
the mesh grid portrayed the PSD estimation. (e use of PSD
analysis can be highly beneficial when attempting to de-
termine the frequency content of photographs. Determining
the frequency content of images is the first step in many
different strategies for processing photos, such as com-
pression, edge identification, and analysis.

Figure 3 depicts a 2D representation of the PSD esti-
mation in greyscale, as depicted in Figure 4. (ese photo-
graphs were created with the help of the standard PSD code.
It is possible to measure the power spectral density (PSD) or
power spectrum of a signal by looking at how much power it
has over a wide range of frequencies. It is possible to derive
an estimate of the PSD at frequency by multiplying the
Fourier components by their complex conjugate and scaling
the result by the number of samples taken. Figure 5 illus-
trates how noise accumulates over time to produce a clut-
tered image.

(is produces the mesh grid PSD estimate shown in
Figure 6 as well as the corresponding grayscale PSD visu-
alization in frequency domain shown in Figure 7. Both of
these results are given in Figure 7. It was possible to acquire
these results by without applying any filters during the
preprocessing stage. Figure 8 shows the output picture
obtained after applying an ideal low-pass filter to the im-
ported input image. Figure 9 shows the PSD mesh grid plot
visualization created in conjunction with the output image
obtained after applying an ideal low-pass filter to the im-
ported input image. It can be noticed that the image has been
smoothed, and the effect is blurry in the eyesight since the

image’s clear details have been obscured by the smoothing.
An increase can also be noted in the PSD estimation vi-
sualization, which is also on the rise. For the ideal low-pass
filter, as shown in Figure 10, the suitable frequency-domain
transfer image, which has a ripple-like structure away from
the estimate’s center, is shown in Figure 11.

(e work is further carried out by means of applying the
novel Woelfel filter, and its output is displayed in Figure 11,
and it indicates a smooth enhancement by highlighting the
significant features in the original image even though it has
been deteriorated by the additive noise. (e corresponding
mesh grid of the output image for its PSD values and a clear
indication of the detail enhancement can be observed from
the center of mesh grid (see Figure 12). Furthermore, its
grayscale PSD estimate in frequency domain is achieved to
see that the ripples have been reduced during the use of
Woelfel filter (see Figure 13).

(e obtained results for three stages such as no filter,
low-pass filter, and after application of Woelfel filter are
tabulated in Table 1 based on terms of the prominent at-
tributes such as peak signal to noise ratio (PSNR), nor-
malized absolute error (NAE), structural content (SC), and
normalized cross-correlation (NCC). (e graphical repre-
sentation for these values is represented in Figure 14 for
PSNR values and Figure 15 for normalized absolute error
(NAE), structural content (SC), and normalized cross-cor-
relation (NCC).

It is obvious from Figure 14 that the proposed filter
during preprocessing stage can provide an optimal and best
PSNR value when compared to no filter and ideal low-pass
filter. From Figure 15, it can be noticed that normalized
absolute error (NAE) and structural content (SC) values are
less for proposed filter, whereas the normalized cross-cor-
relation (NCC) value indicates the higher side which is the
optimal solution during the preprocessing stage.

Using the PSNR, one may determine the quality of an
image that has been distorted by noise and blur. (e MSE is
what determines the PSNR value. When comparing two
images, the mean squared error (MSE) between the pixel
intensities and the ratio of the greatest possible intensity to
the computed value yields the PSNR (or peak signal to noise
ratio).

(is is the typical method for detecting blur in real-time
images, and it may be applied to any image. (is estimates
the difference between the original image and the recon-
structed image in terms of numerical values. An image’s
structural content is concerned with how its pixels are
arranged in relation to each other. Correlation functions are
another way of expressing how close two digital images are.
In order to compare two collections of photographs, the
NCC is a metric that is used. Images can initially be nor-
malized in image processing applications where the
brightness of the image can change owing to lighting and
exposure situations. It is a tool for counting howmany times
a pattern or object appears in a photograph. (e degree to
which the original and rebuilt images are similar or distinct
is one of the most commonly utilised parameters in image
reconstruction.
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No filter, low-pass filter, and Woelfel filter findings are
shown in Table 2 in terms of mean square error (MSE) and
maximum difference (MD), respectively, for the three stages.

(e difference between predicted and expected out-
comes is calculated using the MSE. An image improvement
technique that removes noise and blur is evaluated using this

COLOR MAPPING
DATABASE

IMAGE WITH
NOISE NOISE

PSD OF THE
IMAGE

PSD OF NOISY
IMAGE WOELFEL FILTER

FILTER OUTPUT

TUMOR SEGMENTATION AND
IDENTIFICATION 

MORPHOLOGICAL
SEGMENTATION

ANISOTROPIC
DIFFUSION 

INPUT IMAGE
ACQUISITION 

Figure 1: Block diagram for medical image denoising via Woelfel image noise filter.
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Figure 3: Grayscale PSD estimate.

Figure 4: Mesh grid PSD.

Figure 5: Noisy brain BMP scan image.
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metric, which is called the dispersion metric. It can be seen
in Figure 16 that the proposed filter has a smaller mean
square error (MSE), which implies that it is the best solution
for preprocessing.

(e dynamic range of a picture is determined by theMD,
which is inversely proportional to contrast. To do this, a low-
pass filter is used to suppress the image’s higher frequency
components, which correspond to the sharp edges in the
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Figure 6: Mesh grid PSD estimate.

Figure 7: Grayscale PSD visualization.

Figure 8: Ideal low-pass filter.
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Figure 9: Mesh grid PSD estimate visualization.

Figure 10: Grayscale PSD estimate.

Figure 11: Novel Woelfel filter output.
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image. (e image filtering technique that was carried out in
this work has significant parameters that correspond well
with the subjective sense of quality that a human observer
can have on the images that were produced as a result of the
procedure.

Images like the one shown in Figure 17 can be used to
generate parameterized families of successively more and
more blurred images using a diffusion process in order to
achieve an exact detection of a brain tumor after super-
imposition on the original image as shown in Figure 18.
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Figure 12: Mesh grid PSD estimate.

Figure 13: Grayscale PSD estimate.

Table 1: Parametric comparison for filters.

Parameters Unfilter LPF Woelfel
filter

PSNR 8.7833 21.8159 23.4202
Normalized absolute error (NAE) 0.3785 0.2545 0.1264
Structural content (SC) 1.086 1.074 0.9934
Normalized cross-correlation
(NCC) 0.983 0.9918 0.9935
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Figure 14: Comparison plot for PSNR values.
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Figure 15: Comparison plot for NAE, SC, and NCC values.

Table 2: Parametric comparison of MSE and MD for filters.

Parameters Unfilter LPF Woelfel filter
MSE 689.14 488.9 230.2
Maximum difference (MD) 673.32 453.54 132.76
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Figure 16: Comparison plot for MSE and MD values.
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5. Conclusion

Radiation oncology researchers have developed a simple
algorithm for tumor segmentation usingMRI. Segmentation
is carried out using morphological segmentation approaches
mixed with anisotropic diffusion, and enhancement is ac-
complished using a new Woelfel filter. While keeping small
details in the image, the new feature accurately detects the
boundary. In order to perform morphological operations on
tumors, a series of pretreatment steps must be completed
beforehand. Before postprocessing, it is possible to see a
clearer picture of the final image’s PSD values and the degree
to which the mesh grid has been enhanced in simulation
results. A novel Woelfel filter reduces ripples to estimate
grayscale PSD in the frequency domain. As a result, the new
Woelfel filter has yielded better results in terms of important
parameters such as peak signal to noise ratio (PSNR),
normalized absolute error (NAE), structural content (SC),
normalized cross-correlation (NCC), mean square error
(MSE), and maximum difference (MD). As a further work,
feature extraction procedures are required to work on all
types of imagery by maintaining the integrity of the in-
formation, which can be a limitation of the work after re-
peated stage of filtering.
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Graph operations are utilized for developing complicated graph structures from basic graphs, and these basic graphs can help
to understand the properties of complex networks. While on the other side, the topological descriptor is known as a numeric
value that is associated with the graph of a network. It has enormous practical applications in chemistry and other fields of
science. +is particular work in this draft is the extended work and investigated the first, second, first multiplicative, first
reformulated Zagreb indices, and the forgotten index of subdivision double corona and subdivision double neighborhood
corona products.

1. Introduction

A topological index is a number associated with a graph of
some network. With the help of this number, we can de-
scribe some properties of the network. Especially in organic
chemistry, topological indices are used to predict some
physical, chemical, or biological properties of organic
compounds. Topological indices are key topics in the study
of quantitative structural properties of a chemical network
[1–5].

For a graph λ � (Vλ, Eλ), the vertex and edge sets are
denoted by Vλ and Eλ. +e number of elements in Vλ and Eλ
is called the order (n) and the size (m), respectively, of λ. A
graph of order n and size m is denoted by λ(n, m). +e set of
vertices adjacent to the vertex v ∈ Vλ is called the neigh-
borhood set of v and the number of elements in the
neighborhood set the degree of v in λ is denoted by dλ(v)

[6–10].
+e study of the topological index started in 1947, and

after that, hundreds of topological indices have been pre-
sented depending on the nature of applications for different

chemical compounds. In 1972, the researchers in [11] in-
troduced the first and second Zagreb indices. For a graph λ,
these topological indices are defined as

M1(λ) � 
v∈Vλ

dλ(v)
2

� 
uv∈Eλ

dλ(u) + dλ(v) ,

M2(λ) � 
uv∈Eλ

dλ(u)dλ(v).
(1)

+e researchers of [12, 13], introduced multiplicative
variants of ordinary Zagreb indices. +ese topological in-
dices are used to study molecular chirality, complexity,
heterosystems, and Ze-isomerism. +e first and second
multiplicative Zagreb indices are defined as


1

(λ) � 
v∈Vλ

dλ(v)
2
,


2

(λ) � 
uv∈Eλ

dλ(u)dλ(v).
(2)
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In 2015, researchers in [14, 15] suggested a forgotten
topological index that is comparable to the first Zagreb index
in its applications. +e forgotten topological index is also
known as F-index, and it is defined as

F(λ) � 
v∈Vλ

dλ(v)
3

� 
uv∈Eλ

dλ(u)
2

+ dλ(v)
2

 . (3)

In 2004, Milicevic et al. [16] proposed reformulated
Zagreb indices using edge-degrees rather than vertex-de-
grees. Mathematically, it is expressed as

EM1(λ) � 
e∈Eλ

d(e)
2where d(e) � d(u) + d(v) − 2. (4)

For d(e) � d(u) + d(v), the above expression is known
as the first hyper Zagreb index HM1(λ).

Complex network structures or large molecular struc-
tures can be constructed by applying some graph operations
on simple graphs. Furthermore, these simple graphs can help
to describe some properties of these structures. For example,
the Cartesian product provides a significant model for
connecting computers [17, 18].

For graphs λ1(n1, m1) and λ2(n2, m2), the corona
product λ1°λ2 is obtained by taking one copy of λ1, n1 copies
of λ2, and joining jth vertex of λ1 to every vertex Jth copy of
λ2 [19]. A special graph obtained by attaching a vertex in the
each edge of λ is called the subdivision graph of λ and is
symbolized by λs [20].

Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) be three graphs.
+e operation known as subdivision double corona product
of λ, λ1, and λ2 and symbolized by λs°(λ1, λ2), and is attained
by making single copy of λs, n copies of λ1, m copies of λ2,
and after that, by attaching the ith old vertex, u(o), of λs to
each vertex of the ith copy of λ1 and jth new vertex u(N) of λs

to each vertex of the jth copy of λ2 [21]. An illustration of
subdivision double corona product is shown in Figure 1.

For the above three graphs, the subdivision double
neighborhood corona product, λs · (λ1, λ2), is the graph

attained bymaking single copy of λs, n copies of λ1, m copies
of λ2 and after that, by attaching the neighborhood vertices
of the ith old vertex u(o) of λs to every vertex of the ith

duplicate of λ1 and joining the neighborhood vertices of the
jth new vertex u(N) of λs to every vertex of the jth duplicate
of λ2 [21]. Figure 2 explains the notation of (λs · (λ1, λ2)).

In [22], the authors investigated the first and second
Zagreb indices of the Cartesian, composition, join, disjunc-
tion, and symmetric difference graph operations. +e author
in [23] computed the forgotten topological index of different
corona products of graphs and the author in [24] gave the
exact expressions of Zagreb indices of the generalized hier-
archical product of graphs. For more discussion and results,
we refer to [25, 26]. +ere are some new and recent topics
related to this study is found, one can see [27–31].

+e Laplacian spectrum of double neighborhood corona
graphs are found in the literature of [21], and the main
results are presented.

Theorem 1. Let λ be a t-regular graph on n vertices, m edges,
λ1 and λ2 be any two graphs on n1 and n2 vertices, respectively.
)en, the Laplacian spectrum of λs°(λ1.λ2) comprises

(i) η4 − (n1 + n2 + t + 4)η4 + [(n1 + 1)(n2 + 3) + 2(t +

1) + n2t + ηj(λ)]η2 − [t(n2 + 1) + 2
(n1 + ηj(λ) + 1)]η + ηj(λ) � 0, for 1≤ j≤ n;
(ii) n2 + 3 ±

�����������

(n2 + 3)2 − 8


/2 repeated m − n times
each;

(iii) ηj(λ1) + 1 repeated n times, for 2≤ j≤ n1;
(iv) ηj(λ2) + 1 repeated m times, for 2≤ j≤ n2.

Theorem 2 (see [21]). Let λ be a t-regular graph on n
vertices, m edges, λ1 and λ2 be any two graphs on n1 and n2
vertices, respectively. )en, the Laplacian spectrum of λs ·

(λ1, λ2) comprises

(i) all the roots of the equation

η − n1 + n2 + t + 4(  + n2 + 4(  n1 + t(  + 1 − 2r − ηj(λ)  n1 + n2( 

−
���������
2t − ηj(λ)


η2 − n1 + n − 2 + t + 2 − 2t − ηj(λ) n1 n1 + t + 1( 

+ n2 n2 + 3(  + 2 n1 + t(  n2 + 2(  −
�������
2tηj(λ)


  + n1 + t(  n2 + 2( −

���������
2t − ηj(λ)


+ 2t − ηj(λ)  n1n2 − n1 − n2(  � 0, for 1≥ j≥ n.

(5)

(ii) n2 + 2 repeated m − n times;

(iii) 1 repeated m − n times;

(iv) ηi(λ1)+ 1 repeated n times, for 2≤ i≤ n1;

(v) ηi(λ2)+ 1 repeated n times, for 2≤ i≤ n2.

In this paper, we extend the work and investigated
some degree-based topological indices of these graph
operations.

2. Main Results

+e current section contained the main results which in-
clude the formulation of some degree-based topological
indices such as first and second Zagreb, first multiplicative
Zagreb, first reformulated Zagreb, the forgotten indices of
subdivision double corona product, and subdivision double
neighborhood corona product of graphs.

Following is the famous relationship between arithmetic
and geometric means.

2 Complexity



Lemma 1 (AM-GM Inequality). Let a1, a2, . . . , an be non-
negative numbers. )en,

a1 + a2 + · · · + an

2
≥ a1a2 . . . an( 

1/n
, (6)

and the equality holds if and only if a1 � a2 � . . . � an are
equal.

Next to lemmas are the direct results from the definitions
of the subdivision double corona product and subdivision
neighborhood corona product of graphs.

Lemma 2. Let λ, λ1, and λ2 are three graphs having order n,
n1, and n2, respectively. )en, the degree behavior of the
vertices in subdivision double corona product is given as

d λs° λ1 ,λ2( )( )(v) �

dλ(v) + n1 if v ∈ Vλ;

dλ1(v) + 1 if v ∈ Vλ1;

dλ2(v) + 1 if v ∈ Vλ2;

n2 + 2 if v ∈ Vλs .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

Lemma 3. Let λ, λ1, and λ2 are graphs having order n, n1,
and n2, respectively, then the degrees of the vertices in sub-
division double neighborhood corona product is

d λs• λ1 ,λ2( )( )(v) �

dλ(v) + 2n2 if v ∈ Vλ;

dλ1(v) + 2 if v ∈ Vλ1;

dλ2(v) + 2 if v ∈ Vλ2;

2 1 + n1(  if v ∈ Vλs .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

Following is our first main result, which gives the first
Zagreb index of the subdivision double corona product in
terms of the first Zagreb indices of basic graphs, their orders,
and sizes.

Theorem 3. Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) be the
simple connected graphs. )en, the first Zagreb index of the
subdivision double corona product, (λs°(λ1, λ2)), is given as

M1 λs° λ1, λ2( (  � M1(λ) + 4mn1 + nn
2
1

+ nM1 λ1(  + 4m1n + nn1 + mM1 λ2( 

+ 4m2m + mn2 + m 2 + n2( 
2
.

(9)

Proof. From the concept of topological descriptor named
the first Zagreb index, we have got

M1 λs° λ1, λ2( (  � 

v∈V λs° λ1 ,λ2( )( )

dλs° λ1 ,λ2( )(v)
2
.

(10)

Now, we apply Lemma 2,

M1 λs° λ1, λ2( (  � 
v∈Vλ

dλ(v) + n1( 
2

+ n 
v∈Vλ1

dλ1(v) + 1 
2

+ m 
v∈Vλ2

dλ2(v) + 1 
2

+ 
v∈Vλs

2 + n2( 
2

λs=C4

λ1=P3 λ2=P2

λso (λ1,λ2) =Cs4o (P3,P2)

Figure 1: Subdivision double corona product (Cs
4°(P3, P2)).

λs=C4

λ1=P3 λ2=P2

(λ1,λ2) = Cs4λso (P3,P2)

Figure 2: Subdivision double neighborhood corona product
(Cs

4 · (P3, P2)).
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� 
v∈Vλ

dλ(v)
2

+ 2n1 
v∈Vλ

dλ(v) + n
2
1 

v∈Vλ

1 + n 
v∈Vλ1

dλ1(v)
2

+ 2 
v∈Vλ1

dλ1(v) + 
v∈Vλ1

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

+ m 
v∈Vλ2

dλ2(v)
2

+ 2 
v∈Vλ2

dλ2(v) + 
v∈Vλ2

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ + 2 + n2( 

2


v∈Vλs

1

� M1(λ) + 4mn1 + nn
2
1 + nM1 λ1(  + 4m1n + nn1 + mM1 λ2(  + 4m2m + mn2 + m 2 + n2( 

2
.

(11)

Hence, the required expression.
+e next results put a bound on the first multiplicative

Zagreb index for the subdivision double corona
product. □

Theorem 4. Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) be the
simple connected graphs. )en, the first multiplicative Zagreb
index of the subdivision double corona product (λs°(λ1, λ2))
is given as


1

λs° λ1, λ2( ( ≤
M1(λ) + 4n1m + nn2

1
n

 

n

·
M1 λ1(  + 4m1 + n1

n1
 

nn1

·
M1 λ2(  + 4m2 + n2

n2
 

mn2

· 2 + n2( 
2m

.

(12)

Proof. From using the concept of the first multiplicative
Zagreb index and Lemma 2, we have got


1

λs° λ1, λ2( (  � 
v∈V λs° λ1 ,λ2( )( )

d λs° λ1 ,λ2( )( )(v)
2

� 
v∈Vλ

dλ(v) + n1( 
2

× 
v ∈ Vλ1

dλ1(v) + 1 
2⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

n

× 
v ∈ Vλ2

dλ2(v) + 1 
2⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

m

× 
v∈Vλs

2 + n2( 
2

� 
v∈Vλ

dλ(v)
2

+ 2dλ(v) n1(  + n
2
1  × 

v ∈ Vλ1

dλ1(v)
2

+ 2dλ1(v) + 1 
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

n

× 
v ∈ Vλ2

dλ2(v)
2

+ 2dλ2(v) + 1 
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

m

× 
v∈Vλs

2 + n2( 
2

≤
v∈Vλ

dλ(v)2 + 2dλ(v)n1 + n2
1 

n
⎡⎣ ⎤⎦

n

×
v∈Vλ1

dλ1(v)2 + 2dλ1(v) + 1 

n1

⎡⎢⎢⎣ ⎤⎥⎥⎦

nn1

×
v∈Vλ2

dλ2(v)2 + 2dλ2(v) + 1 

n2

⎡⎢⎢⎣ ⎤⎥⎥⎦

mn2

×
v∈Vλs

2 + n2( 
2

m
⎡⎢⎣ ⎤⎥⎦

m

≤
v∈Vλ

dλ(v)2 + 2n1v∈Vλ
dλ(v) + n2

1v∈Vλ
1

n
⎡⎣ ⎤⎦

n

×


v∈Vλ1

dλ1(v)2 + 2 
v∈Vλ1

dλ1(v) + 
v∈Vλ1

1

n1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

nn1
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×
v∈Vλ2

dλ2(v)2 + 2v∈Vλ2
dλ2(v) + v∈Vλ2

1

n2

⎡⎢⎢⎣ ⎤⎥⎥⎦

mn2

×
2 + n2( 

2
v∈Vλs

1
m

⎡⎢⎣ ⎤⎥⎦

m

�
M1(λ) + 4n1m + nn2

1
n

 

n

×
M1 λ1(  + 4m1 + n1

n1
 

nn1

×
M1 λ2(  + 4m2 + n2

n2
 

mn2

× 2 + n2( 
2m

.

(13)

+e inequality is due to the Lemma 1. Equality in the last
expression holds if and only if λ, λ1, and λ2 are regular
graphs. □

Theorem 5. Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) are
three simple graphs and λs(n′, m′) be the subdivided graph of
λ. )en, the second Zagreb index of subdivision double corona
product (λs°(λ1, λ2)) is given as

M2 λs° λ1, λ2( ( 

� nM1 λ1(  + mM1 λ2(  + nM2 λ1(  + mM2 λ2(  + 4m m1 + m2( 

+ 2n1 + n1n2( m′ + mm2 + n1 3m + 2m1n + nn1(  + mn2 2 + n2 + 2m2( +


uv∈Eλs

2dλ(v) + n2dλ(v)( .

(14)

Proof. From using the concept of the second Zagreb index
and Lemma 2, we have got

M2 λs° λ1, λ2( (  � 
uv∈Eλs° λ1 ,λ2( )

dλs° λ1 ,λ2( )u · dλs° λ1 ,λ2( )v.

� 
uv∈Eλs

dλ + n1(  2 + n2(  + n 
uv∈Eλ1

dλ1(u) + 1  dλ1(v) + 1 

+ m 
uv∈Eλ2

dλ2(u) + 1  dλ2(v) + 1  + 

u(o)∈Vλs

v∈Vλ1

dλ(u) + n1(  dλ1(v) + 1 

+ 

u(N)∈Vλs

v∈Vλ2

2 + n2(  dλ2(v) + 1 

� 
uv∈Eλs

2dλ(u) + n2dλ(u) + 2n1 + n1n2(  + n 
uv∈Eλ1

dλ1(u)dλ1(v) + dλ1(u) 

+dλ1(v) + 1 + m 
uv∈Eλ2

dλ2(u)dλ2(v) + dλ2(u) + dλ2(v) + 1 

+ 

u(o)∈Vλs

v∈Vλ1

dλ(u)dλ1(v) + dλ(u) + n1dλ1(v) + n1 

+ 

u(N)∈Vλs

v∈Vλ2

2dλ2(v) + 2 + n2dλ2(v) + n2 
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� 
uv∈Eλs

2dλ(u) + n2dλ(u)(  + 
uv∈Eλs

2n1 + n1n2(  + n 
uv∈Eλ1

dλ1(u)dλ1(v) + 
uv∈Eλ1

dλ1(u) + dλ1(v)  + 
uv∈Eλ1

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

+ m 
uv∈Eλ2

dλ2(u)dλ2(v) + 
uv∈Eλ2

dλ2(u) + dλ2(v)  + 
uv∈Eλ2

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦+

+ 

u(o)∈Vλs

v∈Vλ1

dλ(u)dλ1(v) + 

u(o)∈Vλs

v∈Vλ1

dλ(u) + n1dλ1(v) 

+ n1 
u(o)∈Vλs v∈Vλ1

1 + 

u(N)∈Vλs

v∈Vλ2

2dλ2(v) + n2dλ2(v)  + 

u(N)∈Vλs

v∈Vλ2

2 + n2( 


uv∈Eλs

2dλ(u) + n2dλ(u)(  + 2n1 + n1n2(  Eλs


 + nM2 λ1(  + nM1 λ1( 

+ n Eλ1



 + mM2 λ2(  + mM1 λ2(  + m Eλ2



 + 
u(o)∈Vλs

dλ(u) 
v∈Vλ1

dλ1(v)

+ 
u(o)∈Vλs

dλ(u) 
v∈Vλ1

1 + n1 
u(o)∈Vλs

1 
v∈Vλ1

dλ1(v) + n1 
u(o)∈Vλs

1 
v∈Vλ1

1

+ 2 
u(N)∈Vλs

1 
v∈Vλ2

dλ2(v) + n2 
u(N)∈Vλs

1 
v∈Vλ2

dλ2(v) + 2 + n2(  
u(N)∈Vλs

1 
v∈Vλ2

1

� 
uv∈Eλs

2dλ(u) + n2dλ(u)(  + 2n1 + n1n2( m′ + nM2 λ1(  + nM1 λ1(  + nm1

+ mM2 λ2(  + mM1 λ2(  + mm2 + 4mm1 + 2mn1 + 2m1nn1 + nn
2
1 + 4mm2

+ 2mm2n2 + mn2 2 + n2( .
(15)

After some simplification, we can get the required result.
+e next result is about the first reformulated Zagreb

index of the subdivision double corona product of
graphs. □

Theorem 6. Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) be the
simple graphs and λs(n′, m′) is the subdivision of the graph λ.
)en, the first reformulated Zagreb index of the subdivision
double corona product (λs°(λ1, λ2)) is given as

EM1 λs° λ1, λ2( (  � n1M1(λ) + nM1 λ1(  + mM1 λ2(  + nHM1 λ1(  + mHM1 λ2( +

n1 + n2( 
2
m′ + 8mm1 + nn1 n1 − 1( 

2
+ 2 n1 − 1(  2mn1 + 2nm1(  + 1 + n2( 

2
mn2+

4mm2 1 + n2(  + 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2( dλ(u) .

(16)
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Proof. Using the Lemma 2 and the concept of the first
reformulated Zagreb index, we have got

EM1 λs° λ1, λ2( (  � 
uv∈Eλs° λ1 ,λ2( )

dλs° λ1 ,λ2( )(u) + dλs° λ1 ,λ2( )(v) − 2 
2

� 
uv∈Eλs

dλ(u) + n1 + 2 + n2 − 2( 
2

+ n 
uv∈Eλ1

dλ1(u) + 1 + dλ1(v) + 1 − 2 
2

+ m 
uv∈Eλ2

dλ2(u) + 1 + dλ2(v) + 1 − 2 
2

+ 

u(o)∈Vλs

v∈Vλ1

dλ(u) + n1 + dλ1(v) + 1 − 2 
2

+ 

u(N)∈Vλs

v∈Vλ2

2 + n2 + dλ2(v) + 1 − 2 
2

� 
uv∈Eλs

dλ(u) + n1 + n2(  
2

+ n 
uv∈Eλ1

dλ1(u) + dλ1(v) 
2

+ m 
uv∈Eλ2

dλ2(u) + dλ2(v) 
2

+ 

u(o)∈Vλs

v∈Vλ1

dλ(u) + dλ1(v)  + n1 − 1(  
2

+ 

u(N)∈Vλs

v∈Vλ2

dλ2(v) + 1 + n2(  
2

� 
uv∈Eλs

dλ(u)
2

+ n1 + n2( 
2

+ 2dλ(u) n1 + n2(   + n 
uv∈Eλ1

dλ1(u) + dλ1(v) 
2

+ m 
uv∈Eλ2

dλ2(u) + dλ2(v) 
2

+ 

u(o)∈Vλs

v∈Vλ1

dλ(u) + dλ1(v) 
2

+ n1 − 1( 
2



+ 2 dλ(u) + dλ1(v)  n1 − 1(  + 

u(N)∈Vλs

v∈Vλ2

dλ2(v)
2

+ 1 + n2( 
2

+ 2dλ2(v) 1 + n2(  

� 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2(  
uv∈Eλs

dλ(u) + 
uv∈Eλs

n1 + n2( 
2

+ nHM1 λ1( 

+ mHM1 λ2(  + 

u(o)∈Vλs

v∈Vλ1

dλ(u) + dλ1(v) 
2

+ n1 − 1( 
2



u(o)∈Vλs

v∈Vλ1

1 + 2 n1 − 1( 



u(o)∈Vλs

v∈Vλ1

dλ(u) + dλ1(v)  + 

u(N)∈Vλs

v∈Vλ2

dλ2(v)
2

+ 1 + n2( 
2



u(N)∈Vλs

v∈Vλ2

1 + 2 1 + n2( 



u(N)∈Vλs

v∈Vλ2

dλ2(v) � 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2( dλ(u)  + n1 + n2( 
2
m′ + nHM1 λ1( 

+ mHM1 λ2(  + 

u(o)∈Vλs

v∈Vλ1

dλ(u)
2

+ 

u(o)∈Vλs

v∈Vλ1

dλ1(v)
2

+ 2 

u(o)∈Vλs

v∈Vλ1

dλ(u)dλ1(v)

+ nn1 n1 − 1( 
2

+ 2 n1 − 1(  

u(o)∈Vλs

v∈Vλ1

dλ(u) + dλ1(v)  + 

u(N)∈Vλs

v∈Vλ2

dλ2(v)
2

+ mn2 1 + n2( 
2

+ 2 1 + n2(  
u(N)∈Vλs v∈Vλ2

dλ2(v)

� 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2( dλ(u)  + n1 + n2( 
2
m′ + nHM1 λ1(  + mHM1 λ2( 

+ 
u(o)∈Vλs

dλ(u)
2


v∈Vλ1

1 + 
u(o)∈Vλs

1 
v∈Vλ1

dλ1(v)
2

+ 2 
u(o)∈Eλs

dλ(u) 
v∈Vλ1

dλ1(v)
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+ nn1 n1 − 1( 
2

+ 2 n1 − 1(  
u(o)∈Vλs

dλ(u) 
v∈Vλ1

1 + 
u(o)∈Vλs

1 
v∈Vλ1

dλ1(v)
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

+ 
u(N)∈Vλs

1 
v∈Vλ2

dλ2(v)
2

+ mn2 1 + n2( 
2

+ 2 1 + n2(  
u(N)∈Vλs

1 
v∈Vλ2

dλ2(v)
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

� 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2( dλ(u)  + n1 + n2( 
2
m′ + nHM1 λ1(  + mHM1 λ2( 

+ n1M1(λ) + nM1 λ1(  + 2 · 2m · 2m1 + n1 − 1( 
2

· nn1 + 2 n1 − 1(  2mn1 + 2m1n( 

+ mM1 λ2(  + 1 + n2( 
2
mn2 + 2 1 + n2( .2m2m

� 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2( dλ(u)  + n1 + n2( 
2
m′ + nHM1 λ1( 

+ mHM1 λ2(  + n1M1(λ) + nM1 λ1(  + 8mm1 + nn1 n1 − 1( 
2

+ 4 n1 − 1(  mn1 + nm1(  + mM1 λ2(  + mn2 1 + n2( 
2

+ 4mm2 1 + n2( .
(17)

Hence, the proof is done. □ Theorem 7. For graphs λ(n, m), λ1(n1, m1), and λ2(n2, m2),
then, the first Zagreb index of the subdivision double
neighborhood corona product (λs · (λ1, λ2)) is given as

M1 λs
· λ1, λ2( (  � M1(λ) + nM1 λ1(  + mM1 λ2(  + 8mn2 + 4n

2
2n + 8nm1 + 4nn1

+ 8mm2 + 4mn2 + m 2 + 2n1( 
2
.

(18)

Proof. From the concept of the first Zagreb index we have

M1 λs
· λ1, λ2( (  � 

v∈V λs · λ1 ,λ2( )( )

d λs · λ1 ,λ2( )( )(v)
2
.

(19)

Now, we apply Lemma 3,

� 
v∈Vλ

dλ(v) + 2n2( 
2

+ n 
v∈Vλ1

dλ1(v) + 2 
2

+ m 
v∈Vλ2

dλ2(v) + 2 
2

+ 
v∈Vλs

2 + 2n1( 
2

� 
v∈Vλ

dλ(v)
2

+ 2dλ(v) 2n2(  + 2n2( 
2

  + n 
v∈Vλ1

dλ1(v)
2

+(2)2dλ1(v) +(2)
2

 

+ m 
v∈Vλ2

dλ2(v)
2

+ 2dλ2(v)(2) +(2)
2

  + 
v∈Vλs

2 + 2n1( 
2

� 
v∈Vλ

dλ(v)
2

+ 4n2 
v∈Vλ

dλ(v) + 4n
2
2 

v∈Vλ

1 + n 
v∈Vλ1

dλ1(v)
2

+ 4 
v∈Vλ1

dλ1(v) + 4 
v∈Vλ1

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

+ m 
v∈Vλ2

dλ2(v)
2

+ 4 
v∈Vλ2

dλ2(v) + 4 
v∈Vλ2

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ + 2 + 2n1( 

2


v∈Vλs

1

� M1(λ) + 8mn2 + 4n
2
2n + nM1 λ1(  + 8nm1 + 4nn1 + mM1 λ2(  + 8mm2

+ 4mn2 + m 2 + 2n1( 
2
.

(20)
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Hence, the proof is done. □

Theorem 8. Let λ(n, m), λs(n′, m′), λ1(n1, m1), and
λ2(n2, m2) be the simple connected graphs. )en, the second

Zagreb index of subdivision double neighborhood corona
product (λs · (λ1, λ2)) is given as

M2 λs
· λ1, λ2( (  � 2 

uv∈Eλs

dλ(u) + n1dλ(u)(  + 4n2m′ + 4n1n2m′ + nM2 λ1( 

+ 2nM1 λ1(  + 4nm1 + mM2 λ2(  + 2mM1 λ2(  + 12mm2 + 8mn2 + 8nn2m2

+ 8nn
2
2 + 8mm1 + 8mm1n1 + 8mn1 + 8mn

2
1.

(21)

Proof. From the concept of the second Zagreb index, we
have

M2 λs
· λ1, λ2( (  � 

uv∈Eλs · λ1 ,λ2( )

dλs· λ1 ,λ2( )u.dλs · λ1 ,λ2( )v.
(22)

Now, we apply Lemma 3,

� 
uv∈Eλs

dλ(u) + 2n2(  2 + 2n1(  + n 
uv∈Eλ1

dλ1(u) + 2  dλ1(v) + 2 

+ m 
uv∈Eλ2

dλ2(u) + 2  dλ2(v) + 2  + 2 

u(o)∈Vλs

v∈Vλ2

dλ(u) + 2n2(  dλ2(v) + 2 

+ 2 

u(N)∈Vλs

v∈Vλ1

2 + 2n1(  dλ1(v) + 2  � 
uv∈Eλs

2dλ(u) + 2n1dλ(u) + 4n2 + 4n1n2( 

+ n 
uv∈Eλ1

dλ1(u)dλ1(v) + 2dλ1(u) + 2dλ1(v) + 4 

+ m 
uv∈Eλ2

dλ2(u)dλ2(v) + 2dλ2(u) + 2dλ2(v) + 4  + 2 

u(o)∈Vλs

v∈Vλ2

dλ(u)dλ2(v)  + 2dλ(u) + 2n2dλ2(v) + 4n2 

+ 2 

u(N)∈Vλs

v∈Vλ1

2dλ1(v) + 4 + 2n1dλ1(v) + 4n1 

� 2 
uv∈Eλs

dλ(u) + n1dλ(u)(  + 4n2 
uv∈Eλs

1 + 4n1n2 
uv∈Eλs

1 + n 
uv∈Eλ1

dλ1(u)dλ1(v) + 2 
uvıEλ1

dλ1(u) + dλ1(v)  + 4 
uv∈Eλ1

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

+ m 
uv∈Eλ2

dλ2(u)dλ2(v) + 2 
uv∈Eλ2

dλ2(u) + dλ2(v)  + 4 
uv∈Eλ2

1⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

+ 2 

u(o)∈Vλs

v∈Vλ2

dλ(u)dλ2(v) + 

u(o)∈Vλs

v∈Vλ2

2dλ(u) + 2n2dλ2(v)  + 4n2 

u(o)∈Vλs

v∈Vλ2

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 2 
u(N)∈Vλs v∈Vλ1

2dλ1(v) + 2n1dλ1(v)  + 4 
u(N)∈Vλs v∈Vλ1

1 + 4n1 
u(N)∈Vλs v∈Vλ1

1⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦
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� 2 
uv∈Eλs

dλ(u) + n1dλ(u)(  + 4n2m′ + 4n1n2m′ + n M2 λ1(  + 2M1 λ1(  + 4m1 

+ m M2 λ2(  + 2M1 λ2(  + 4m2  + 2 
u(o)∈Vλs

dλ(u) 
v∈Vλ2

dλ2(v) + 2 
u(o)∈Vλs

dλ(u)
⎡⎢⎢⎢⎢⎢⎣


v∈Vλ2

1 + 2n2 
u(o)∈Vλs

1 
v∈Vλ2

dλ2(v) + 4n2 
u(o)∈Vλs

1 
v∈Vλ2

1⎤⎥⎥⎥⎥⎥⎦ + 2 2 
u(N)∈Vλs

1 
v∈Vλ1

dλ1(v)
⎡⎢⎢⎢⎢⎢⎣

+2n1 
u(N)∈Vλs

1 
v∈Vλ1

dλ1(v) + 4 
u(N)∈Vλs

1 
v∈Vλ1

1 + 4n1 
u(N)∈Vλs

1 
v∈Vλ1

1⎤⎥⎥⎥⎥⎥⎦

� 2 
uv∈Eλs

dλ(u) + n1dλ(u)(  + 4n2m′ + 4n1n2m′ + n M2 λ1(  + 2M1 λ1(  + 4m1 

+ m M2 λ2(  + 2M1 λ2(  + 4m2  + 2 2m · 2m2 + 2 · 2m · n2 + 2n2n · 2m2 + 4n2n · n2 

+ 2 2m · 2m1 + 2n1m · 2m1 + 4mn1 + 4mn
2
1 

� 2 
uv∈Eλs

dλ(u) + n1dλ(u)(  + 4n2m′ + 4n1n2m′ + n M2 λ1(  + 2M1 λ1(  + 4m1 

+ m M2 λ2(  + 2M1 λ2(  + 4m2  + 2 4mm2 + 4mn2 + 4nn2m2 + 4nn
2
2 

+ 2 4mm1 + 4mm1n1 + 4mn1 + 4mn
2
1 

� 2 
uv∈Eλs

dλ(u) + n1dλ(u)(  + 4n2m′ + 4n1n2m′ + nM2 λ1(  + 2nM1 λ1(  + 4nm1

+ mM2 λ2(  + 2mM1 λ2(  + 12mm2 + 8mn2 + 8nn2m2 + 8nn
2
2 + 8mm1

+ 8mm1n1 + 8mn1 + 8mn
2
1. (23)

Hence, the proof is done. □

Theorem 9. Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) be the
simple connected graphs.)en, the forgotten topological index

of subdivision double neighborhood corona product
λs · (λ1, λ2) is given as

F λs
· λ1, λ2( (  � F(λ) + 24mn

2
2 + 6n2M1(λ) + 8nn

3
2 + nF λ1(  + 24nm1

+ 6nM1 λ1(  + 8nn1 + mF λ2(  + 24mm2 + 6mM1 λ2(  + 8mn2 + m 2 + 2n1( 
3
.

(24)

Proof. From the concept of the forgotten index, we have

F λs
· λ1, λ2( (  � 

v∈V λs• λ1 ,λ2( )( )

d λs · λ1 ,λ2( )( )(v)
3
.

(25)

Now, we apply Lemma 3,

� 
v∈Vλ

dλ(v) + 2n2( 
3

+ n 
v∈Vλ1

dλ1(v) + 2 
3

+ m 
v∈Vλ2

dλ2(v) + 2 
3

+ 
v∈Vλs

2 + 2n1( 
3
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� 
v∈Vλ

dλ(v)
3

+ 3dλ(v) 2n2( 
2

+ 3dλ(v)
2 2n2(  + 2n2( 

3
 

+ n 
v∈Vλ1

dλ1(v)
3

+ 3dλ1(v)(2)
2

+ 3dλ1(v)
2

· (2) + 23 

+ m 
v∈Vλ2

dλ2(v)
3

+ 3dλ2(v)(2)
2

+ 3dλ2(v)
2

· 2 + 23  + 
v∈Vλs

2 + 2n1( 
3

� 
v∈Vλ

dλ(v)
3

+ 12n
2
2 

v∈Vλ

dλ(v) + 6n2 
v∈Vλ

dλ(v)
2

+ 8n
3
2 

v∈Vλ

1 + n 
v∈Vλ1

dλ1(v)
3

+ 12n 
v∈Vλ1

dλ1(v) + 6n 
v∈Vλ1

dλ1(v)
2

+ 8n 
v∈Vλ1

1 + m 
v∈Vλ2

dλ2(v)
3

+ 12m


v∈Vλ2

dλ2(v) + 6m 
v∈Vλ2

dλ2(v)
2

+ 8m 
v∈Vλ2

1 + 2 + 2n1( 
3


v∈Vλs

1

� F(λ) + 24mn
2
2 + 6n2M1(λ) + 8nn

3
2 + nF λ1(  + 24nm1 + 6nM1 λ1( 

+ 8nn1 + mF λ2(  + 24mm2 + 6mM1 λ2(  + 8mn2 + m 2 + 2n1( 
3
.

(26)

Hence, the proof is done. □

Theorem 10. Let λ(n, m), λ1(n1, m1), and λ2(n2, m2) be the
simple connected graphs. )en, the first multiplicative Zagreb

index of subdivision double neighborhood corona product
(λs · (λ1, λ2)) is given as


1

λs
· λ1, λ2( ( ≤

M1(λ) + 8n2m + 4nn22
n

 

n

×
M1 λ1(  + 8m1 + 4n1

n1
 

nn1

×
M1 λ2(  + 8m2 + 4n2

n2
 

mn2

× 2 + 2n1( 
2m

.

(27)

Proof. From the concept of the first multiplicative Zagreb
index, we have


1

λs
· λ1, λ2( (  � 

v∈V λs · λ1 ,λ2( )( )

d λs · λ1 ,λ2( )( )(v)
2
.

(28)

Now, we apply Lemma 3,

� 
v∈Vλ

dλ(v) + 2n2( 
2

× 
v ∈ Vλ1

dλ1(v) + 2 
2⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

n

× 
v ∈ Vλ2

dλ2(v) + 2 
2⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

m

× 
v∈Vλs

2 + 2n1( 
2

� 
v∈Vλ

dλ(v)
2

+ 2dλ(v) 2n2(  + 2n2( 
2

  × 
v ∈ Vλ1

dλ1(v)
2

+ 2dλ1(v) × 2 + 22 
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

n

× 
v ∈ Vλ2

dλ2(v)
2

+ 2dλ2(v) × 2 + 22 
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

m

× 
v∈Vλs

2 + 2n1( 
2
.

(29)

Complexity 11



By Lemma 1,

≤
v∈Vλ

dλ(v)2 + 4n2dλ(v) + 4n22 

n
⎡⎣ ⎤⎦

n

×
v∈Vλ1 dλ1(v)

2
+ 4dλ1(v) + 4 

n1

⎡⎣ ⎤⎦

nn1 ×
v∈Vλ2

dλ2(v)2 + 4dλ2(v) + 4 

n2

⎡⎢⎢⎣ ⎤⎥⎥⎦

mn2

×
v∈Vλs

2 + 2n1( 
2

m
⎡⎢⎣ ⎤⎥⎦

m

≤
v∈Vλ

dλ(v)2 + 4n2v∈Vλ
dλ(v) + 4n22v∈Vλ

1
n

⎡⎣ ⎤⎦

n

×
v∈Vλ1dλ1(v)2 + 4v∈Vλ1

dλ1(v) + 4v∈Vλ1
1

n1

⎡⎢⎢⎣ ⎤⎥⎥⎦

nn1

×
v∈Vλ2

dλ2(v)2 + 4v∈Vλ2
dλ2(v) + 4v∈Vλ2

1

n2

⎡⎢⎢⎣ ⎤⎥⎥⎦

mn2

×
2 + 2n1( 

2
v∈Vλs

1
m

⎡⎢⎣ ⎤⎥⎦

m

�
M1(λ) + 8n2m + 4nn22

n
 

n

×
M1 λ1(  + 8m1 + 4n1

n1
 

nn1

×
M1 λ2(  + 8m2 + 4n2

n2
 

mn2

× 2 + 2n1( 
2m

.

(30)

Hence, equality holds in 13 iff λ, λ1, and λ2 are regular
graphs.

Hence, the proof is done. □

Theorem 11. Let λ(n, m), λs(n′, m′), λ1(n1, m1), and
λ2(n2, m2) be the simple connected graphs. )en, the first
reformulated Zagreb index of subdivision double neighbor-
hood corona product (λs · (λ1, λ2)) is given as

EM1 λs
· λ1, λ2( (  � 

uv∈Eλs

dλ(u)
2

+ 4 n1 + n2( dλ(u)  + 4 n1 + n2( 
2
m′

+ nHM1 λ1(  + 4nm1 + 4nM1 λ1(  + mHM1 λ2(  + 4mm2 + 4mM1 λ2( 

+ 2n2M1(λ) + 2nM1 λ2(  + 6mm2 + 8nn
3
2 + 16mn

2
2 + 16nn2m2 + 2mM1 λ1( 

+ 2mn1 2 + 2n1( 
2

+ 8mm1 2 + 2n1( .

(31)

Proof. From the concept of the first reformulated Zagreb, we
have

EM1 λs
· λ1, λ2( (  � 

uv∈Eλs · λ1 ,λ2( )

dλs· λ1 ,λ2( )(u) + dλs · λ1 ,λ2( )(v) − 2 
2
. (32)

Now, we apply Lemma 3,

� 
uv∈Eλs

dλ(u) + 2n2 + 2 + 2n1 − 2( 
2

+ n 
uv∈Eλ1

dλ1(u) + 2 + dλ1(v) + 2 − 2 
2

+ m 
uv∈Eλ2

dλ2(u) + 2 + dλ2(v) + 2 − 2 
2

+ 2 
u(o)∈Vλs v∈Vλ2

dλ(u) + 2n2 + dλ2(v) + 2 − 2 
2
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+ 2 

u(N)∈Vλs

v∈Vλ1

2 + 2n1 + dλ1(v) + 2 − 2 
2

� 
uv∈Eλs

dλ(u) + 2 n1 + n2( ( 
2

+ n 
uv∈Eλ1

dλ1(u) + dλ1(v) + 2 
2

+ m 
uv∈Eλ2

dλ2(u) + dλ2(v) + 2 
2

+ 2 
u(o)∈Vλs v∈Vλ2

dλ(u) + dλ2(v) + 2n2 
2

+ 2 
u(N)∈Vλs v∈Vλ1

dλ1(v) + 2 + 2n1 
2

� 
uv∈Eλs

dλ(u)
2

+ 2 n1 + n2( ( 
2

+ 2dλ(u) 2 n1 + n2( (   + n 
uv∈Eλ1

dλ1(u) + dλ1v 
2

+ 4 + 4 dλ1(u) + dλ1(v)  

+ m 
uv∈Eλ2

dλ2(u) + dλ2(v) 
2

+ 4 + 4 dλ2(u) + dλ2(v)   + 2 

u(o)∈Vλs

v∈Vλ2

dλ(u) + dλ2(v) 
2

+ 2n2( 
2

+ 2 dλ(u) + dλ2(v) 2n2 

+ 2 
u(N)∈Vλs v∈Vλ1

dλ1(v)
2

+ 2 + 2n1( 
2

+ 2 dλ1(v) 2 + 2n1(   

� 
uv∈Eλs

dλ(u)
2

+ 4 n1 + n2( 
2


uv∈Eλs

1 + 4 n1 + n2(  
uv∈Eλs

dλ(u)

+ n 
uv∈Eλ1

dλ1(u) + dλ1(v) 
2

+ 4 
uv∈Eλ1

1 + 4 
uv∈Eλ1

dλ1(u) + dλ1(v) 
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

+ m 
uv∈Eλ2

dλ2(u) + dλ2(v) 
2

+ 4 
uv∈Eλ2

1 + 4 
uv∈Eλ2

dλ2(u) + dλ2(v) 
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦

+ 2 

u(o)∈Vλs

v∈Vλ2

dλ(u) + dλ2(v) 
2

+ 4n
2
2 

u(o)∈Vλs

v∈Vλ2

1 + 4n2 

u(o)∈Vλs

v∈Vλ2

dλ(u) + dλ2(v) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 2 

u(N)∈Vλs

v∈Vλ1

dλ1(v)
2

+ 2 + 2n1( 
2



u(N)∈Vλs

v∈Vλ1

1 + 2 2 + 2n1(  

u(N)∈Vλs

v∈Vλ1

dλ1(v)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

� 
uv∈Eλs

dλ(u)
2

+ 4 n1 + n2( 
2
m′ + 4 n1 + n2(  

uv∈Eλs

dλ(u) + nHM1 λ1(  + 4nm1 + 4nM1 λ1( 

+ mHM1 λ2(  + 4mm2 + 4mM1 λ2( 

+ 2 

u(o)∈Vλs

v∈Vλ2

dλ(u)
2

+ dλ2(v)
2

+ 2dλ(u)dλ2(v)  + 4n
2
2 

u(o)∈Vλs

v∈Vλ2

1 + 4n2 

u(o)∈Vλs

v∈Vλ2

dλ(u) + 

u(o)∈Vλs

v∈Vλ2

dλ2(v)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 2 

u(N)∈Vλs

v∈Vλ1

dλ1(v)
2

+ 2 + 2n1( 
2



u(N)∈Vλs

v∈Vλ1

1 + 2 2 + 2n1(  

u(N)∈Vλs

v∈Vλ1

dλ1(v)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Complexity 13



� 
uv∈Eλs

dλ(u)
2

+ 4 n1 + n2( 
2
m′ + 4 n1 + n2(  

uv∈Eλs

dλ(u) + nHM1 λ1( 

+ 2 

u(o)∈Vλs

v∈Vλ2

dλ(u)
2

+ dλ2(v)
2

+ 2dλ(u)dλ2(v)  + 4n
2
2 

u(o)∈Vλs

v∈Vλ2

1 + 4n2 

u(o)∈Vλs

v∈Vλ2

dλ(u) + 

u(o)∈Vλs

v∈Vλ2

dλ2(v)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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Hence, the proof is done. □

3. Conclusion

+e first and second Zagreb indices, the first multiplicative
Zagreb index, the first reformed Zagreb index, and the
forgotten topological index were explored in this work, and
their exact expressions were investigated. Other degree and
distance-based topological indices of these complicated
network operations could be calculated in the future work.
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COVID-19 is the worst contagious disaster in the history of humankind, triggering a worldwide sickness pandemic. In lacking
specialized treatments or immunizations, finding and eliminating the infection source is the best option to decrease disease
transmission and lower sickness and degree of fatality among the general public. Generally, few significant barriers are present in
the existing system of monitoring the contamination. One of the obstacles is regarding health-related data storage. $e user’s
e-health data is kept in a traditional method that might have been compromised if shared with third parties. Secondly, the current
disease tracking technologies fail to monitor diseases numerous ways. $e tracing system is either personal or location-based.
Apart from these, gathering individual consent and sharing their health data with unknown associations is a real-time problem.
We propose a blockchain-based data system that maintains confidentiality with transparency. Users can acquire unlimited and
nontampered vital routes as the suggested blockchain solution leverages to link the user/patient and approved solvers. Also,
automatically executed smart contracts are constructed to desensitize the user ID and reallocation. $e anonymous feature
delivered by private blockchain with wireless technologies defends the customer’s identity secrecy. We develop a matching
approach using machine learning technology. Users may take safeguards in advance by employing our suggested analytical
technique for predicting the risk due to infectious source presence.

1. Introduction

A new infirmity is known as COVID-19, and its variations
are wreaking havoc throughout the globe. It was first
originated in the Chinese Wuhan City in the province of
Hubei. $e virus’s enormous proliferation has posed several
obstacles, causing the foundations of human civilization to
quiver. COVID-19 has infected about 11.5 million indi-
viduals and killed almost 529,090 people too far. South-East,
in particular, has surpassed the United States as the country
with the most known illnesses. Each country has its privacy
policies to communicate information about sick patients
[1–3]. Because various nations have their privacy policies for
sharing the information of infected persons, sharing in-
formation across the world with reliable privacy protection
is challenging. Users typically have slight control over the
possible exploitation of personal data once uploaded to the

cloud [4, 5]. If a comprehensive data security solution is not
in place, the cloud’s private user data might be stolen for any
number of malicious objectives [6]. $e Globe Health In-
stitution (WHO), a worldwide organization, engages with
governments to share information and improve epidemic
preventive strategy. However, some nations are losing faith
inWHO, and the organization cannot get sufficient funding.
Other authorities may withhold, incorrectly report, or
prevent pandemic data from being reported. For worldwide
pandemic prevention, this might result in a considerable
security weakness. As a result, not a single system is present
to share their personal details or data while protecting their
confidentiality. Administration departments and govern-
ments may have availed to all people’s health medical data,
which is outside their area of authority and obligation. Some
public healthcare offices, for example, may track down sick
people’s personal information and keep it in a conventional
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isolation place, so this process actually helps to increase
secondary contaminations and limits delicate liberty [7].
Several large tech companies will release the info of infected
persons with health authorities, implying that users’ data
con�dentiality and HR (human rights) will be infringed
without their awareness [7, 8].

�ere are presently two types of contact tracking systems
available: location-based and individual-based contact
tracking. Without knowing about infection migration, po-
sition-based contact tracking always o�ers a conversational
service and data contaminations in speci�ed places. Indi-
vidual-based tracing solutions are solely concerned with
person-to-person Bluetooth interaction and do not track
where users become infected. According to the WHO, the
virus may persist on various surfaces. �erefore, it impacts
people’s daily activities [9]. On the other hand, the identi-
�cation method cannot track and quantify the COVID-19
e�ect at a speci�c place [10].

Blockchain could equip a decentralized solution for
sharing information and protecting con�dentiality right out
of the box. Each computer node may bundle user data into
transactions and store it on the blockchain. Even if one
node’s data is tampered with, it will not a�ect its integrity
since the tampered info will fail to pass validated by existing
blocks. A smart contract is a blockchain-based application
that can execute instructions distributed while maintaining
output consistency. Current viral monitoring service solu-
tions examine infection transmission variables that are too
simplistic. Figure 1 shows the basic structure of blockchain
network.

�e key features of blockchain are as follows:

(1) E�ciency: a blockchain is simple to use and it can
stalk large amounts of information. Moreover, it can
bypass any complicated system.

(2) Transparency: because it shares resource informa-
tion with all connected mobile devices, a blockchain

automatically opens all resource status and con-
sumption data. �is analysis looked at speci�c
mobile devices’ exclusive use of resources and
infrastructure.

(3) Security: the security of a blockchain is superior to
that of centralized data handling. Intruder invasions
have the potential to do catastrophic damage to
centralized data management. Giving misleading
results is nearly tricky with a blockchain. It would
need simultaneous control of all portable devices on
which the data is disseminated, followed by a change
to the data recorded in the machines.

1.1. Problem De�nition. Because the epidemic had such a
negative impact on Saudi Arabia’s economy, it is necessary
to decrease the pandemic’s rami�cations and restore it to
normalcy. �e primary guideline for probable illness out-
break prevention is a set of limits and con�nements. Many
Android-based applications have been developed to remind
people of these limits to stay healthy [11–13]. Everyone
should follow the health professionals’ safety recommen-
dations; yet, these are insu�cient in any public gathering.
�e main motivations are mentioned as follows:

(i) �ere is a growing demand for accurate and
updated real-time COVID-19 tracking and pre-
vention-based solutions. Daily updates, visiting
locations monitoring, physical symptoms screening
(to use a question-and-answer technique), report
uploading, and other features are available in
multitasking programs.

(ii) As a result, present Android-based applications lack
data security and dependability, consume more
bandwidth, and result in requests overlapping in
public locations, making them unable to meet the

Sender

Receiver

Transaction represented
as a block

Block is Broadcasted to
the Network

Block is added to
the main chain

Approved as valid from
everyone in the network

Figure 1: �e basic structure of blockchain network.
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extra quality of service (QoS) criteria [14]. We fo-
cused on two contemporary instances: admission
into public meetings by people and customs checks.

(iii) Case 1: Figure 1 was added to the mix. Waiting in
line to display their updated COVID-19 linked
report, this gathering can expose people to infec-
tious illnesses more seriously. An Android appli-
cation was created to prevent this, although it has
some security �aws. As a result, service failure is
more likely when people in the queue/group make
similar service requests. Due to increasing tra�c,
similar service requests can result in higher data
usage. As a result, there is an increase in cost and a
decrease in battery life. Figure 2 shows request for
in-country service avail.
In this situation, the a�liations to which the user
wishes to get access and the report supplier au-
thorization/administrator each have their applica-
tion website and application server (within the same
country). As a result, we may delegate soul authority
to a particular association/sector to scan every
incomer, validate their provided report/information
via direct access to that administrative website, and

update the individual’s most recent health clearance
without requiring any human interaction. Hemayah
provides this precise digital platform, which aids in
the reduction of paper printed copy transfer during
social assemblies.

(ii) Case 2: it is expanded into Figure 3 (request for
outside-country service avail) waiting in line to
show their updated COVID-19-related report in a
country checkpoint after arriving from another
country.

For storing and verifying proposals, a centralized system
is also employed. As a result, there is a risk of data privacy, as
data can be altered with or hacked. KSA is the authorized
institution administrator. To monitor COVID-19, we also
require a blockchain-based contactless noti�cation system.
�e cloud is used to back up all of your data.

�e major contributions are as follows:

(1) A blockchain-based decentralized system is pro-
posed to get a better and contactless noti�cation for
COVID-19 contamination.

(2) A secure system order is used for escalation customer
con�dentiality, safety, and clearness.

Authorized by Blockchain

Application
website Authorized

searches for latest
COVID-19 report
from govt./private

site

Application
server

Similar service request
and high chance of

service failure

Standing in a queue and
waiting to show their
updated COVID-19

related report
If COVID-19 affected person detected then also no

provision to update his/ her latest condition in
traditional android–based applications

Similar
service
request

higher data
consumption
due to high
traffic. More
costing and
poor battery

life

Random searches
for latest news
update using

similar android
application

Authorized
organization/ sector

administrator
(Within the country)

Application
website

Application
server

L
o
c
a
l

D
B
s

Application
website

Application
server

Figure 2: Request for in-country service avail.
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(3) Encryption and decryption methods were also in-
corporated to generate both key pairs.

(4) Bluetooth is used for connecting one user to another
user and generating a spontaneous and speed no-
ti�cation system.

1.2. Organization of Paper. �e roadmap of this paper is
mentioned in this section. Section 2 de�nes the background
study of this present context. Section 3 formulizes our
proposed system. Section 4 represents the simulation pro-
cess along with evaluating scheme performance or outcome.
Section 5 presents the result and discussion for this work.
�e last part of our work represents the conclusion for this
paper

2. Related Work

MIT, Apple, and Google all have contact tracing-related
products and initiatives. On the other hand, their remedies
are either a centralized database incorporated into the
system or insu�cient data con�dentiality for consumers.
Such designs are unable to ful�ll the demands of user privacy
[15]. �e smart contract ensures that operations are carried
out consistently and that a consistent result is obtained in
terms of data security. One study describes a trading

platform for computer resources based on a smart contract-
based edge computing network. �is approach employs a
tree-structured smart contract group similar to ours.
However, their implementation focuses on matching users
and completing resource trade. �e goal of smart contracts,
on the other hand, is to keep track of the infection state of
sites. Some existing research uses di�erential privacy (DP)
and completed their work [16]. Several publications employ
DP algorithms on the Internet of Technology facts man-
aging; however, DP approaches will yield a pretty precise
outcome with impurity in it. �is feature will not go to work
with the property of decentralized technology like block-
chain [17, 18]. While keeping information, the subsequent
node should test the integrity of the preceding block’s
contents and cannot accept variances [19–21]. However,
exploring how these two topics cross in the study might be
fascinating. Table 1 represents a comparative analysis of
di�erent veri�cation approaches with their advantages and
disadvantages. Table 2 represents a descriptive discussion of
decentralized blockchain approaches with their advantages
and disadvantages.

Proposed technology can trace users’ visits to other
venues and their personal experiences with each other.
When a user comes to know about the contaminated report,
the proposed system will notify another person not to come
in the major contacts either directly or indirectly and o�er

Application
website

Application
website Application

website

Application
website

covid –ve

covid +ve

Authorized
organization/ sector

administrator
(Within the country)

No authorization to
access/exchange data to

update latest about
newly arrived person

Different authenticated
organization from
different countries

Local DB,
previously
sored data

Local DB,
previously
sored data Local DB,

previously
sored data

Local DB, previously
sored data

Standing in a queue and
waiting to show their

updated COVID-19 related
report

Application
website

Application
server

Application
server

Application
server

Application
server

Application
server

Figure 3: Request for outside-country service avail.
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important information for the same. Lastly, the system tries
to recognize that person who may contact unknowingly and
get contaminated.

2.1. End-to-End Tracking. Contacting trustworthy persons
while using wireless technology can be possible in proposed
smartphone-based method, which also uploads personal
details to distributed, trustless blockchain systems. Wireless
technology like Bluetooth can detect another present just
approximately 4 to 8meters. As a result, when the patient’s
smartphone receives Bluetooth signals, there are others
around. When a person registers himself as contaminated,
our system broadcasts their contamination situation to other
customers, alerting them to their health condition; maybe
they are in close interaction with this sick customer. Al-
though viruses may adhere to water vapor and propagate via
the aerosol, and users may be affected by other persons
nearby, tracking the direct contact recorded by Bluetooth is
critical. As a result, submitting customers’ connection rec-
ords will assist them in tracking the virus’s invasion route
and determining the likelihood of acquisition. Figure 4
represents the user logs on details to the corresponding
site and records information in the blockchain database.

3. Health Tracing Service

3.1. Inflammation Possibility . As per WTO medical staff
manual, healthy people can be infected both intrinsically and
extrinsically, with the direct interaction being close person-
to-person contact and the indirect interaction. $e infection
persisting on the object’s external spreads the patient
infecting healthy individuals after reaching the surface. As a
result, the computer would assess the participant based on
feature data collected from geographical tracking and in-
dividual contact tracings, such as the duration of interaction
time among patients, the distance between patients, and the
items in public spaces’ risk from these aspects.

3.2. Infection Notice. After calculating the likelihood of
contamination for this patient, the alerting function refers
him a warning notificationmessage, reminding him to either
prepare for disease ahead of time or seek medical care before
his health condition worsens. Whenever a client claims that
they are contaminated, the proposed framework will publish
their simulated individuality to other clients. $e customers
who get the warning notification can ask the native database
to determine whether they have an infection or not by
contacting directly or indirectly with the sick person, and the
transmission risk will be calculated.

3.3. Tracing User Visited Locations. In a typical case, the
customer may frequently meet numerous people in public
locations in a single day, like workplaces, cafeterias, malls, or
clubs; thus she may utilize the provided interaction tracking
facility to upload her staying data, which she wants to in-
clude. Figure 4 shows the user logs on to the site and make
the bunch of records and information in the blockchain-
based database.

It informs our system about the time and place. $e
visitation data will be kept in the distributed blockchain
system. Users may also verify the infection status before
visiting to guarantee their protection. When a customer
tested COVID-19 positive, a set of smart contracts incor-
porated in the proposed framework are responsible for
updating the contamination condition of the spaces with
modes of conveyance that the user visited or used,
depending on their visit data.

4. Proposed Method

In this part, we have described and enlightened the proposed
blockchain-based risk notification system with all compo-
nents starting from the standpoint and different layers
present in the system and the connections within it. Figure 5
defines the proposed blockchain-based architecture for
contactless monitoring.

Table 1: Verification approaches with their features.

Verification approaches Benefit Starfish
Fingerprint-based
verification

More secure than other approaches and
highly convincing High-cost and difficult to implement and manage

Verification using hardware
or software

More secure than the verification process
using data or information

High threat of compromising sensitive data, entire data will
be lost, one’s terminal mislaid

Verification using
information Nominal cost with limited resources Centralized control, prone to vulnerability

Others Mantation higher safety, compact deception
threat High-cost and difficult to implement and manage

Table 2: Benefit and disadvantage of decentralized System.

Parameter Benefit Disadvantage
Within decentralize network Immutability High cost

Clearness Making possible forks
Privacy Complicated

Trestles environment Respectively slow
Database Distributed No centralized control
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4.1. System Architecture. Users may utilize our four-layer
trace and noti�cation system to track individual Bluetooth
connections, registration positions, also contamination
question conditions with other patients on the applied
decentralized platform. Figure 6 depicts di�erent layers:
patient communication layer, remote facility layer, service
provided by SM layer, and record-keeping layer are the
layers that make up the user interface. �is system o�ers two
main tracing and alerting services: Bluetooth-based indi-
vidual contact tracking and position-based contact tracking.
�e data created by these two services are kept in distributed
blockchain databases, and both services are built on the
public blockchain. �e smart contracts in the third tier

coordinate the position-based contact tracking, while the
wireless contact trace is handled by the next layer. Figure 6
represents the work �ow diagram of proposed contactless
monitoring.

4.2. Patient Communication Layer. Customer C and posi-
tion P are both entities in the user interaction layer. Users
are persons who have Bluetooth-enabled phones and fall
into one of two categories of health: healthy or unhealthy.
Both of you are infected; users who are not a�ected and those
who are infected. In the second tier, users access cell phone
services and update their health status regarding the medical
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Figure 5: Proposed blockchain-based architecture for contactless monitoring.
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assessments. We take it for granted that users constantly
update our system with accurate information about their
infection condition. A position P is a communal venue or
mode of transport used by people in their everyday lives,
such as workplaces, restaurants, stadiums, buses, and even
aircraft. Uninfected position Up normal and infected des-
tination Ip infected are the two status kinds for position P. If
this place P was visited by an infected user Ip infected, the
system would record it as P contaminated.

4.3. Remote Facility Layer. Our system’s primary handler,
the mobile service Layer, communicates directly with the
other three levels. In this layer, the remote facility Cellp is
our planned mobile phone application. �e remote facility
layer, in collaboration with di�erent layers, such as an edge
layer for delivering service to users, contains two major
aspects: interaction tracking based on wireless or position
and �tness tracking basis of information from the public
blockchain.

4.4. Service Provided by SM Layer. Our system’s second core
is the smart contract service layer. �e remote facility layer
processes the check-in request rechecking created by the
user visiting position P and forwards it to this smart contract
facility layer, where the smart contract groupmanages it.�e
smart contract group ties contracts together based on the
organizational structure scheme. �e SM dedicated for the
state level is SCont_state at the top of the hierarchy, followed

through the county SCont_county Contract, the town
SCont_city, and lastly, the minor unit location SCont_pos.
SCont citymanages smart contracts based on location town
contracts, SCont_county manages district contracts, and
States SCont_state manages county-level contracts.

Every agreement or smart contract may only inherit
from one superior contract, and it cannot be a part of two
excellent contracts simultaneously. One of these three states
must be present at each site: Estatus, Afstatus,Negstatus{ } and
the smart contract that goes with it. Contract location dy-
namically records the infection status of position P. �is
place P is deemed infected by this customer C infected if an
infected customer Ic infected visits it or if a user who has
seen it reports that he is a�ected. �e position P is regarded
as a Negstatus only if it has been cleansed or fourteen days
after being contaminated. �e subsequent requests will re-
duce the smart contract SCont_pos operation costs while
maintaining the correctness of the position P status record.
Requirements cause the smart contract SCont_pos to check
and update the infection state of position P. Otherwise, the
SM SCont_pos will not vigorously detect the contamination
condition of position P. �is approach guarantees that
customers obtain the most up-to-date location status for
their requests while eliminating smart contract activities.

4.5. Record-Keeping Layer. In the record-keeping layer, we
have deployed a distributed blockchain database DB. Every
customer and compute block in this systemmay be synced to
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receive a comprehensive database consistent with all others.
Typically centralized databases hold all data in a single data
server center, whereas conventional distributed records
store information in numerous data server centers; however,
each storage system may not contain entire worldwide in-
formation. Database systems need an essential block to
execute input and keep the output of operations in the
database. In contrast, a blockchain-based database never
requires a central module because all users may query the
same database locally for consistency.

$e blockchain database in our system will hold all
transaction processing, such as customers’ Bluetooth com-
merce data, registration info for the frequented position, and
changes in the user’s general medical status, except for

position-based contact tracking, which requires SM to up-
load, update, and keep contamination report condition in
the DB. For other services like tracking facilities, position-
based contact tracking, wireless contact tracking, and
e-health tracking facilities, customers can ask questions to
the decentralized database unswervingly for private contacts
and staying data.

5. Result Analysis

We create a working demo and test its work in the following
tests, which employ the Poisson distribution equation to
replicate users’ daily contact and check-in actions. $e
average cost of submission requests and the overall cost of

(1) Initiation for setup
(2) System setup for Mobile Application installation and get the credential
(3) Check Login credential working or not
(4) If yes
(a) .$en end
(5) Else repeat line 2
(6) Generate User_id_temp with geo location
(7) Apply for verification and validation
(8) Once validate users get User_id
(9) If get error
(a) $en apply line 8
(10) Update user device to the network
(11) Get device_pair_id ready to connect with others via Bluetooth
(12) User will broadcast User_id
(13) Users can connect multiple times but need to match a dd ress i d

(14) Start Testing by Miner
(15 )req_sample from the user and identify COVID-19 in the lab
(16 )if ,req_sample �� POV
(a) $en
(b) reg_id user details and generate new id
(c) Key_pairs is generated by the applied method
(d) .Provide treatment by the health unit
(e) .Find any Local_match nearest to the user
(f ) .Generate alert_warning and broadcast it to the author
(g) Update contaminated info blockchain
(17) Else declare re_sample �� NOV
(a) Update user info into blockchain
(18) End
(19) Only Updated and users can access the data while using keys
(20) Gov. can only check the numbers of COVID tested req_sample �� POV to confirm the user’s confidentiality

ALGORITHM 1: Proposed blockchain-based secured data sharing algorithm.

Table 3: Overall comparison of existing work with proposed work.

Paper name Decentralized Authentication of user Data confidentiality Availability Tractability Integrity
Azzaoui [3] Yes Yes Yes No No No
Sharma et al. [4] Yes Yes No No No Yes
Kim et al. [2] Yes Yes Yes No No Yes
Abouyoussef et al. [5] Yes No Yes No No No
Dhaliwal et al. [12] No No Yes Yes No No
Gupta et al. [18] No Yes Yes Yes Yes No
Proposed work Yes Yes Yes Yes Yes Yes
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operating the proposed prototype framework are the studies’
subjects. We begin by setting the stage for the tests. �e
service’s security and adaptability are next evaluated and
analyzed. �e proposed system may set up and create
benchmarks in the future to assess while the actual dataset
becomes accessible.

Implementation of the System Experiments is carried
out using an HP with Windows 10 operating system. �is
computer features a 2.3GHz Intel i3 processor and eight
gigabytes of RAM. �e SM set is established and imple-
mented using the Solidity programming language, and it is
implemented on a sample Ethereum blockchain modeled
using Ganache software. �e script for data analysis is then
written in Python [22]. Table 3 de�nes the overall com-
parison of existing work with proposed work. A sample code
is displayed in Figure 7.

To calculate the average submission cost, we calculate the
average gas cost of all requests and the standard deviation on

the average cost of �fteen iterations of tests using three
measures of arranged smart contracts and �ve di�erent
numbers of submissions ranging from one hundred to six
hundred.�e average request gas consumption is lowered by
a factor of �ve from two hundred thousand Wei to four
hundred thousand Wei. �e variance of request cost is
lowered by �ve times as the number of requests increases.
�e actual overhead is relatively minimal, even though the
gas volume and deviation in Figures 8 and 9 are rather large.
We understand that the lowest gas unit in the Ethereum
system is the Wei and that one ether equals 1011 Wei.

It shows that as the number of applications rises from 50
to 200 and the contract rises from 15 to 25, the system’s total
gas usage rises linearly, taking into account the case of the
same number of applications with di�erent �gures of
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contracts, as well as the case of the equal number of
agreements with varying numbers of requests. A comparison
is also demonstrated in Figure 10 of gas consumption by
remote facility, smart contracts, and consumers combined.

Our suggested scheme has high stability and scalability
based on the three measures [23]. �e demand cost, which is
the most signi�cant over�t in the framework functioning,
has been steadily approaching a lower threshold as the
number of requests and contracts has increase. Lastly,
Figure 11 shows an average gas consummation for the entire
system.

6. Conclusions

In this work, we propose a tracking and alerting framework
based on blockchain and smart contracts that o�er three

types of services: position-based contact tracking, wireless
tracking, and smart contract-based tracking. Solutions for
health tracing our technology can track a customer’s travel
and interaction record, as well as reminding them of pre-
vious infections they may have had. �e health tracking
program also allows users to evaluate their chances of be-
coming sick. Customers can securely transmit their visit data
and health condition to the blockchain network to secure
their con�dentiality. Users may also utilize a massive set of
arbitrary physical addresses generated by wireless technol-
ogy as a provisional identity to preserve their anonymity
even more.

Furthermore, the set of smart contracts was integrated
into the framework to keep the contamination condition of
each and every place. It executes the equivalent order of
check-in procedures to guarantee that each patient receives
the location’s contamination �ndings consistently. We also
simulate user contact with the proposed prototype organi-
zation before assessing its performance, including gas
consumption, operating constancy, and request handling
speed. Our system o�ers high scalability and stability in a
simulated environment. We plan to have actual data re-
garding customer contact data to assess our technology in
the forthcoming.
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+e main aim of this study was to address the problem of congestion in TCP nonlinear systems in the presence of mismatched
exogenous disturbances. To achieve this problem, two methods are proposed: the first is active queuing management, based on
two proposed controllers, an NLPID and STC-SM, while the second is the application of active queuing management-based anti-
disturbance techniques such as active disturbance rejection control (ADRC) and the nonlinear disturbance observer (NLDO).+e
proposed ADRC consists of a newNLPID and a new super-twisting sliding mode controller (STC-SM), which functions as a novel
NLSEF, and a proposed NLESO estimates the applied disturbance and cancels it in a responsive manner. A new tracking
differentiator with a novel function is also used to generate a smooth and accurate reference signal and derivative. +e NLDO is
proposed to estimate the disturbance and combine this with the control signal of the designed nonlinear controller as a way to
compensate for the disturbance. +e simulation results for the proposed scheme (ADRC) as applied to a nonlinear model of the
TCP network are thus found to provide smoother and more accurate tracking of the desired value, with high robustness against
applied disturbance, as compared to the other schemes introduced in this study. +e proposed scheme also shows a noticeable
improvement in terms of the utilized performance indices and the OPI.

1. Introduction

+e requirements for quick, high-speed, and reliable com-
munication have become more intense with recent increases
in the number of Internet users. To achieve the necessary
reliable communication between the server and the client,
TCP is thus widely used. TCP offers a connection-oriented
packet switching method that provides a reliable, bidirec-
tional connection between two endpoints; however, al-
though TCP is more reliable than UDP, any significant
increase in TCP flow may cause serious congestion in the

router, which will reduce network communication quality. A
network congestion control method must thus be utilized,
and there are two main types of congestion control. +e first
is source-based TCP management, such as Sack, New Reno,
and Vegas, while the second is router-based active queuing
management (AQM). Issues with global synchronization
caused by the first method mean, however, that it is the
secondmethod that has beenmost widely utilized, which has
attracted the attention of most researchers [1].

Initially, AQM was proposed by [2] in a form known as
random early detection; after that, Misra provided an

Hindawi
Complexity
Volume 2022, Article ID 5501402, 16 pages
https://doi.org/10.1155/2022/5501402

mailto:ahmedalkhayyat85@iunajaf.edu.iq
https://orcid.org/0000-0002-0962-3453
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5501402


analytical model for TCP/AQM in [3] using differential
equations and fluid flow theory. AQM forms a method that
actively drops the packet in the router buffer before it is full,
ensuring that queuing length is always monitored: when
congestion occurs, the queuing length becomes greater than
the desired value, and the AQM uses this as an indication of
congestion. At such times, the AQM provides effective,
reliable, efficient, and fair communication between sender
and receiver in the TCP network [1, 4].

AQM based on advanced control theory is now widely
used, and it has thus attracted the attention of several re-
searchers seeking to deal with the problem of congestion in
TCP networks by achieving the desired trajectory of queuing
length. +e author in [1] presented the use of integral
backstepping as an AQM for a multi-route TCP/AQM
model as a way to reduce congestion, while in [5], the author
proposed three controllers, H∞, PSO-PID, and ACO-PID,
as AQMs to reduce the effects of disturbance and uncertainty
and to track the desired set point. In [6], the author in-
troduced an AQM-based novel PD controller for both single
and multiple bottleneck routers as a way to adjust the
queuing length to the desired set point under small oscil-
lations. +e author in [7] designed a nonlinear disturbance
observer with a backstepping controller to form a nonlinear
TCP network system, while the author in [8] presented a
backstepping controller that adopted aminimax approach to
control congestion and avoid the influence of applied dis-
turbance. In [9], the author introduced another controller,
which utilized a combination of H∞ theory and integral
backstepping, to a nonlinear model of the TCP network
system to control the congestion occurring in the network.
+e author in [10] further proposed the use of a PD con-
troller as an AQM and linear disturbance observer (DOB),
with a smith predictor (SP) and the linearized model of the
TCP network used to avoid congestion in the TCP network
and to eliminate the influence of or compensate for the time
delay effect. A further finite time backstepping controller
was proposed in [11], with the nonlinear model of the TCP
network system encouraged to reach the desired value in a
finite time; the author in [12] also proposed a self-tuning rate
and queuing-based PI controller (SQR-PI) with a single/
multiple bottleneck router model to control queuing length
by estimating the rate of traffic and using this alongside a PI
controller to map congestion levels and to dramatically
reduce the probability of losing packets. A combination of
finite time control, backstepping technique, prescribed
performance, and fuzzy logic was then presented in [13] as a
way to deal with applied disturbance and achieve queuing
length in a finite time.

Although all the studies noted above provide robust
controller techniques for a TCP network, several studies
used the linearized model of the TCP network, while others
considered the round trip time (RTT) as a constant. Further,
no recent research has used the disturbance/uncertainty
rejection technique, also known as active disturbance re-
jection control (ADRC). +e ADRC is a powerful method,
first proposed by [14], for dealing with the problem of ex-
ogenous disturbance, uncertainty, and unknown perturba-
tions that may affect linear and nonlinear systems, whether

SISO or MIMO. At present, while the ADRC is widely used
in different fields, as introduced in [15–17], the effectiveness
of the proposed methods as compared to the conventional
one is unknown. Motivated by this survey, the researchers in
this study used a modified version of the conventional
ADRC technique as an AQM in this study.

+e main aim of this study was to design an accurate
control technique that can control congestion in the TCP
nonlinear system and thus handle nonlinearity, disturbance,
and uncertainty effects. A modified ADRC is thus proposed
as an AQM in the time-delayed TCP network nonlinear
model. +e proposed method also contains two new con-
trollers, NLPID and STC-SM, which are proposed as new
NLSEFs, while a new fractional power nonlinear extended
state observer is also proposed. Additionally, a new tracking
differentiator is proposed using the sigmoid function, with
three parts combined to form a modified ADRC that pro-
vides smooth, accurate, and excellent results.+e parameters
of the proposed controller, proposed NLESO, and the
tracking differentiator were thus tuned using a genetic al-
gorithm as an optimization technique [18], while a new
multi-objective performance index was used in the mini-
mization process. +is includes the absolute of the control
signals, the square of the control signals, the integral time
absolute error, the integral time square error, and the mean
square error.

+e rest of this study is organized as follows: Section 2
presents the modelling of the TCP network, and then, the
problem statement is illustrated in Section 3. Section 4
presents the design of the proposed ADRC, while Section 5
presents the design and convergence of NLDO, along with
closed-loop stability analysis. Section 6 then illustrates the
simulation results and offers a discussion of these simula-
tions. Finally, Section 7 presents the conclusion of this study.

2. TCP/AQM Mathematical Models

Using fluid flow theory, the nonlinear model of a TCP
network can be described using the following nonlinear
differential equations with time-varying delays [19], as-
suming a single bottleneck router network topology as
shown in Figure 1.

_W(t) �
1

R(t)
−

W(t)W(t − R(t))

R(t)R(t − R(t))
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where W(t) represents the average window size of the TCP
network, q(t) represents the average queuing length at the
router, R(t) is the round trip time, C(t) is the link capacity,
N(t) is the number of TCP sessions, τp is the propagation
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delay, and p(t − R(t)) is the probability of a packet marking
that represents the AQM control strategy; additionally, d(t)

is the exogenous disturbance, denoted by the UDP unre-
sponsive flows.

As this model incorporates time-varying delays, if C(t)

and N(t) can be assumed to be constant (fixed) within a
period of time, then C(t) � C andN(t) � N [19].

p(t − R(t)) � u0,

u � ℵ u0( ,
 (3)

where ℵ � ε + ε tan h(u0/ε) to ensure u ∈ [0, 1], and ε is a
positive tuning parameter. +us, equation (1) can be re-
written as follows:

_W(t) �
1

R(t)
−

W(t)W(t − R(t))

R(t)R(t − R(t))
u,

_q(t) �
N

R(t)
W(t) − C + d(t).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

+e dynamic behavior of the window size in equation (1)
is described by “addition increase multiplication decrease”
[3]. +e first term of _W(t), which is 1/R(t), means that the
window size increases by one for every round trip time
(R(t)), while the second term, which is W(t)W(t − R(t))/
R(t)R(t − R(t)), means that the window size is halved when
congestion occurs, and the packet is lost. +e first term of
_q(t), which is N/R(t)W(t), thus refers to a newly arriving
queuing packet. As the UDP shares the same link and
channel with the TCP, the probability of losing a packet
increases as the UDP continues sending packet even where
congestion occurs: UDP unresponsive flow is thus consid-
ered to represent exogenous disturbance, d(t).

3. Problem Statement

Let x1(t) � q(t)x2(t) � N/R(t)W(t).

Remark 1. +e model in equation (4) is different than the
model introduced in [19], with the tan h(·) function used as a
limit function, with ε as a tuning parameter, rather than the
sat(·) function as a way to solve the problem of the sharp
edge. In addition, the effect of both the disturbance and the

time-varying delay is considered in this model, to approx-
imately reflect the real behavior of the TCP network.

Based on the parameters from Remark 1, the equations
for the TCP/AQM network can be represented as follows:

_x1(t) � x2(t) + d(t),

_x2(t) � f _x1, x2, N, R(t), C, d(t)(  + g1(x)u,

y(t) � x(t),

⎧⎪⎪⎨

⎪⎪⎩
(5)

where

f x1, x2, N, R(t), C(  �
N

R
2
(t)

−
x2(t) _x1(t)

R(t)C
,

g1(x) � −
x2(t) + C

2N
x2(t) − R(t)(  + C ,

(6)

where x � x1, x2  ∈ R2, representing the queuing length
and the window size, respectively, y(t) � x1(t) ∈ R is the
measured output, and u is the control input, which is
designed to stabilize and minimize the probability of packet
loss to achieve the desired queuing length and reduce or
avoid congestion when the exogenous disturbance d(t) and
parameter uncertainty are applied to the TCP/AQM
network.

4. The Proposed ADRC Design

+e ADRC is one of the most effective anti-disturbance
methods, and it was first proposed by [14] in the late 1980s.
+e effectiveness of the ADRC is due to its ability to actively
estimate disturbance, thus providing fast-tracking and ac-
curate control. +e design of the ADRC depends on its
relative degree, and in this section, the design of the pro-
posed ADRC, which consist of two options, a nonlinear
controller and a tracking differentiator, and two schemes
supporting the proposed nonlinear ESO, is introduced and
examined.

4.1. 1e Proposed Tracking Differentiator. +e tracking dif-
ferentiator is that part of the ADRC used to generate the
reference signal and the reference signal derivative, which
must therefore offer a tuned and efficient response. +e
dynamic equation of the proposed tracking differentiator is
thus given as

_r1(t) � r2(t),

_r2(t) � − a1R
2 r1(t) − r(t)(  + 2 r1(t) − r(t)( 

3

1 + r1(t) − r(t)(  + 2 r1(t) − r(t)( 
3





⎛⎝ ⎞⎠

− a2Rr2(t),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

TCP
sender

Bottleneck router

TCP
Receiver

Bottleneck
Link capacity

C(t)

Figure 1: TCP network topology.
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where r1(t) is the desired trajectory and r2(t) is its derivative
and R, a1, and a2 are positive tuning parameters. It is worth
noting that the function used in this equation (i.e.,
((r1(t) − r(t)) + 2(r1(t) − r(t))3/1 + |(r1(t) − r(t)) + 2(r1
(t) − r(t))3|)) was introduced in [20] in the form “Rational
functions and absolute value” as a replacement for the
function used in [14].

4.2. Proposed Nonlinear Controllers. In this subsection, the
nonlinear controllers used in this study are introduced and
defined:

(i) +e first controller is the NLPID, which can be
expressed as follows:

u1 �
k1

1 + exp e
2

 
|e|

α1 sign(e),

u2 �
k2

1 + exp _e
2

 
| _e|

α2 sign( _e),

u3 �
k3

1 + exp  e
2dt 

 edt





α3
sign  edt ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

u0NLPID � u1 + u2 + u3. (9)

(ii) +e second controller is the proposed super-twisting
sliding mode controller (STC-SM), expressed as

ς � κe + _e,

u0STC− SM
� κ|ς|psign(ς) + ξ tan h

ς
δ

 ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

where (k1, k2, k3, α1, α2, α3, κ, ξ, p, δ) are the shared
controller tuning parameters, ς is the sliding surface,
and e � r1 − z1 and _e are the reference error and its
derivative.

4.3. 1e Proposed Nonlinear Extended State Observer. +e
nonlinear ESO is an improved nonlinear version of the
linear ESO shown previously to effectively estimate

disturbances in specific cases. +e proposed NLESO is a
modified version of the NLESO proposed by [21], and the
mathematical representation of the first scheme of the
modified NLESO is expressed as

_z1(t) � z2(t) + β1e1(t),

_z2(t) � z3(t) + β2e2(t) + b0u(t),

_z3(t) � β3e3(t).

⎧⎪⎪⎨

⎪⎪⎩
(11)

For the nonlinear function,

e1(t) � sign e1(t)(  e1(t)



a

+ e1(t),

e2(t) � sign e1(t)(  e1(t)



2a− 1

+ e1(t),

e3(t) � sign e1(t)(  e1(t)



3a− 2

+ e1(t),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

where β1, β2, and β3 are the observer gain, z1 and z2 are the
estimated state, z3 is the estimated total disturbance, and
0.67< a< 1 is a positive tuning parameter. Another scheme
for NLESO is also proposed and used in this study. +e
mathematical representation of the second scheme for a
modified NLESO can be expressed as follows:

_z1(t) � z2(t) + β1e1(t),

_z2(t) � z3(t) + β2e2(t) + b0u(t),

_z3(t) � β3e3(t),

⎧⎪⎪⎨

⎪⎪⎩
(13)

where ei(t), i ∈ 1, 2, 3{ } is expressed as follows:

e1(t) � sign e1(t)(  e1(t)



a

+ Ae1(t),

e2(t) � sign e1(t)(  e1(t)



a/2

+ Ae1(t),

e3(t) � sign e1(t)(  e1(t)



a/4

+ Ae1(t),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

where e1(t) � q(t) − z1(t), e1(t) is the estimation error,
z1(t) is the estimation state of q, e1(t), e2(t), and e3(t) are
the nonlinear functions, a is a tuning parameter that should
be less than 1, and A is another tuning parameter.

+e complete diagrams of both the proposed controllers
and the proposed ADRC with the TCP/AQM nonlinear
model are shown in Figures 2 and 3. In this study, the
tracking differentiator is used instead of the ordinary de-
rivative as a way to access both the error and its derivative:
thus, equations (7), (8), and (10) can be rewritten as follows.

(i) +e tracking differentiator is as follows:

_e1(t) � e2(t), _e2(t) � − a1R
2 e1(t) − e(t)(  + 2 e1(t) − e(t)( 

3

1 + e1(t) − e(t)(  + 2 e1(t) − e(t)( 
3





⎛⎝ ⎞⎠ − a2Re2(t).
⎧⎪⎨

⎪⎩
(15)

(ii) +e NLPID controller is as follows:
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u1 �
k1

1 + exp e
2
1 

e1



α1 sign e1( ,

u2 �
k2

1 + exp e
2
2 

e2



α2 sign e2( ,

u3 �
k

1 + exp  e
2
1 

e1



α3 sign  e1dt ,

u0NLPD � u1 + u2 + u3.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

(iii) +e STC-SM controller is as follows:

ς � κe1 + e2,

u0STC− SM
� κ|ς|asign(ς) + ξ tan h

ς
δ

 ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

where e1 and e2 are the tracking error and its derivative and
e(t) � r(t) − q(t).

As mentioned previously, the design of the ADRC de-
pends on the relative degree of the system, and as the TCP
network is a SISO system, with a single input u(t) and single
output q(t), the relative degree of the TCP/AQM network is
thus ρ � 2.

5. The Proposed Nonlinear Disturbance
Observer (NLDO) Design

+e disturbance observer is one of the anti-disturbance
techniques presented in [22], which can be linear or non-
linear; in this work, the nonlinear disturbance observer is
thus presented, which is designed to estimate external
disturbance, such as an unknown load, and the changes and
UDP unresponsive flow are calculated so that the estimated
value can be employed to compensate for the influence of the
disturbance.

+e NLDO can be expressed as follows [22]:
_Z � − l(x)G2(x)Z − l(x) G2(x)P(x) + F(x) + G1(x)u ,

d � P(x) + Z,

⎧⎨

⎩

(18)

where d and Z are the estimated disturbance and the in-
ternal state of the nonlinear observer, respectively, and P(x)

is a nonlinear function to be designed, while ℓ(x) is the
nonlinear observer gain where x ∈ x1, x2 . To ensure that
the NLDO is asymptotically stable, the nonlinear function
P(x) must be designed in such a way as to force the NLDO to
be asymptotically stable.

5.1. Convergence of the Proposed NLDO. To prove the ef-
fectiveness of the designed NLDO with the TCP network, an
inclusive analysis was done using a Lyapunov stability ap-
proach [23].

r(t) u(t)

d(t)

q(t)e
1
(t)

e(t)
e
2
(t)

TD
(14)

TCP/AQM
(4)

Proposed controller

NLPID (15)
STC-SM (16)

GA

Figure 2: Completed diagram of the TCP/AQM based on the proposed controllers.
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Figure 3: Completed diagram of the TCP/AQM based on the proposed ADRC.
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As shown, equation (4) cannot fit the form of equation
(18) due to the system in equation (4) having input in one
channel and a disturbance in the other. To convert the
system from a mismatched to a matched one, the following
procedure must thus be applied:

Let x1(t) � q(t)x2(t) � (N/R(t))W(t) so that

_x1(t) � x2(t) − C + d(t),

_x2(t) �
N

R
2
(t)

−
x2(t) _x1(t)

R(t)C

−
x2(t) + C

2N
x2(t) − R(t)(  + C u(t),

y(t) � x1(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

For simplicity, ϕ(t − t0) � ϕ(t) is assumed; equation (19)
can thus be rewritten as

_x1(t) � x2(t) − C + d(t),

_x2(t) � m1 − m2x2(t)u,

y(t) � x1(t),

⎧⎪⎪⎨

⎪⎪⎩
(20)

where m1 � (N/R2(t)) − (x2 (t) _x1(t)/R(t)C) andm2 �

− ((x2(t) + C)2/2N).
Equation (21) can then be transformed into the following

form:

_x1(t) � F1 x1, x2(  + bd(t),

_x2(t) � F2 x1, x2(  + b2u(t),

y � x1(t).

⎧⎪⎪⎨

⎪⎪⎩
(21)

Differentiating the first equation of equation (21) yields

€x1 �
zF1 x1, x2( 

zx1
_x1 +

zF1 x1, x2( 

zx2
_x2 + b1

_d(t), (22)

while substituting equations (21) into (22) produces

€x1 �
zF1 x1, x2( 

zx1
F1 x1, x2(  + b1d(t) 

+
zF1 x1, x2( 

zx2
F2 x1, x2(  + b2u(t)  + b1

_d(t),

(23)

Rearranging equation (23) gives

€x1 �
zF1 x1, x2( 

zx1
F1 x1, x2(  +

zF1 x1, x2( 

zx2
F2 x1, x2(  +

zF1 x1, x2( 

zx2
b2u(t) +

zF1 x1, x2( 

zx1
b1d(t) + b1

_d(t),

€x1 �
zF1 x1, x2( 

zx1
F1 x1, x2(  +

zF1 x1, x2( 

zx2
F2 x1, x2(  + b2

zF1 x1, x2( 

zx2
u(t) +

zF1 x1, x2( /zx1b1d(t) + b1
_d(t)

zF1 x1, x2( /zx2b2
 .

(24)

+en,

€x1 � F x1, x2(  + b(u + D), (25)

where

F x1, x2(  �
zF1 x1, x2( 

zx1
F1 x1, x2( 

+
zF1 x1, x2( 

zx2
F2 x1, x2( ,

b � b2
zF1 x1, x2( 

zx2
,

d �
zF1 x1, x2( /zx1b1d(t) + b1

_d(t)

zF1 x1, x2( /zx2( b2
.

(26)

Let x1(t) � x1(t) and x2(t) � _x1(t); this allows equation
(20) to be rewritten as

_x1(t) � x2(t),

_x2(t) � F x1, x2, x2(  + b(u + d),

y(t) � x1(t).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(27)

where x � x1(t), x2(t)  ∈ R2, F(x1, x2, x2) is the matched
nonlinear function, andY(t) ∈ R is the output of the system.

Remark 2. As seen from equation (27), F depends on x2;
thus, to find an expression for x2, the first equation of (19)
can be used, and the x2 thus found substituted into equation
(27) to transform the system in the term (x1(t), x2(t)).
x2(t) � _x1(t) + C − d(t)⟶ x2(t) � x2(t) + C − d(t). +is
means that equation (27) can be rewritten as

_x1(t) � x2(t),

_x2(t) � F x1, x2, C, d(t)(  + b(u + D),

y(t) � x1(t).

⎧⎪⎪⎨

⎪⎪⎩
(28)

Adding ±b0u to the second equation of (28) yields

_x1(t) � x2(t),

_x2(t) � 5 + b0u,

y(t) � x1(t),

⎧⎪⎪⎨

⎪⎪⎩
(29)

where 5 � F(x1, x2, C, d(t)) + bD + (b − b0)u.

Theorem 1. Assuming a TCP network as given in equation
(28), the proposed NLDOwill be asymptotically stable if P(X)
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is designed appropriately. An appropriate nonlinear function
P(X) is proposed as

P(x) � k + kx,

l(x) �
zP(x)
zx

,




(30)

where x � x1 ∈ Rh is a positive tuning parameter.

Proof. Assuming a system as given in equation (28), the
proposed NLDO can be expressed as follows:

_Z � − l x1( )g2(x)Z − l x1( ) g2(x)P x1( ) + F̂(x) + g1(x)u[ ],

d̂ � P x1( ) + Z.




(31)

Di�erentiating d̂ gives

_̂d � _P x1( ) + _Z. (32)

Di�erentiating the �rst equation of (30) yields

_P x1( ) �
dP
dx1

� hx1. (33)

Substituting equation (33) into the �rst equation of (31)
creates

_̂d � h _x1 − ℓ(x)g2(x)Z − g2(x)P(x)ℓ(x)

− ℓ(x)F̂(x)ℓ(x) − ℓ(x)g1(x)u.
(34)

Simplifying equation (34) yields

_̂d � hg2(x)d(t) − hg2(x)Z − hg2(x)P(x). (35)

Substituting d̂ � P(x) +Z into equation (35) gives

_̂d � hg2(x)[d(t) − d̂(t)], (36)

where d(t) − d̂(t) � ed represents the disturbance observer
error, d(t) � D is the applied exogenous disturbance, and
d̂(t) is the estimated disturbance.

ed � d(t) − d̂(t). (37)

Di�erentiating equation (37) allows the error dynamics
to be expressed as

_ed � _d(t) − _̂d(t). (38)

Assuming a constant disturbance, _d(t) � 0, the dynamic
of the disturbance observer error can thus be given as

_ed � − hg2(x)ed. (39)

□

Remark 3. �e NLDO is asymptotically stable if the esti-
mated error converges to zero as t⟶∞. To achieve this, a
Lyapunov stability approach can be utilized [23].

Taking the Lyapunov function VNLDO � (1/2)eTded,

_VNLDO � e
T
d _ed,

_VNLDO � − e
T
d hg2(x)ed[ ],

_VNLDO < − hg2(x)e
2
d.

(40)

�e system in equation (30) is thus asymptotically stable
when the following conditions are satis�ed:

(i) VNLDO is positive de�nite, VNLDO(ed)> 0 for ed ≠ 0
(ii) _VNLDO(ed)< 0 for ei ≠ 0

�us, the NLDO is asymptotically stable if hg2(X)> 0,
h> 0.

�e complete diagram of the proposed NLDO with TCP
network nonlinear model is shown in Figure 4.

r (t) e (t) e1 (t)
u (t)

u (t)
1 (t)

1 (t)

u0 (t) q (t)
d

d

d
z z

e2 (t)
TD
(14)

GA

NLPID (15)
STC-SM (17)

TCP-Network
(6)

–l (1) g2 () z
–l (1)[g2 () P (1)
+ F () g1 (x) u]





1
S

Proposed NLDO (31)

p (1)
(30)

Figure 4: Completed diagram of TCP/AQM based on the proposed NLDO.
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5.2.Closed-LoopStability. +eoverall stability analysis of the
proposed ADRC with a TCP network nonlinear model is
presented in this subsection. +e ESO in the ADRC converts
the system into a chain of integrators; however, the TCP
network given in equation (7) cannot be converted into a
chain of integrators due to the mismatch in the disturbance.
To redress this, the TCP network given in equation (7) must
be transformed from a mismatched system into matched
one, as noted previously in equation (30).

Assuming that L � 5 � x3(t), equation (30) can be re-
written as

_x1(t) � x2(t),

_x2(t) � x3(t) + b0u,

_x3(t) � _L,

y(t) � _x1(t),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(41)

where x3(t) and _L represent the total disturbance and its
derivative, respectively, and b0 is a rough approximation of b

within the range of ±50% [14].

Assumption 1 (see [15]). +e total disturbance L should
satisfy the following conditions:

(i) L and _L are bounded as
sup0≤t≤∞L≤ c1 and sup0≤t≤∞ _L≤ c2

(ii) L and _L are constant at the steady state such that
limt⟶∞L � c3 and limt⟶∞

_L≤ 0
where c1c2 and c3 are positive constants.

Theorem 2. Suppose an n order system with relative degree
ρ(ρ≤ n) is given as

_x1(t) � f1(x),

⋮,

_xρ(t) � fρ(x) + b(u + d),

y � x.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(42)

where x ∈ x1, x1, . . . xρ− 1 , andf1, . . . , fρ are the system
nonlinear functions.

According to equation (42), equation (30) can thus be
represented as a chain of integrators in the form as follows:

_x1(t) � _x2(t),

⋮

_xρ(t) � xρ+1(t) + b0u,

_xρ+1(t) � _L,

y(t) � x1(t),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(43)

where xρ+1(t) is the generalized disturbance.
If Assumption 1 is satisfied, then the system described by

equation (43) is asymptotically stable when the estimated

error of the proposed NLESO, as seen in equations (13) and
(14) and expressed in the form
ei � xi − zii ∈ 1, 2, . . . , ρ + 1 , approaches zero as t⟶∞.

Proof. Let the estimated error ei be

ei � xi − zi, (44)

where i ∈ 1, 2, . . . , ρ + 1 , ρ is the relative degree of the
system, ei is the estimated error, and zi is the estimated state
of xi.

e1 � x1 − z1,

e2 � x2 − z2,

eρ � xρ − zρ,

eρ+1 � xρ+1 − zρ+1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(45)

Differentiating equation (45) produces

_e1 � _x1 − _z1,

_e2 � _x2 − _z2,

⋮

_eρ � _xρ − _zρ,

_eρ+1 � _xρ+1 − _zρ+1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(46)

Substituting (43) into (46) gives

_e1 � x2 − z2 − β1e1,

_e2 � _x3 − z3 − β2e2,

⋮

_eρ � xρ+1 + b0u − zρ+1 − b0u − βρeρ,

_eρ+1 � _L − βρ+1eρ+1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(47)

Simplifying equation (47) yields

_e1 � e2 − β1e1,

_e2 � e3 − β2e2,

_eρ � eρ+1 − βρeρ,

_eρ+1 � _L − βρ+1eρ+1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(48)

Expressing equation (48) in matrix form gives

_e � A0e + Ad
_L. (49)
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Assume e1 � Κ1(e1), . . . , eρ � Κρ(e1) and eρ+1 �

Kρ+1(e1).
+en,

A0 �

− β1K1 e1(  1 · · · 0 0

− β2K2 e1(  0 ⋱ 0 0

− βρKρ e1(  ⋮ · · · ⋮ ⋮

⋮ 0 · · · 0 1

− βρKρ+1 e1(  0 · · · 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ad �

0

⋮

0

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

_e � _e1 · · · _eρ+1 ,

e � _e1 · · · _eρ+1 .

(50)

+eNLESO is asymptotically stable if the estimated error
converges to zero as t⟶∞. To check this, the Lyapunov

stability can be used [23]. Taking the Lyapunov function
VNLESO � 1/2eTe gives _VNLESO � eT _e.

For the TCP network, the relative degree ρ � 2; hence,

_VNLESO � e1 e2 e3 

− β1K1 e1(  1 0

− β2K2 e1(  0 1

− β3K3 e1(  0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

e1

e2

e3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ _L. (51)

According to Assumption 1, _L converges to zero as
t⟶∞, so that the quadric form _VNLESO � eTQ _e is as-
ymptotically stable if Q is a negative definite matrix, and
thus, the system as a whole is asymptotically stable. To check
whether the matrix Qi is negative definite or not, the Routh
stability criteria can be utilized. +is first requires compu-
ting the characteristic equation formatrixQ:

|λI − Q| � 0,

λ + β1K1 e1(  − 1 0

β2K2 e1(  λ − 1

β3K3 e1(  0 λ





� 0.

(52)

λ3 + β1K1(e1)λ
2 + β2K2(e1)λ + β3K3(e1) � 0; using the

Routh stability criteria thus yields

λ3 1 β2K2 e1( 

λ2 β1K1 e1(  β3K3 e1( 

λ1
β1K1 e1( β2K2 e1(  − β3K3 e1( 

β1K1 e1( 
� c1 0

λ0
β3K3 e1( c1

c1
� β3K3 e1(  0

,

β1K1 e1( β2K2 e1(  − β3K3 e1( > 0, β1K1 e1( <
β2K2 e1( 

β3K3 e1( 
, β3K3 e1( > 0, β3 > 0.

(53)

Q is thus negative definite if the observer gain β1, β2, β3 > 0,
which also leads to the NLESO being asymptotically stable.
Generally, the error dynamics of the closed-loop system can
be written as

e1 � r − z1,

e2 � _r − z2,

⋮

eρ � r
ρ− 1

− zρ.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(54)

Differentiating equation (54) gives
_e1 � _r − _z1,

_e2 � €r − _z2,⋮, _eρ � r
ρ

− _zρ. (55)

Simplifying equation (55) yields
_e1 � e2,

_e2 � e3,⋮, _eρ � − zρ+1 − b0u. (56)

□

Assumption 2. +e tracking differentiator in equation (7)
tracks the reference signal with only a very small error,
which thus approaches zero with rρ � 0.
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lim
t⟶∞

r1,...,ρ − r
ρ− 1



 � 0. (57)

Assumption 3. +e NLESO in equations (12) to (15) esti-
mates the states of the nonlinear system completely.

lim
t⟶∞

e1,2,...,ρ+1 � 0. (58)

Theorem 3. Given the nonlinear system in (43) and the
tracking differentiator given in (7) in conjunction with the
NLPID given in (8) and (9) and the NLESO presented in (12)
to (15), based on Assumptions 2 and 3, the closed-loop system
is stable if K1(e1)e1,K2(e2)e2  is chosen in such a way that
the Q matrix is negative definite and satisfies the charac-
teristic equation λ2 + K2′λ + K1

′
� 0, which is Hurwitz.

Proof. Taking u � u0 − (zρ+1/b0), (56) can be rewritten as
_e1 � e2,

_e2 � e3,

⋮

_eρ � − zρ+1 − b0 u0 −
zρ+1

b0
 ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(59)

_e1 � e2,

_e2 � e3,

⋮
_eρ � − zρ+1 − b0u0 + zρ+1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(60)

Simplifying (60) gives
_e1 � e2,

_e2 � e3,

⋮

_eρ � − b0u0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(61)

_e1 � e2,

_e2 � e3,

⋮
_eρ � − b0 u1 e1(  + · · · · · · + uρ eρ  .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(62)

□

Assumption 4. Assume Ki(ei) � (ki/1 + exp(e2i ))i ∈
1, 2 . . . . . . , ρ + 1  and that α1, α2, . . . , αρ approaches unity:

based on these assumptions, the term |S|sign(S) in equation
(8) is approximately equal to S.

Based on Assumption 4, equation (62) can thus be re-
written as

_e1 � e2,

_e2 � e3,

⋮
_eρ � − b0 K1 e1( e1 + · · · + Kρ eρ eρ .

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(63)

Expressing equation (63) in matrix form gives
_e � ACNLPID

e, (64)

where

ACNLPID
�

0 1 · · · 0 0
0 0 · · · 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 · · · 0 1

− K1

�

− K2

�

· · · − Kρ− 1

�

− Kρ

�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, e �

e1
e2
⋮

eρ− 1
eρ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ki

�

� b0Ki(ei), i ∈ 1, 2, . . . , ρ + 1 .
A Lyapunov function can be used to check the stability of

the closed-loop system: Vcl � 1/2eTe. +en, _Vcl � eT _e.

_Vcl � e1, e2, . . . , eρ 

0 1 · · · 0 0

0 0 · · · 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0 0 · · · 0 1

− K1

�

− K2

�

· · · − Kρ− 1

�

− Kρ

�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

_e1

_e2

⋮

_eρ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(65)

+e quadric form _Vcl � eTQ_e is stable if Q is a negative
semi-definite matrix, at which point the system is stable.

Finding the characteristic equation for matrix Q using
the Routh stability criteria allows a check on the negative
definiteness of matrix Q,

|λI − Q| � 0 −

λ · · · 0

0 · · · 0

⋮ ⋱ ⋮

0 · · · λ





0 1 · · · 0 0

0 0 · · · 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0 0 · · · 0 1

− K1

�

− K2

�

· · · − K
�

ρ− 1 − Kρ

�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

λρ + Kρ

�

λρ− 1
+ · · · + K2′λ + K1′ � 0.

(66)
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For ρ � 2,

λ2 + K2′λ + K1

�

� 0,

λ2 1 K1

�

λ1 K2′ 0

λ0
K1′K2′

K2′
λ2

,

K2

�

> 0,
K1′K2′ − 0

K2′
> 0⇒K1′K2′ > 0⇒K1′ > 0.

(67)

+e system is thus stable if the nonlinear function gains
K1′ and K2′ satisfy the conditions mentioned above.

6. Simulation Results

+e TCP network nonlinear model and the proposed
controllers, the modified ADRC, and the proposed NLDO
were designed and simulated using a MATLAB/Simulink
environment. In addition, the parameters of all schemes
mentioned previously and those proposed were tuned using
a genetic algorithm (GA) [18]. Finally, the multi-objective
performance index was utilized to investigate the perfor-
mance and accuracy of the designed and proposed schemes.
+e TCP network model parameters are listed in Table 1,
while the multi-objective performance index (OPI) is given
as follows:

OPI � w1 ∗
ITAE
N1

+ w2 ∗
IAU
N2

+ w3 ∗
ISU
N3

+ w4 ∗
ISE
N4

+ w5 ∗
IAE
N5

+ w6 ∗
MSE
N6

,

(68)

where w1, w2, . . . , w6 are the weighting factors that satisfy
w1 + w2 + · · · + w6 � 1. +ese are thus set to w1 � 0.3,
w2 � 0.2, w3 � 0.1, w4 � 0.2, w5 � 0.1, and w6 � 0.1, with
N1,N2, . . . ,N6 as the nominal values of the individual
objective functions, with values set toN1 � 772,N2 � 1000,
N3 � 20, N4 � 86014.936857, N5 � 260, andN6 � 860.

Table 2: Descriptions and mathematical representations of the performance indices.

Performance index (PI) Description Mathematical representation
ITAE Integral time absolute error 

tf

0 t|e(t)|dt

IAU Integral absolute of the control signal 
f

0 |u(t)|dt

ISU Integral square of the control signal 
f

0 u(t)2dt

IAE Integral square error 
tf

0 e(t)2dt

ISE Integral absolute error 
tf

0 |e(t)|dt

MSE Mean square error (1/T) 
tf

0 e(t)2dt

Table 3: LPID parameters.

Controller Parameter Value Parameter Value

LPID kp 0.025000 ki 0.015000
kd 0.010000 δ 3.039957

Table 1: TCP network model parameters.

Parameter Description Value Unit
q(t)des +e desire queuing length 200 packets
N(t) Load factor 100 unitless
C(t) Link capacity 3750 packets/sec
τp +e propagation delay 0.195 Sec

Table 4: NLPID parameters.

Controller Parameter Value Parameter Value

NLPID
k1 0.562500 k2 3.147000
α1 0.895600 α2 0.779600
k3 7.193000 α3 0.548450

TD R 24.680000 a2 7.842000
a1 2.912000 δ 10.326000

Table 5: STC-SM parameters.

Controller Parameter Value Parameter Value

STC-SM κ 0.146000 ξ 0.000200
p 0.954500 δ 0.426500

TD R 6.190000 a2 9.703000
a1 2.501000 — —
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+e mathematical representations of the performance in-
dices used are presented more clearly in Table 2.

6.1. Simulation Using the Proposed Controllers. In this sub-
section, the simulation results from using the proposed
controllers only are introduced. +e obtained results are
then compared with the LPID, which can be expressed as
follows:

u0PID
� kpe + ki 

T

0
edt + kd

de

dt
, (69)

where kp, ki, and kd are the proportional, integral, and de-
rivative gains, respectively. +e parameters of the LPID,
NLPID, and STC-SM controllers are listed in full in
Tables 3–5.

+e simulation results using only controllers within the
TCP network nonlinear model under the presence of an
exogenous disturbance (UDP flow) are shown in Figure 5.
Figure 5(a) shows the output response for queuing length:
here, the queuing length reaches the desired or steady-state
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Figure 5: +e output response when the disturbance is applied at t � 50 s. (a) +e average queuing length q(t). (b) +e window size W(t).
(c) +e round trip time R(t) (d). +e probability of losing packets u(t). +e performance index values are shown in Table 6. As dem-
onstrated, the proposed controllers (NLPID and STC-SM) show noticeable improvements in OPI of 63.7363% and 72.52524%, respectively.
+e proposed controllers thus demonstrate effectiveness based on smooth response and minimized OPI.

Table 6: Performance indices.

PI LPID NLPID STC-SM
ITAE 609.745670 544.413440 424.866163
IAU 5233.023924 544.539821 112.530207
ISU 132.195167 2.694587 0.184691
IAE 323.637549 301.475409 273.064131
ISE 53979.519643 48988.720573 44771.045158
MSE 4065.828712 1632.413215 1491.870882
OPI 2.078752 0.753616 0.571132

Table 7: LADRC parameters.

ADRC parts Parameter Value Parameter Value

LPID kp 10.237000 ki 1.015000
kd 10.237000 δ 10.326000

TD R 100 — —
LESO ω0 10.326000 b0 − 69505.943979
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value at about 3.61 s under both the NLPID and the STC-
SM, while in the LPID, the queuing length did not reach the
desired value despite coming close to it. In addition, when
applying a disturbance of 5 at a time 50 s after starting the
simulation, the proposed controllers (NLPID and STC-SM)
show greater robustness against the resulting disturbance,
with STC-SM showing an overshoot of 0.2% of the steady-
state value for about 1 s before moving back to the steady-
state value and NLPID showing an overshoot and under-
shoot of 0.15% and 0.1%, respectively, of the steady state for
about 4 s before returning to the steady-state value. +e
LPID is clearly more significantly affected by the applied
disturbance; however, Figures 5(b) and 5(c) show the output
response of the window size and the round trip time, while
Figure 5(d) shows the control signal. As these indicate,
comparing the performance of the LPID, NLPID, and the
STC-SM shows that the NLPID and STC-SM give better
responses with minimum packet loss, while the LPID packet
loss rate is at maximum, exceeding the predefined limits of
packet loss: LPID is thus clearly weakest at handling both
complexity and delay in TCP networks.

6.2. Simulation with Anti-Disturbance Methods. In this
subsection, the simulation results of the anti-disturbance
methods (modified ADRC and NLDO) are introduced. +e
results of the proposed methods are also compared with

linear ADRC (LADRC) that utilizes a conventional TD as
proposed by [14], the linear ESO (LESO), and the LPID. +e
dynamics of the conventional TD and LESO are thus given
as follows:

(i) For conventional TD [14],

_r1(t) � r2(t),

_r2(t) � − Rsign r1(t) − r(t) +
r2(t) r2(t)




2R
 ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(70)

where r1(t) is the desired trajectory and r2(t) is its
derivative. R is an application that depends on the
other parameters [14].

(ii) For LESO,

_z1(t) � z2(t) + β1 e1( ,

_z2(t) � z3(t) + β2 e1(  + b0u(t),

_z3(t) � β3 e1( .

⎧⎪⎪⎨

⎪⎪⎩
(71)

+e parameters of the proposed methods and the
LADRC are listed in Tables 7–10.

A step function of 5u(t − 50) was applied to the system
as an exogenous disturbance. +e simulation results when
applying a UDP data flow as an exogenous disturbance to the

Table 8: NLPID-ADRC parameters.

ADRC parts Parameter Value Parameter Value

NLPID
k1 3.842000 k2 3.386000
α1 0.998900 α2 0.905400
k3 0.339800 α3 0.043300

TD R 11.150000 a2 9.656000
a1 0.391000 δ 0.365300

NLESO ω0 50.335000 b0 − 4283.212200
a1 0.269550 A 7.043000

Table 9: STC-ADRC parameters.

ADRC parts Parameter Value Parameter Value

STC-SM κ 0.000200 ξ 0.000100
p 0.300500 δ 0.586600

TD R 49.340000 a2 1.950000
a1 5.210000 — —

NLESO ω0 56.334000 b0 − 1061.793374
a1 0.997100 — —

Table 10: NLDO parameters.

Parameter Value Parameter Value

NLPID
k1 0.059000 k2 0.013400
α1 0.071600 α2 0.441500
k3 0.417750 α3 0.784600

TD R 95.030000 a2 9.573000
a1 6.030000 δ 0.383700

NLDO h 4.049500 — —

Complexity 13
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TCP network nonlinear model with the anti-disturbance
methods (ADRC and NLDO) are shown in Figures 6 and 7.
As shown in Figures 6(a)–6(c), the proposed methods
(NLPID-ADRC and STC-ADRC) show excellent perfor-
mance in terms of tracking the desired value and attenuating
the disturbance as compared with the LADRC and NLDO
options. Moreover, both NLPID-ADRC and STC-SM-
ADRC reach a steady state in less than 2 s that lasts for about
1.5 s and 1.9 s, respectively, with movement back to the
steady-state value after overshoots of 0.15% and 0.2% of the
steady-state value. +e NLDO lasted about 2.5 s before
returning to the steady-state value after an overshoot of
0.35%. Finally, the LADRC is shown to be the weakest
method in terms of disturbance attenuation as compared to
the other methods. Figure 6(d) shows the control signal,
which makes it clear that nearly all the presented methods
show only small packet loss. Figure 7 shows the applied
disturbance, the estimated disturbance, and the disturbance
observer error, demonstrating that the proposed NLDO can
perfectly estimate the applied disturbance.

+e performance index values are shown in Table 11.+e
proposed controllers NLPID and STC-SM show noticeable
improvement in OPI of 39.00894% and 53.30579%, re-
spectively, in addition to improvements across all perfor-
mance indices. Based on this, the proposed methods
(NLPID-ADRC and STC-SM-ADRC) are thus shown to
have improved accuracy and effectiveness based on smooth
response and minimized OPI.

7. Conclusion

In this study, the time-delayed TCP network nonlinear
model was utilized to design an accurate AQM using the
ADRC approach to deal with the congestion problem and
mismatched disturbances by stabilizing the nonlinear sys-
tem. Twomethods to achieve the main aim of this work were
thus proposed in this study. A new NLPID and a new STC-
SM were proposed to control and reduce congestion in the
TCP network and stabilize the nonlinear system, and then,
an NLDO was proposed to handle the problem of mis-
matched exogenous disturbance. Finally, a modified ADRC,
consisting of the new NLPID and the new STC-SM as
controller and tracking differentiator, respectively, was
proposed to control congestion in the TCP network and to
stabilize the nonlinear system as well as eliminating and
rejecting the disturbance applied to the nonlinear system.
+e simulation results support the effectiveness of the

modified ADRC in terms of congestion reduction and
disturbance rejection. +e modified ADRC was shown to
provide a better performance, with smooth responses and
minimum OPI, as compared to all the other methods in-
troduced in this study. Moreover, the closed-loop stability
and the convergence of NLESO were confirmed. Further
studies related to this work could include using another
optimization technique to tune the parameters of the
modified ADRC.
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Pernicious insects and plant diseases threaten the food science and agriculture sector. *erefore, diagnosis and detection of such
diseases are essential. Plant disease detection and classification is a much-developed research area due to enormous development
in machine learning (ML). Over the last ten years, computer vision researchers proposed different algorithms for plant disease
identification usingML.*is paper proposes an end-to-end semantic leaf segmentationmodel for plant disease identification. Our
model uses a deep convolutional neural network based on semantic segmentation (SS). *e proposed algorithm highlights
diseased and healthy parts and allows the classification of ten different diseases affecting a specific plant leaf. *e model suc-
cessfully highlights the foreground (leaf ) and background (nonleaf ) regions through SS, identifying regions as healthy and
diseased parts. As the semantic label is provided by the proposedmethod for each pixel, the information about howmuch area of a
specific leaf is affected due to a disease is also estimated.We use tomato plant leaves as a test case in our work.We test the proposed
CNN-based model on the publicly available database, PlantVillage. Along with PlantVillage, we also collected a dataset of twenty
thousand images and tested our framework on it. Our proposed model obtained an average accuracy of 97.6%, which shows
substantial improvement in performance on the same dataset compared to previous results.

1. Introduction

*e plants’ diseases in crops and fruits have adverse effects
on agriculture production. If these diseases are not identified
and treated on time, an increase in food insecurity can occur.
Some particular crops, such as wheat, rice, and maize are
vital for ensuring the food supply as well as agriculture
production. Early warnings and some forecasting are very
effective prevention in controlling plants’ diseases. Fore-
casting and prevention play an essential role in adequately
managing agricultural production. However, until now,
visual observations of producers are the only approach for
various plants’ disease identification in mostly rural areas,
specifically in less developed countries. Continuous moni-
toring of experts is needed, which might be prohibitively
very expensive in large farms.

Similarly, to contact experts’ farmers may have to travel
large distances, which also makes the consultation expensive
and time consuming. We argue that this conventional ap-
proach is not practical for large farming areas looking into
the demands of the crops in the production industry.
*erefore, automatic plant disease recognition and classi-
fication are still crucial topics in computer vision (CV).

Diseases seriously affect the health of every living or-
ganism, including plants and animals. *e state-of-the-art
(S.O.A) algorithms in the CV andML domains have enabled
us to identify diseases beyond human accuracy. Interest-
ingly, the CV and ML algorithms can be applied to all
domains, including plants and humans, with almost no
difference in implementation. Modern technology enables
human society to generate sufficient food to fulfill the human
population’s requirements. Conversely, numerous factors
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still affect food safety, including plant diseases, climate
change, and the decline of pollinators. Plant diseases are
the primary danger to food safety. At the same time, the
deficiency of essential infrastructure makes it hard to
identify these diseases in many parts of the world quickly.
With the latest developments in CV algorithms, the ML
paradigm paves its way for agile and on-spot disease
diagnosis.

Plant diseases not taken seriously have caused a decline
in agricultural productivity in several countries worldwide.
*e disease symptoms have a detrimental effect on crop
growth, restraining yields and rendering agricultural goods
unsuitable to be consumed. *erefore, their early detection,
modeling, and recognition are essential. *is article explores
the modeling, detection, and recognition of plant diseases
that involve appearance-based analysis and can be captured
and modeled using ML. Since the leaves of plants provide
expressive appearance-based modeling, from modeling
perspectives, our interest is inclined towards disease de-
tection in tomato plants using deep learning (DL).

Determining the health quality of a plant is essential.
Several models have been created to deter the loss of crops to
pests and diseases. Plant disease symptoms are usually
noticeable when the leaves change color or shape. Tradi-
tionally, the identification of pests and diseases was done
using the naked eye and was supported by agronomic or-
ganizations. Presently, detection of plant diseases and pests
can be done through machine vision. Plant disease identi-
fication using ML is not a new research field. CV experts
have reported many good papers worth mentioning in [1–6].
*e extensive penetration of smartphones, high-density
cameras, and high-performance processors have made it
possible for diseases to be detected by automated image
recognition.

*is paper proposes an end-to-end (E2E) segmentation
model for plant disease identification and classification. *e
model uses semantic leaf segmentation (SLS) using an op-
timized CNN. By successfully highlighting the foreground
and background regions, the proposed model classifies them
into healthy and disease parts. *e proposed model encodes
the high-density maps and classifies tomato plant leaves into
ten different categories of various diseases. Our model
outperforms previous approaches in an evaluation setup on
the PlantVillage database. *e significant contributions of
the proposed work are as follows:

(i) A new CNN-based algorithm for plants’ disease
recognition and classification has been presented in
the paper. ML and DL experts have already pro-
posed numerous methods for plants disease rec-
ognition; the novelty of our model is providing
information about each pixel of a leaf image, which
tells if a pixel belongs to a diseased or healthy part.

(ii) Second, we contributed a new dataset for tomato
leaves disease classification. We collected these
images from the Internet. *ese images are labeled

manually as healthy and diseased images. *e da-
tabase will be available after the publication of the
proposed work for research purposes.

(iii) *e proposed model also provides information
regarding how much leaf area is affected by a
specific disease. Most of the previous ML-based
approaches do not provide this information. Along
with predicting the diseased and healthy part, in-
formation regarding how much leaf area is affected
by a specific disease is also provided.

*e presentation of the remaining paper is arranged as
follows. In Section 2, we discuss previous research work on
the topic. Both conventional ML and DL-based methods are
discussed in this part. *e proposed CNN-based method is
discussed in Section 3. Section 4 presents the experimental
setup, obtained results, and comparison of obtained results
with previous results. Finally, the conclusion is presented in
Section 5 with some promising future directions.

2. Related Work

Plant diseases typically affect the growth of crops in all stages
of development and sometimes may lead to the death of the
plant. Plant diseases affect food security globally and affect
small subsistence farmers who depend on their crops for
food and livelihood. *erefore, determining the health
quality of a plant is very important. Several models have been
created to deter the loss of crops to pests and diseases.
Traditionally, the identification of pests and diseases was
done using the naked eye and was supported by agronomic
organizations. Plant disease identification using ML is a
well-researched area. CV experts have reported many good
papers on the topic [1–9].

In meticulous agriculture, the subdivision of crops in
agricultural images is vital. Various techniques have been
deployed for the segmentation process, such as SS. *e SS
marks the multiple features in an image into semantically
meaningful items and classifies each item into a class. For
example, the various classes can be leaf, stalk, or flower in
plants. Several studies have used different SS techniques to
identify plants from nonplants. For example, Sodjinou et al.
[10] suggest a method grounded on the mixture of SS and
K-means for detecting weed from images. K-means algo-
rithm is used for categorizing things that belong to similar
groups. *e proposed technique provided a more accurate
segmentation of weeds and plants from the study results.
Several approaches were used by Miao et al. [11] to se-
mantically segment hyperspectral images of sorghum plants,
such as manual pixel annotation and classifying each of the
pixels as either nonplant or plant. *e scholars further
classified the plant as belonging to either a panicle, leaf, or
stalk of the sorghum plant. *ey could separate the plant
pixels from the background, only that they could not classify
to what organ the plant pixel belonged. In another study, Li
et al. [12] used the region-based segmentation to detect crops
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from the images derived from a natural field. *ey used the
method to detect cotton specifically. *e model was suc-
cessful as it could even detect the boll opening stage of the
cotton plant.

While identifying a plant from a nonplant can be an easy
task using SS, identifying plant diseases through an image is
tough since plants are complex environments. *rough the
developmental stages of crops, their flowers, fruits, and
leaves change constantly. During the day, solar radiation
affects plants’ spectral response, so their appearance also
changes slightly. Additionally, different shapes, layouts, and
colors of plant diseases make them difficult to recognize.
Regardless, several successful techniques improve detection
methods for diseases in plants, both in a controlled envi-
ronment and in natural conditions.

Chen et al. [13] proposed using BLSNet to recognize the
rice bacterial leaf streak in rice and segmentation based on
UNet network. Rice bacterial leaf streak (BLS) is a threat-
ening disease usually found in rice leaves. BLS affects the
yield and quality of rice. BLSNet used a large-scale extraction
and an attention mechanism to increase the precision of
segmentation of the lesion.

One technique that has been widely successful in
identifying plant diseases is SS through CNN. *e layers of
CNN can be viewed as corresponding filters that are directly
taken from the input data. CNNs bring out a hierarchy of
visual images adjusted for a precise task. *e accuracy of
CNNs in detecting objects such as plant diseases and image
organization has made incredible growth over time [14]. *e
CNN-based classification network implementation is the
most regularly used pattern in categorizing plant diseases
and pests, owing to CNN’s strong feature extraction capa-
bility. Zabawa et al. [15] used SS using convolutional neural
networks to extract phenotypic traits in grapevine berries.

According to Bhatt et al. [16], CNN-based methods have
been used to achieve extraordinary results in supervised
image segmentation of leaves. Usually, the methods used
work under fully controlled conditions, whereas the deep
CNN models are built on various changing parameters.
However, the images would have different backgrounds,
lighting conditions, obstructions, and overlapping in an
environmental setting. In various stages of growth, plants do
have a reasonable amount of variation. *e authors propose
unsupervised machine learning algorithms to segment the
leaves images to make it possible to be applied to various
crops and regions. Afterward, the specific segments are then
assessed for their texture, size, and color to measure any
change, such as the presence of a pest or disease.

Unsupervised feature learning, with fully convolutional
networks (FCN) followed by conditional random fields,
makes it possible to segment images into an optimal number
of clusters devoid of any prior training. *e real-time
performance of this technique allows easy distribution of
devices such as cameras and mobile phones in the fields. In
addition, Shao et al. [17] propose using localization and DL-
based method to recognize dense rice images. *e proposed
model can be used to determine rice diseases. *e results
from the study show that better results can be obtained
compared to conventional ML methods. *e SS method

grounded on deep CNNs can also identify crops from the
compound and natural field environments [18]. According
to Martins et al. [19], it can also detect tree canopies in an
urban setting.

*e SS method based on DL demonstrates great pre-
cision in remote sensing categorization as well, and it ne-
cessitates vast sets of data in controlled learning [20]. *e
simple notion of DL is using a neural network for analyzing
information and learning image feature. In their study of
estimating sorghum panicles, Malambo et al. [21] applied an
image analysis method founded on a SegNet framework.
Sorghum panicles are critical phenotypic data in the im-
provement of sorghum crops. *e study results demon-
strated that DL combined with SS shows excellent precision
with large data. On the other hand, Pena et al. [22] suggest
using data fusion to enrich images used in remote sensing.

In very recent works [23–26], plant disease recognition
models have been improved for better results and performance.
Manjula et al. [24] have used ResNet-50 architecture, a variant
of the Resnet model that has 48 convolution layers. *e ac-
curacy of the developed system is around 97-98%. Chen et al.
[25] have improved the plant disease-recognition model based
on the original YOLOv5 network model, which accurately
identified plant diseases under natural conditions. Hassan and
Maji [26] have proposed a novel deep learning model based on
the inception layer and residual connection. *ey used
Depthwise separable convolution to reduce the number of
parameters, which led the model to achieve higher accuracy.

3. Materials and Methods

3.1. Dataset Description and Data Annotation. *e typical
DL-based methods require sufficient data for the training
phase. In contrast, conventional ML can also be trained on
limited data scenarios. One of the main drawbacks of DL
techniques is requiring a large amount of data. In this re-
search work, we used an already available dataset and also
collected our own database. We use two kinds of data in our
experiments, the details of which are provided next.

PlantVillage database [27]: *e PlantVillage database is
publicly available for downloading and research purposes. It
is an open-access repository having more than 54K images.
PlantVillage is a large dataset with various plants’ leaves and
related materials collection. Most of the data in this database
are collected in controlled laboratory conditions. Exposure
to the real-time scenario is significantly less in the Plant-
Village database. *erefore, most researchers using only
PlantVillage database get nearly perfect results. *e database
includes images of 14 crops, including grape, corn, tomato,
and soybean. *e database consists of 10 folders, one for
healthy leaves and the remaining for nine different kinds of
diseases listed in Tables 1 and 2. We use a subset of images
for the tomato plant. Our subset consists of around 16012
images of plant leaves collected from tomato plants.*e total
number of classes in these images is limited to ten only. Nine
classes are of various diseases for tomato plant leaves,
whereas one class is for healthy leaves. We keep the reso-
lution of each image as 250 x 250 pixels. Some sample images
of the database used are shown in Figure 1.

Complexity 3



We use all images of the tomato plant contained in the
PlantVillage.*e diseased leaf images vary from 373 to 5357,
as clear from Table 1.*e total number of healthy images for
tomatoes in PlantVillage is 1591. It is clear from Table 1 that
all the ten classes in the dataset are not balanced as far as the
number of images is concerned. On the one hand, the
minimum value is 373, with a maximum of 5357. We use
data augmentation methods to balance all classes, including
adjusting the contrast, flipping images vertically and hori-
zontally, and changing brightness levels.

TomatoDB: since images in the PlantVillage are simple
and less challenging, comparatively good results are reported
in the literature. To assess the framework’s performance
more precisely, we also tested our model on a collection of
images we had taken from the Internet. Our own collected
dataset consists of more than 20000 images taken from
tomato plant leaves. We collected these images from the
Internet. While image collection, real-time scenarios, and
more challenging conditions have been considered. *e
database TomatoDB will be available to the research com-
munity after the publication of the proposed research article.
All ten classes are equally considered while collecting the
database.

For SLS, correctly labeled leaf data for each pixel is
needed. *is ground truth data are created through anno-
tation. We annotated these images manually using the in-
terface we developed. *is labeling involves selecting the
areas of interest, random sketch application, adjustment of
contrast and brightness, and assigning a label. Such kind of
manual labeling is prone to errors. No automatic tool is used
in such labeling. *e labeling is highly dependent on the

subjective perception of the human doing this labeling
process. Hence, chances of error exist while providing an
exact label to every pixel.

Images setup for experiments: *e model we presented
in this paper is applicable and valid to any plant disease with
some visible symptoms. However, manual labeling will be
needed to create an SS framework for training purposes. As a
test case, we select a tomato plant with ten classes. However,
since images in the PlantVillage dataset are not exposed to
light and other variations, we collected some images (20000)
from the Internet. Some tomato leaves images we collected
from the Internet are shown in Figure 2. We use a com-
bination of PlantVillage dataset images and our own col-
lected data set. We split the dataset into the ratio of 80 to 20,
a commonly used strategy for training and testing DL-based
models. Some of the authors also adopt 5-fold or 10-fold
cross validation. We set 80% data for training and 10% for
validation to know the model overfitting problem. We resize
each image in PlantVillage and TomatoDB to a size of 250
x250 before training and testing. *e following section
discusses all the hyperparameters of the deep CNN-based
model.

3.2. Deep Model Learning. *e performance of the visual
recognition tasks is improved with the introduction of DL-
based methods [28–33]. *e proposed paper addresses leaf
disease recognition and classification using deep CNNs. We
utilize the concept of SLS in the proposed research.

Convolution layer: *is layer plays a vital role in the
features extraction stage. *e CovL is an essential compo-
nent of the CNN model. *e layers consist of a set of
learnable filters. *ese terms are also known as kernels [34].
In this convolution process, the filter with a specific size
slides over the image and is convolved with pixel values of
the target image. *e dot product is computed between
kernel and input image pixels producing a feature map.

ReLU: We use ReLU as activation function.*is function
plays a crucial role in converting the input signal from a
specific network node to the output signal. *e resultant
signal obtained a form as shown in equation.

f(F) � max 0, Fj . (1)

Pooling layer: *e pooling layer follows the CovL. *e
output from the CovL is given to the pooling layer. ML
experts use three pooling strategies: random pooling,
maximum pooling (MPL), and average pooling. We, in the
proposed work, adapted MPL. *e MPL achieved spatial
invariance by reducing the feature map size obtained pre-
viously from CovL [35]. In this strategy, the max operation is
applied to the feature map when the feature map is passed
through MPL.*is operation can be performed as described
by :

MPLj � max Fi( . (2)

Classification: we use the SoftMax classifier for classi-
fication. *e pooling layers provide a feature vector to the

Table 2: TomatoDB images and different diseases’ statistics.

Disease Number of images in TomatoDB
EB 2250
LB 1800
TMV 2190
HL 1600
LM 2000
YLCV 1802
BS 2380
SLS 2100
TS 2270
SM 2340
Total 20732

Table 1: Number-wise distribution of the PlantVillage database.

Disease Number of images
Bacterial spot (BS) 2127
Late blight (LB) 1909
Two-spotted spider mite (TSSM) 1676
Yellow leaf curl virus (YLCV) 5357
Leaf mold (LM) 952
Target spot (TS) 1404
Early blight (EB) 1000
Tomato mosaic virus (TMV) 373
Septoria leaf spot (SLS) 1771
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SoftMax in the output layer. In the output layer, a function
that appears is the activation function for a multiclass
classification problem. *e activation function calculates a
vector having a real number (k) and performs the nor-
malization task. *e normalization converts input values
into vectors consisting of probability values in the range 0 to
1. *e Softmax returns each class probability value, having
the maximum probability value as the target class [36].

Adam: It is a standard optimizer that computes indi-
vidual adaptive learning rates for each parameter [37]. *e
exponential decaying average of previous gradients nt is used
by this optimizer.

*e proposed framework is presented in Figure 3.
Tables 3 and 4 summarize various parameters in the

proposed CNN framework. As an activation function, we
use ReLU. For constructing CNN-based model, we use three

layers containing CovL, MPL, and FCL. *e details of these
layers with feature map description, kernel size, and stride
are summarized in Table 3. *e feature extractor extracts the
features from the images of the leaves, including healthy and
affected leaves. More description of the feature extraction
part is in Figure 4. Features variation is handled by stage 1.
Certain environmental factors produce scaling variations in
images. *ese receptive fields overcome all the variations.
Each field has sixteen filters. Stage 1 output is given to stage

Figure 1: Sample images from PlantVillage database.

Figure 2: Some images of the leaves from the TomatoDB dataset.

FEF CNN Module SS

Figure 3: SLS-based leaf disease identification model.
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2. We use the 2× 2 kernel in MPL in stage 2. Each layer of
ConvL is followed by ReLU. We place a special pyramid
(SPD) between CovL and FCL. In stage 3, output from SPD
is given to FCL. Both stages 3 and 4 extract desired features.
More details about deep CNN parameters are presented in
Tables 3 and 4 and Figure 4.

Data including both training images and ground truth
are given to the framework. *e density map is predicted in
density estimation (DE), taking supervision from the ground
truth data. We combined the segmentation map and DE
map, feeding the results to the CovL. Loss is added to the
algorithm (Dice Coefficient) in the SS section. Additionally,
we add Euclidean distance loss for optimizing the estimated
density maps.

3.3. CNN Optimization. A complete illustration of how
hyperparameters are tuned and optimization is performed is
presented in this subsection. Overfitting is a severe problem
faced mainly by ML models. We use the methodology as
suggested and used in [38] to tackle this problem. We use a
combination of four different loss functions. We use the
Euclidean distance for better optimization. *e obtained
segmentation density map can be written as shown in (3)
and (4)

Lossint �
1
2M



M

k�1

pk − Pk
2
2. (3)

Lossden �
1
2M



M

k�1

Pk − Pk
2
2. (4)

In (3), p shows the estimated density in the supervision
process. Similarly, Pk represents the estimated density, and

Pk represents the ground truth density value. Similarly, M
represents the pixel numbers in the GT density map.

We also introduce a loss in the SS part of the framework.
*e loss in the framework is due to the dice coefficient. *e
dice coefficient is two times the overlap area between the
predicted segmentation and true values. *e result is then
divided by the total pixels in the ground truth and the
original image. *e range of the dice coefficient is between 0
and 1. We use another special loss function, called cross-
entropy loss, which we represent as

LossX−entropy � −
1
Q



Q

b�1


C

c�1
x

b
c log x

b
 . (5)

In (5), the symbol Q represents the total sample, and C
shows the number of classes used. Similarly, the ground
truth class is shown by xb

c , whereas the estimated output is
represented by xb. *e final weighted loss function is rep-
resented by :

W.L � Lossint + Lossden + λLossX−entropy. (6)

In (6), the value of λ was 0.3.

4. Results and Discussion

4.1. Performance Evaluation Measures. We use different
evaluation measures, including precision (Pr), recall (Rc),
accuracy (Acc), F-measure (Fm), and confusion matrix
(Cmat). Most of these measures are defined with some terms
called false positive (FP), true positive (TP), true negative
(TN), and false-negative (FN). Pr is lower if the number of
FPs is more.*e Rcmeasures the correct prediction (positive
only) by calculating the proportion of the number of TPs to
the total sample (TP + FN). *e range of both Pr and Rc is
between 0 and 1. *e Fm assesses the performance of the
model by calculating the weighted harmonic mean between
Pr and Rc. Mathematically, all the evaluation measures are
defined in equations (7)–(10):

Pr �
(TP)

(TP) +(FP)
. (7)

Rc �
(TP)

(TP) +(FN)
. (8)

Fm � 2∗
(Precision)x(Recall)
(Precision) +(Recall)

. (9)

Acc �
(TP + TN)

(TP + TN + FP + FN)
. (10)

4.2. Experimental Setup. We perform our experiments with
an Intel i7 workstation and employ NVIDIA GPU 840
graphics card. We perform all our experimental work with
Tensor-flow, Keras, and Python. *e number of epochs we
use is 500, having a batch size of 150. We use the base
learning rate as 0.0001 and the dropout rate as 0.4. We use
two datasets for experimental work: including PlantVillage

Table 3: CovL and MPL parameters’ setting.

Type of
layer

Size of
stride

Feature
map

Size of
kernel

Output
size

Input — — — 250× 250
CovL1 2 96 5× 5 124×124
MPL1 2 96 3× 3 62× 62
CovL2 2 256 5× 5 30× 30
MPL2 2 256 3× 3 15×15
CovL3 2 316 5× 5 12×12
MPL3 2 316 3× 3 6× 6
CovL4 2 512 5× 5 4× 4
MPL4 2 512 3× 3 2× 2

Table 4: Deep CNN parameters’ settings.

Parameters Values
Number of epochs 500
Activation function ReLU
Momentum 0.99
Batch size 150
Base learning rate 0.0001
Drop our rate 0.40
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and our own collected database. *e PlantVillage consists of
more than 16K images, and our own database consists of
more than 20K images. We combined both datasets and
performed our experiments in the ratio of training to testing
as 80 to 20.

4.3. Limitations of the Proposed Work. *e numerical so-
lutions and results reported in this paper show that a good
performance is achieved by the proposed method; however,
our proposed algorithm still has limitations. It is a fact that
the research community has concerns about using DL ar-
chitectures. All DL-based methods are complex and require
inputs at several stages. Researchers using these techniques
rely on a trial and error strategy. To summarize, these
methods are time consuming and very well engineered.
However, it is also confirmed that the only choice CV experts
have for any CV-based task is DL methods. We use the idea
of SLS in our proposed work. Ground truth data are needed
for the training and testing phases to implement this model.
In order to create the ground truth data, manual labeling is
required. Since a single person does all this manual labeling,
errors are expected most of the time in labeling. We also did
this labeling manually through humans, which is a weakness
of our proposed method.

4.4. Reported Results and Its Discussion. Some conclusions
that emerge from the results and experiments are summa-
rized in the following paragraphs.

(i) Plant disease classification and identification using
ML is not a new research area for CV and ML
experts. *e state-of-the-art reports many good
papers on this topic. Due to diverse applications
in agriculture, researchers explored this field
sufficiently. However, we notice less emphasis,
particularly on interclass disease identification.
Researchers mainly focus on a single plant disease

recognition, whereas our proposed work focuses on
tomato plant disease classification with ten classes.

(ii) Initially, we run the whole experimental setup for a
maximum of 14 epochs (please see Figure 5). We
run this setup to know how the model performance
varies on training and validation databases. As
clear from Figure 5, training along with validation
accuracy changes very quickly up to value 6. After
value 6, change occurs very slowly in the upcoming
epochs. Both training and validation losses are also
shown. It is clear that loss is high in the initial
stages and is gradually reduced after increasing the
epochs. *is loss reduction clearly shows that the
network is fine-tuned gradually with increasing
epochs.

(iii) We use ten class disease problems in our work. *e
names of the classes, along with abbreviations, are
shown in Table 5. We report the results for Pr, Rc,
and Fm for all the ten classes. It is clear from Table 5
that near-perfect results are reported for the class BS
using all three evaluation measures. Similarly, better
results are reported for the classes LB, TMV, SM,
and HL.*e worst performance has been shown for
the class EB with precision 0.93, recall 0.95, and
F-measure 0.95, which also shows acceptable and
good results. Our proposed method semantically
segments leaf images into background and fore-
ground. Please see some images in Figure 6, where
column 1 represents the original images, column 2
ground truth, and column 3 segmentation results.
After foreground estimation, each disease classifi-
cation is performed. Moreover, it is also estimated
how much percent of the leaf area is affected by a
disease.

(iv) Cmat is the best choice for multiclass evaluation
problems, which ML experts commonly use. It
shows the corresponding percentage of the
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CovL3
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CovL2

MPL
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Shared Module 

Shared Module 
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CovL2
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Figure 4: Proposed feature extractor module.

Complexity 7



predicted class and true class. *e Cmat for the
reported results for the 10-class problem is dem-
onstrated in Table 6. *e results vary from 94%
(lowest) to 100% (highest). *e lowest results are
reported for EB, whereas the highest values are
reported for HL. *e LM, YLCV, BS, and LB results
are comparatively better, with predicted accuracy
values as 99%, 98%, 98%, and 97%, respectively.

4.5. Performance Comparison with Previous Results. We
compared the reported results with S.O.A. in Table 7. It is
clear that the reported results are far better than previous
results. *e reported results and their comparison with
S.O.A. are for accuracy measure only. As most of the papers
reported their accuracy results, we compared our work with
this metric only. We want to add that some research papers
reporting results on plant disease classification using hand-
crafted features show better results than DL-based methods.
However, we believe a better understanding of DL methods

Table 5: Performance reported in the form of Pr, Rc, and Fm for the
proposed model.

Class Precision Recall F-measure
EB 0.93 0.95 0.95
LB 0.96 0.99 1.00
TMV 0.97 0.99 0.96
HL 0.96 0.97 0.97
LM 0.93 0.95 0.98
YLCV 0.94 0.93 0.96
BS 0.96 0.99 1.00
SLS 0.96 0.96 0.98
TS 0.96 0.94 0.94
SM 0.96 0.98 0.99
Mean 0.95 0.96 0.97
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Figure 5: Using Adam optimizer, accuracy, and loss changing obtained using training and validation sets.

Figure 6: Some example images we used during our experiments:
column 1 shows original images, column 2 shows ground truth
data, and column 3 shows segmentation images with the proposed
SLS method.
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is still required to address a specific task. For example, the
requirement of a large amount of data is a problem DL
methods face. Generally, traditional ML methods perform
well on data collected in indoor scenes; however, researchers
report a significant drop in performance when these
methods are tested in real-time scenarios. On the contrary,
DL architectures extract a higher level of abstraction from
the data with much better results. *us, the need for feature
engineering is minimized to a large extent with DL
algorithms.

5. Summary and Concluding Remarks

Due to diverse applications in the agriculture sector, plant
disease identification using DL is an active area of research.
Plant disease recognition is more challenging when the
method is exposed to real-time data. However, CV re-
searchers have shown tremendous progress in the past 5 to
10 years. Our current research provides unification and
extension of our previous work reported in [7]. Our study is
mainly motivated by looking into the human visual cortex
to design an E2E trainable neural network architecture. We
propose an E2E SS framework for plant disease identifi-
cation using DL. We introduce the idea of SS for plant
disease recognition. *e proposed model predicts the
nature of the disease of the tomato plant and tells how
much area of a specific leaf is affected due to a certain
disease. *e model successfully classifies tomato plant
leaves into ten distinct classes. We present a novel loss
function that improves the model’s performance on a state-
of-the-art dataset. We evaluate our model with the stan-
dard dataset PlantVillage, noticing much better results than

previous results. Along with the PlantVillage database, we
also collected a database of more than 20000 images and
tested our framework on it. We expect more evaluation
using a much better optimized DL model for plant disease
recognition from the research community. In the future, we
intend to analyze some more tasks to develop robust
continual DL models, considering some complex combi-
nations of the neural network along with information
extraction.
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To rich good accuracy in the 2D area for wireless sensor network (WSN) nodes, a localization method has to be selected. (e
objective of this paper is first to select which localization technique is required (Received Signal Strength Indicator (RSSI)) or
(Time of Arrival (ToA)) against anchors placement in a 2D area. Depending on whether the anchor nodes are spaced or not and
inspired by the idea of using the RSSI method for small distances and the ToA method for greater distances, we will show which
method should be used for the positioning process which mainly guarantees a minimal localization error. Second, a two-di-
mensional localization scheme for WSN which is called Combined Advantages of ToA-RSSI (CA ToA-RSSI), hereafter, ranging
methods, is designed in this work, to make the accuracy better during the positioning process. Results provided throughMATLAB
simulations show that our new technique improves considerably the positioning accuracy compared with the traditional RSSI and
ToA ranging method. (e proposed scheme can be run under Line of Sight and (LOS) and Nonline of Sight (NLOS) conditions
taking into account a difference in the measurement error.

1. Introduction

(e current development of Micro- and Electromechanical
Systems (MEMS) and computational technologies has
caused the emergence of wireless sensor networks, which
can be made up [1] of hundreds of thousands of nodes. Each
node is able to listen to the environment, perform simple
calculations, and communicate with its neighboring sensors.
To deploy sensor networks, it is important to disperse the
nodes in the positions of interest. (is makes the network
topology optimal. (ese networks are widely used for
multitasking [2].

(e majority of applications using wireless sensor net-
works rely on the large number of microsensors which are
placed randomly; this requires fine position computation,
i.e., to calculate their positions in a system with fixed

coordinate. As a result, location algorithms become more
than essential, not only for the functioning of the network
but also to better exploit the collected data. Some sensor
nodes know their own positions; these nodes are called
anchors. All other nodes are located using the location
references received from these anchors.

Technically, the location algorithm is the most important
part of the location system. It defines the way in which the
available information (distances, angles, positions of already
located nodes) is manipulated so that most or all of the nodes
can estimate their positions.

From the point of view of researchers’ interest, much
attention has been given to the location accuracy in sensor
networks and to the computational efforts. (e importance
of the smart deployment of reference nodes is often known
but rarely discussed in a study. From another side view, the
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choice of the positioning method with respect to the to-
pology of the reference nodes remains a very little discussed
subject in the previous research work.

In this work, we will start first by showing the right
choice to use RSSI or ToA with respect to the anchor nodes’
locations. Secondly, by combining the advantage of stan-
dards RSSI and ToA ranging methods, a new scheme which
is called (CA ToA-RSSI) is designed and discussed in terms
of location accuracy and compared with standards RSSI and
ToA techniques.

(e remaining parts of this paper are organized as
follows. Related works will be discussed in Section 2. (e
third section discusses the suitable choice (RSSI or ToA)
depending on the topology of the anchors in the 2D area.
RSSI and ToA error positions taking into account the to-
pology of the anchors are shown in Section 4.(e design and
evaluation of a new scheme which is called CA ToA-RSSI
will be detailed in Section 5. Finally, the conclusion of this
work will be presented in Section 6.

2. Related Work

In the current literature, most of the positioningmethods for
sensor networks can be classified into two categories, as
discussed in [3–6]. (e most remarkable difference between
these two categories is that the first category handles the
physical behaviors of the arrival signal to calculate the 2D
distance which separates two sensor nodes, while the second
estimates nodes’ locations solely on the basis of the network
connectivity information.

In the range-based techniques, RSSI [7], ToA [8],
(TDoA) [9], and angle of arrival (AoA) [10] are the main
frequently exploited methods. However, the localization
process still suffers from many weaknesses in real scenario
cases. In this context, we can cite as an example that the RSSI
determination of distances is strongly linked to the existing
disturbances, signals interactions, and frequently switching
of wireless channels, which gives rise to the incredible
measurement.

ToA localization method is often affected, in indoor
environments, giving rise to multipath effects, and needs the
use of exact time synchronization between communicating
devices, making it unsuitable for employment in high dis-
turbance networks.

Many works have been accomplished in theoretical
analysis and laboratory testing in recent years [3, 4] having
the fight against noise and dynamic variations in commu-
nication channels as objectives.

Concerning the range-free positioning techniques, they
have low-cost characteristics and can be implemented on
hardware targets [11, 12].

In DV-Hop [13], as being a range-free technique, to
estimate distances to anchors, the algorithm determines the
Average Jump Progress (AJP) for each sensor node and
anchor to finally deal with the multiplication of hop counts
by the AJP. In an almost identical way, LAEP [14] is based on
statistics to calculate the Network Expected Jump Progress
(NEJP). To calculate approximately the distances and an-
chors to the sensor, LAEP multiplies hop counts by the

recorded EHP.(is can be done under the condition that the
nodes in the network obey the Poisson law, which made
LAEP difficult to reach accuracy localization.

Received Signal Strength Indicator (RSSI) technology
[15] can be considered a vital solution for estimating dis-
tances in sensor networks. It considers the power losses of a
signal between its transmission and reception sensors as the
main key to predict point-to-point distance. (is loss varies
depending on the distance between the two sensors; the
further the sensors are (resp. Close), the greater the loss
(resp. Low). (is loss will then be translated into a distance.

Since they are simple and of low cost, many positioning
techniques already available in the published works use RSSI
to approximate the sensor coordinates [16]. To mention, but
not limited to, in [17], the input signal strength to the sensor
node is almost employed to determine losses due to prop-
agation and estimate the range between two sensors using an
empirical or conceptual equation of path loss [18].

Generally, the RSSI ranging method does not use
complementary components and can be integrated on
wireless devices with few resources since they do not need
either a back and forth timing process or exact synchro-
nization between sensors. RSSI process is challenging, and
the major ambiguity lies in determining the signal level.

(e precision of localization-based RSSI depends prin-
cipally on how a wireless channel-based RSS model can
translate reliably the real noise inferred from the funda-
mental signal. (e RSSI schemes proposed in the existing
literature generally consider that the received signal is
proportionate to the direct path between the communicating
sensors and that the errors caused by the fluctuations of the
RSSI values follow a Gaussian distribution. However, in real
cases, measurements using wireless sensors prove that the
assumptions mentioned above do not reflect reality
[16, 19, 20].

As aforementioned, four standard techniques are used,
such as RSS, ToA, AoA, and TDoA [21–23]. Nevertheless,
determining the node location is not an obvious process, for
the reason that the measurements have nonlinear corre-
spondence with the source location. From the clock syn-
chronization side of view, the four ranging techniques have
rigorous demands. (erefore, positioning an unknown
sensor node is a significant challenge. In addition, these
schemes cannot provide high localization accuracy. In order
to conduct better the positioning system, a few combined
ranging methods and some deviation negligence techniques
have been proposed in [24–27].

Recently, several combined schemes that merge two
types of positioning methods have been proposed. To
mention, but not limited to, the idea in [28] merged RSS and
AOA techniques. (e paper [29] studied the node posi-
tioning problem in combined and noncombined three-di-
mensionWSN, respectively. From the cooperativeWSN side
of view, it was evident to assemble RSS propagation channel
modeling with its geometry relationship. Ho et al. [28] and
Sun and Ho [30] proposed a combined TDOA-FDOA node
localization scheme in three-dimension positioning sce-
narios. A simple TDOA-AOA has been proposed in [31]
with two targets.(e study in [31] was carried out by making
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a novel geometric source position-sensor relationship,
which is very simple to be conducted.

ToA (Time of Arrival) technology considers that the
sensors of the network are synchronous. (e distance
separating two sensors is deduced from the difference be-
tween the times when the message is sent and received and
the signal propagation speed. (is technology is used by the
GPS system (Global Positioning System) [32].

Often, authors choose the placement of anchors at
random positions and discuss the network topologies
based on their own empirical data. In [33, 34], the authors
chose anchors in their studies randomly within the net-
work. However, in [33], the authors mentioned that they
chose a collinear set of anchor nodes in one of the ex-
amples, without supporting evidence as to why this is not
a random choice.

Previous work [35] requires that reference nodes should
be located ideally at the corners of the network. In this
configuration, the proposal is facing a problem with a simple
and single constraint and still requires that all unknown
sensors should be located in the convex envelope of the
anchor points, and accordingly, better positioning results are
obtained when the anchors are in the corners.

In January 2011, a study [36] was done on the impact
of anchor sensor coordinates, emphasizing a series of
hypotheses presented. Each assumption centers on a
metric that can be calculated from the anchor nodes
themselves, where network designers might have other
data before deploying the network or analyzing the lo-
cation results.

(e authors in [37, 38] proposed their localization al-
gorithm based on RSSI data, which used the received power
at the node from the reference anchor resulting in the
position estimation of the unknown sensor node. In [39], the
authors proposed a target positioning technique by using
both ToA and RSSI input signals in the case of NLOS
conditions. In the same context, the sensors’ positions al-
ready calculated can be used to determine the sensors’ lo-
cation not yet determined, thus minimizing the number of
anchors needed by the localization process [40]. To better
reduce the localization error, we will propose in this present
work the suitability (localization method/anchors topology)
which will somehow provide a positive gain in terms of the
exact position.

In this work, the localization problem of multiple sen-
sors’ nodes is considered. To improve the positioning
process, a new combined ToA-RSSI positioning scheme is
proposed. Firstly, we will show the importance of the proper
placement of anchors nodes in improving the localization
accuracy for unknown sensor nodes (USNs). (ereby, the
advantage and disadvantage of ToA and RSSI will be well
exposed. Secondly, a two-dimensional localization scheme
forWSNwhich is called Combined Advantages of ToA-RSSI
(CA ToA-RSSI) ranging methods will be proposed, to better
improve the accuracy during the positioning process. Results
provided through MATLAB simulations show that our
proposed algorithm improves considerably the positioning
accuracy compared with the traditional RSSI and ToA
ranging method.

3. RSSI and ToA against Working Environment

3.1. Position Estimation from RSSI Measurements. In the
literature, the most used model using RSSI is based on log-
normal shadowing [41–46].

RSS(dBm) � P0 − 10nlog
d

d0
  + Xσ , (1)

where

(i) P0 is the received power on the receiver antenna
(dBm)

(ii) d0 is a reference distance from the transmitter (m)
(iii) n is the path loss factor that characterizes the

working environment (without unit)
(iv) d is the actual distance separating two sensors

antenna (m)
(v) Xσ is a Gaussian centered random variable with

variance σ2RSS, which also depends on the working
environment (without unit)

For IEEE 802.15.4 standard, σRSS can vary between 0.5 dB
and 6 dB [47, 48] while n varies in the range [1.9, 4.75]
depending on the working environment [47–52].

As a general rule, short ranges and/or visibility situations
(resp. long ranges and nonvisibility) naturally give the lowest
(resp. strong) values for σRSS and n. For example, in the IEEE
802.15.4 standard, if the distance between sensors is less than
8m (resp. greater than 8m), it gives rise to n � 2 (resp.
n � 3.3). An evolution of this basic model, which takes into
account the NLOS conditions, has already been proposed in
[53, 54]. Other experimental parameters were also found in
[55–59].

3.2. Position Estimation from ToA Measurements.
Another widely used metric for location techniques is Time
of Arrival (ToA). Literally, this metric would correspond to
the Time of Arrival of the transmitted signal, defined
according to the receiver’s local clock and relative to its own
observation window. Measuring the Time of Arrival (round
trip), which is more directly linked to the distance between
two asynchronous devices, would require exchanging several
consecutive packets at the protocol level (n-way ranging)
and making an estimation of ToA for each of these packages.
In the ToA technique, the distance between sensors and their
required time of flight are linked by the following equation:

D � c × t c � 3 × 108
m

s
 . (2)

(e IEEE 802.15.4 standard proposes the Symmetric
Double-Sided Two-Way Sending (SDS-TWS) scheme for the
ToA localization process [60] as depicted in Figure 1.

In the positioning scheme, the Time of Arrival technique
requires the nodes of the source and the destination to
transmit signals at the same time. (is requirement makes
the ToA process considerably restricted in practical sce-
narios. (e IEEE 802.15.4 standard proposes the Symmetric
Double-Sided Two-Way Sending (SDS-TWS) scheme for the
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ToA localization process [60]. (is can offset the effect of the
lag time due to the incapability to meet time synchronization
on the ranging results. (e SDS-TWS technique makes use
of symmetrical sending and receiving to determine ToA in
two ways. (e specific design process is as follows. (1) In the
first TWR, the source serves as a transmitter and the

destination serves as a signal receiver. (2) In the second
TWR, destination serves as a transmitter and source serves
as a receiver. (is process of sending and receiving messages
can be shown in Figure 1. (ereby, a Time of Arrival (ToA),
that is, the considered time measurement output can be
formulated as follows:

ToA �
tround−source − tprocessing−destination + tround−destination − tprocessing−ssource

4
. (3)

3.3. Ranging Accuracy versus Distance between Anchors.
Based on [61], it has been concluded that the signal loss,
when using the RSSI technique, varies strongly due to
different parameters in various environments. When op-
erating within a short distance, the transmission and re-
ception of the signal essentially obey log-normal law already
integrated into the design of RSSI hardware, and in that
condition, the precision is then high. If the unknown sensor
is at a certain distance from the reference node (anchor), the
received power across the signal decreases quickly, and the
positioning error will step up. On the other hand, and based
on [62], it has been proven that the ToA process always
needs a very precise time synchronization during the
transmission/reception cycles and an offset occurs in the
small distance communication, which will automatically
generate a nonnegligible deviation in the sensor positioning
steps. Nevertheless, when the measurement occurs at a
considerable distance, it has a small error.

Starting from standard methods (ToA and RSSI), ex-
cluding their disadvantages, and keeping only their ad-
vantages, an extended algorithm will take place. In this new

algorithm, RSSI and ToA algorithms will be executed al-
ternately. To develop this algorithm, an average distance
between the anchor and unknown sensors ((reshold
Distance: TD) is to be fixed rigorously, and then, the ex-
tended localization process is mainly based on this new
parameter TD. Roughly speaking, if the actual distance is less
(res greater) than TD, then RSSI (res ToA) will be activated
and vice versa.

(e Distance (reshold which causes the switch from
one ringing to another is determined by several simulations
and it was approximately fixed to L/2� 10/2�10m. L is the
length of the sensor network area. More than fifty simula-
tions were done to determine the threshold distance. Results
show that beyond L/2 RSSI is more efficient in terms of
accuracy and that ToA is recommended for distances above
L/2. (e design of the new scheme which is called CA ToA-
RSSI is shown in Figure 2. USN in this figure means un-
known sensor node.

Four anchors in a workspace of 20m× 20m will be the
main key of this proposal, and a two-dimensional posi-
tioning process for blind nodes is then designed, which
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Figure 1: ToA measurement between two nodes.
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merges RSSI and ToA advantage points.(e implementation
phases are as follows.

3.3.1. Data Input

(i) A workspace of 20m× 20m will be covered by
hundred unknown sensors randomly placed

(ii) Four anchor nodes will be placed for each scenario
at known positions

(iii) It is supposed that all communicating sensors have
the same radius (R) of communication

3.3.2. RSSI Method

(i) Standard RSSI is executed to compute the actual
distance of the required sensor from each Anchor,
and (1) is used to obtain the attenuation value of the
received signal

(ii) In the WSN workspace, if the actual distance be-
tween the reference node and the unknown sensor is
below the (reshold Distance (L/2), the distance
value is taken into account

3.3.3. ToA Method

(i) Standard ToA is executed to compute the actual
distance of the required sensor from each Anchor
extracted by (2)

(ii) In the WSN workspace, if the actual distance be-
tween the reference node and the unknown sensor is
above the (reshold Distance (L/2) and less than R,
then the actual distance value is taken into account

3.3.4. Coordinates Computations

(i) At the node localization phase and regardless of the
distance calculation method (ToA or RSSI), the
wireless sensor node can estimate its coordinates by
the RSSI or ToA technique according to the actual
distance already calculate

(ii) Finally, CA ToA-RSSI ranging method will provide
the unknown sensor node coordinates much better
than ToA or RSSI alone

4. Simulation and Analysis

To perform our simulations, we used MATLAB software. A
choice motivated by the fact that localization can be seen as a
purely geometric problem.

20m× 20m is considered a simulation scene. At the
beginning of the process, 100 sensors are deployed in a two-
dimensional workspace so as to cover the entire surface
without knowing their coordinates.

A rectangular surface formed by the four anchors varies
over the global area, thus giving rise to four scenarios as
shown in Figures 3–6.(e communication radius R between
every two sensors is fixed to 2.5m. (e speed of light is

Start

For J=1 to n do:
[RSSI1; : : : ; RSSIn] collect signal strength values

Calculate the average distance value

Input
known Anchors (xi; yi); i ε {1;...; 4}

unknown sensor nodes USNj; j ε {1; 2; ... ; n}

Use RSSI method Use ToA method
Yes No

Estimate USN coordinates

Finish process

Compare average distance
value to threshold value
Average distance < L/2?

Estimate USN coordinates

Figure 2: Proposed CA ToA-RSSI for coordinates estimation.
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known and is to be set to 3×108m/s. (e received power P0
on the receiver antenna in this simulation is fixed to −30.

(e path loss factor (n) is 1, and the Gaussian centered
random variable Xσ is 2. Figure 7 shows the deployment of
the unknown sensor nodes and the four anchors inside the
simulation area.

All simulations’ outputs are approved on 50 executions
time, and then, the mean output value of all experimental
tests is considered as the final result.

Simulation results allowed deducing that the metric
“Area of anchors’ nodes” can be a good indicator of the
quality of the localization process. Based on the anchors’
node location, the choice of the location (RSSI or ToA) can
be retained. In total, four tests were carried out for each of
the two measurements ranging (RSSI and ToA) at different
anchors locations in order to find out how anchors’ positions
would affect the positioning error. In each simulation, the
coordinates of all nodes were recorded along with the
measured RSSI and ToA outputs. Table 1 gives the global

network error for each test. We note that the results pro-
vided in Table 1 are depending on the simulation parameters
such as the number of nodes, number of anchors, and
network size. However, anchor positioning relative to such
sensors’ deployment remains the general idea provided in
this paper.

Standard RSSI and ToA results shown in Table 1 are
provided according to the WSN two-dimensional space of
20m× 20m. When using RSSI ranging alone, the minimum
mean location error (3.76m) is reached at the anchors’
coordinates (6, 6), (14, 6), (14, 14), and (6, 14) which cor-
respond to Figure 4.(emean location error increases at the
anchors’ coordinates (9, 9), (11, 9), (11, 11), and (9, 11) which
correspond to Figure 3. However, when using ToA ranging
alone, minimum and maximum mean location errors ab-
stain at anchor locations (0, 0), (20, 0), (20, 20), (0, 20), and
(6, 6), (14, 6), (14, 14), and (6, 14), respectively which
correspond to the Figures 3 and 4. From the existing lit-
erature point of view, the results shown in Table 1 are well
matching with [61, 62].

(e same scenarios (A, B, C, and D) shown in
Figures 3–6 were simulated according to standard RSSI,
standard ToA, and even the proposed CA ToA-RSSI.

Figure 8 shows the mean positioning errors of the three
methods (standards and proposed) under the four scenarios
of anchor node locations. It is approved, from Figure 8, that
when using CA ToA-RSSI, a minimum error is always
guaranteed. On the other hand, it is also shown that in each
scenario a large localization error is generated by either
standard ToA or standard RSSI. In A and D scenarios,
standard ToA can estimate the coordinates of the unknown
sensor node with a small error compared to standard RSSI.
Opposite results are provided in scenarios B and
C. However, in all scenarios, CA ToA-RSSI can estimate the
coordinates of an unknown sensor node introducing the
smallest error compared with standard ranging methods.

Table 2 summarizes all data and results relative to dif-
ferent scenarios.

Table 2 shows the overall errors obtained by each
technique, namely, RSSI, ToA, and the proposed technique
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Figure 3: A: Locations estimation with anchors positions at (9, 9), (11, 9), (11, 11), and (9, 11).
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(CA-ToA-RSSI). If we take, for example, the first line of this
table (the same principle for the other lines), RSSI, ToA, and
the proposed technique (CA-ToA-RSSI) provide mean er-
rors of 13.91m, 4.31m, and 4.31m, respectively.(ereby, the
percentage gain of the proposed technique (CA-ToA-RSSI)
with respect to RSSI is calculated as follows.

Percentage gain � (13.91 − 4.31/13.91)× 100% � 69.01%.
All other percentages are obtained in the same way. From the
global side of view and by taking the average of mean errors of
the four scenarios, it is clearly shown that the new extended
scheme provides the highest accuracy against standard ranging
methods. It can allow a significant gain of 43.22% and 29.38%
compared with standard RSSI and ToA, respectively.

5. Conclusion

First, the right positioning of anchor nodes is the key to
precise localization. Depending on whether the anchor nodes
are spaced or not, the localization method can be selected. If

the totalities of the unknown sensor nodes are far from the
reference nodes (anchors), the positioning error steps up
when using the RSSI ranging method; therefore, the positions
of the anchors must be modified until we reach the minimum
error. On the other hand, it has been proven that the ToA
process provides a small error in the opposite scenarios.

Second, a new scheme is proposed that merges the
advantages of RSSI and ToA techniques in this paper. (e
new solution drops the average location errors through the
employment of the RSSI or ToA phase. To better optimize
the positioning precision, four anchor nodes at different
locations are introduced. (e results provided by simula-
tions are successful in producing desired objectives of the
cooperative CA ToA-RSSI method and provided a better
localization process. (e proposed scheme can allow a
significant gain of 43.22% and 29.38% compared with
standard RSSI and ToA, respectively.

In our future works, we are ready to develop and design
other cooperative techniques like ToA-TDoA and RSSI-

Table 1: Basic RSSI and ToA mean error relative to anchors location.

Anchors coordinates (m) Deployed sensor
nodes

Mean localization error using standard
RSSI

Mean localization error using standard
ToA

A: (9, 9), (11, 9), (11, 11), (9,
11) 100 13.91 4.31

B: (6 ,6), (14, 6), (14, 14), (6, 14) 100 3.76 8.62
C: (3, 3), (17, 3), (17, 17), (3, 17) 100 5.72 7.92
D: (0, 0), (20, 0), (20, 20), (0,
20) 100 6.41 3.13
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Figure 8: Average localization error versus different ranging methods.

Table 2: Mean error and gain of proposed scheme versus standards ranging methods.

RSSI ToA Proposed Proposed versus RSSI gain (%) Proposed versus ToA gain (%)
Scenario A mean error (m) 13.91 4.31 4.31 69.01 0
Scenario B mean error (m) 3.76 8.62 3.76 0 56.38
Scenario C mean error (m) 5.72 7.92 5.72 0 27.77
Scenario D mean error (m) 6.41 3.13 3.13 51.17 0
Mean of means error (m) 7.45 5.99 4.23 43.22 29.38
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TDoA taking from their geometric advantages, thus
achieving simple and effective techniques suitable for
wireless nodes with limited resources.
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In numerous internet of things (IoT) appliances, messages might require to be distributed to certain specified nodes or objects
with the multicast transmission. “'emulticast routing protocol can be divided into nongeographic based and geographic based.”
As locations of device are roughly extracted by GPS devices, geographic-oriented multicast routing schemes were chosen, because
it induces lesser overheads. Nevertheless, the extant geographic-oriented routing models are found to have particular disad-
vantages. After the advent of the IoT systems for remote healthcare, medical services can be rapidly provided to patients in rural
areas. 'e IoT network encapsulates flexible sensors in the environment to collect environmental information. 'is gathered
sensor information is sent to the nursing stations for timely medical assistance.'e IoTnetwork is wireless, which leads to security
breaches. 'erefore, there is a necessity to have a secured data transmission in the context of healthcare. Hence, this study intends
to propose a novel optimal route selection model in IoT healthcare by deploying optimized ANFIS. Here, the optimal routes for
medical data are selected using a new self-adaptive jellyfish search optimizer (SA-JSO) that is the enhanced edition of the extant
JSO model. Accordingly, the optimal route selection for medical data is performed under the consideration of “energy, distance,
delay, overhead, trust, quality of service (QoS), and security (high risk, low risk, and medium risk).” In the end, the performances
of adopted work are compared and proved over other extant schemes.

1. Introduction

'eWSNs are introduced in IoTand act a significant role to
give a wider range of appliances via sensors, like envi-
ronmental monitoring, smart homes, traffic supervision,
and smart grids [1]. A WSN includes sinks/receivers and
various distributed SNs that collaboratively gather and
convey data to carry out various missions [2]. Being built
on WSNs, offering consistent data deliverance is generally
expected for IoT-oriented appliances. 'is appliance needs
WSNs to offer reliable data deliverance that is considered as
the crucial aspect of data transmission. Nevertheless,
depending upon the diverse wireless media, WSNs are
vulnerable to signal fading or interferences that might
considerably reduce the QoS [3–5]. As a result, supporting
consistent data deliverance turns out to be a demanding
crisis in WSNs.

Recently, the IoTnetworks provide a lot of advantages in
the medical field for providing timely assistance to patients
even during the pandemic period. In healthcare, the IoTand
cloud resources are wholly utilized, and hence, they are said
to be the fundamental aspects of the healthcare context [6].
In between the computational resource, medical equipment,
and medical data transmissions from the cloud environment
to the cloud computing, the connection is supported by the
standard protocols in the cloud environment. Since the
cloud platform is open access, there is a huge chance for
security breaches to take place.'erefore, there is a necessity
to develop an efficient and secured data routing model for
reliable data transmissions.

In recent times, a proficient method to meet the con-
ditions of data reliability is deploying (opportunistic) geo-
graphic routing that does not portray the routing paths
before the transmission of data [7]. In comparing over
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multipath routing, geographic routing proffers enhanced
performances since no further interferences or signal con-
tentions subsist among nodes [8]. Being a conventional
routing model, geographic routing was a striking option
regarding the dynamic wireless link, as it does not require
maintaining routes from source to sinks [9].

'ereby, the amalgamation of “opportunistic routing and
geographic routing is known as geographic opportunistic
routing” [10, 11]. Conventional “geographic opportunistic
routing” models achieved higher reliability over wireless links.
Nevertheless, they endure from DoS attacks [12]. Malevolent
attackers might consciously transmit a larger count of illogical
data, intending to misuse the resources and to interrupt the
normal functions of the network. 'e IoT, smart sensors, and
mobile wearable devices are assisting in the development of
healthcare systems that are more pervasive, smarter, faster, and
easier to use. Security, on the other hand, is a big worry for the
IoT, with access control being one of the major issues. With
these systems increasing scale and presence, a crucial concern is
how to administer policies in a scalable and adaptable manner.
Table 1 describes the abbreviations used in this study.

'emajor contributions of the adopted methodology are
given below:

(i) An optimized ANFIS system is deployed to select the
most optimal routes for data transmission in the
context of healthcare.

(ii) A new self-adaptive jellyfish search model is intro-
duced for optimizing the membership function of
ANFIS.

'e remaining of this study is arranged as follows: the
second section reviews this topic. Section 3 tells about the
systemmodel of the developed EEG protocol. Sections 4 and
5 depict about description of multiobjective and optimized
ANFIS for data routing via the SA-JSO model. In addition,
Section 6 portrays about the deployed steps of the proposed
EEG routing protocol. 'e results and conclusions are given
in Sections 7 and 8.

2. Literature Review

2.1. Related Works. In 2017, Huang et al. [13] proposed an
EMGR for achieving EER. EMGR employed an “energy-
aware multicast tree,” created by source and destination
nodes depending upon the energy, for guiding multicast
message deliverance. Accordingly, the nodes were adaptively
selected for conserving energy. Simulated and analytic re-
sultants demonstrated that the developed model achieved
enhanced performances regarding lower complexity, energy
utilization, and overhead.

In 2020, Naghibi and Hamid et al. [14] suggested a
technique for dividing the network into certain cells in a
geographic way and applied 2 mobile sinks for collecting the
information sensed by cell nodes. Depending upon the
communiqué among mobile sinks and cells, the cells were
separated into 2 classes: “SCCs and MCCs.” When sinks
were motionless, SCCs transmit data to sinks in a direct
manner; however, MCCs applied the adopted EGRPM
model to transmit data to sinks.

In 2020, Hameed et al. [4] proposed an EEG routing
model for focusing upon energy utilization and throughput
of SNs. 'e adopted model applied the MSE approach to
resolving the sensor localization issue. In addition, routing
overhead was minimized by limiting the SN to sustain single
neighbor data. 'e adopted model reduced the energy holes
in the network by efficiently evaluating the energy utilization
amid SNs.

In 2019, Lyu et al. [15] proposed a SelGOR model for
defending against the DoS attack and for satisfying the needs
of reliability and authenticity in WSNs. By examining SSI,
SelGOR leveraged an SSI-oriented trust scheme for im-
proving the effectiveness of data freedom. Moreover, Sel-
GOR ensured data reliability by generating an entropy-
oriented model and was capable of isolating DoS attackers
and reducing the cost.

In 2021, Banyal et al. [16] have suggested a new method
for segmenting the network topology depending upon the
node’s characteristics. 'is model was accomplished by
means of “intelligent transmission.” 'e HiLSeR’s suggested
model was deployed for packet routing. For “topology
sectionalization and routing decision-making, hierarchical
learning, a multidimensional data conduct-oriented soft
clustering paradigm,” was deployed. By performing exper-
imentation, the efficiency of the proposed model was
evaluated over other models. For demonstrating the en-
hanced efficiency, diverse parameters like “Energy Unit per
Message, Dead node Percentage, Overhead Ratio, Average
Latency, and Success Ratio” were computed.

In 2019, 'angaramya et al. [17] suggested a novel
“Neuro-Fuzzy Rule-Based Cluster Formation and Routing
Protocol” for proficient routing of data in IoT-oriented
WSN appliances. 'e adopted scheme has provided con-
siderably superior network efficiency regarding “energy
consumption, packet distribution ratio, latency, and net-
work life span,” which was proved to form the outcomes.

In 2021, Pingale and Shinde [18] have suggested a novel
routing scheme for optimizing network lifetime by means of
the SFG model. 'e projected “SFG algorithm” had elected
the most excellent routes by merging the SFO and GWO
schemes.'e simulation of IoT initially appeared, along with
the execution of multipath routing in IoT. 'e SFG model
has chosen the optimal routes among the multipath ob-
tainable for routing depending upon “context awareness,
network lifetime, residual energy, trust, and latency.”

In 2019, Dhumane & Prasad [19] have adopted a
“multiobjective FGSA” for electing the optimal CH in an IoT
network for EER protocol. 'e EER in IoT was attained by
exploiting FGSA to find out the finest CH. 'e CH node in
MOFGSA was selected depending upon the fitness appraisal
of numerous criteria, together with “distance, latency,
connection lifetime, and energy.” MATLAB execution was
used to assess the simulated outcomes.

2.2. Review. Table 2 shows the review on EEG in IoT-WSN.
Initially, EMGR was implemented, which provides high
PDR, less overhead, and less complexity; however, wastage
of resources should be concerned more. 'e uses of the
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EGRPM algorithm are to have a higher life span and lower
delay, but the overhead is high. Furthermore, the ECMSE
model was implemented, which enhanced PDR and im-
proved throughput. However, network interference issues
are not deliberated. Similarly, the use of SelGOR resulted in
lower computational cost and high reliability. However,
delayed performance is not good. 'e uses of the HiLSeR
algorithm are to have higher network energy, maximum

alive nodes, lower latency, and lower traffic volume, but the
PDR is lower. Furthermore, in [17], an efficient distance-
dependent “Neuro-Fuzzy Rule-Based Cluster Formation
and Routing Protocol” was implemented, which expanded
network lifetime and improved PDR. However, the delay is
higher and the complexity is also high. In addition, the SFG
algorithm is introduced, which has a reduced number of
dead nodes, higher latency, and prolonged network life span.

Table 2: Review on conventional routing protocol in WSN.

Ref.
no. Proposed model Pros Cons

1 EMGR
(i) High PDR

(ii) Minimal overhead
(iii) Less complexity

(i) Wastage of resources should be
concerned more

2 EGRPM (i) Maximizes life span
(ii) Minimizes delay (i) No consideration of overhead

3 ECMSE
(i) Higher energy utilization
(ii) Improved throughput

(iii) Higher PDR

(i) Network interference issues are not
deliberated

4 SelGOR
(i) High reliability

(ii) Lower computational
cost

(i) Delay performance is not good

5 HiLSeR (i) High throughput
(ii) Enhances PDR

(i) Low PDR
(ii) High end-to-end delay.

6 “Neuro-Fuzzy Rule-Based Cluster Formation and
Routing Protocol”

(i) Higher energy utilization
(ii) Improved network life

span
(iii) Higher PDR

(i) High computational complexity
(ii) Higher delay

(iii) Higher end-to-end delay

7 SFG (i) Reducing data overflow
(ii) Lower bandwidth usage (i) Less convergence rate

8 FGSA

(i) Increased residual
energy

(ii) Maximum network
energy

(i) Lower count of alive nodes

Table 1: Nomenclature.

Abbreviation Description
ANFIS Adaptive neuro-fuzzy inference system
DoS Denial of service
EMGR Energy-efficient multicast geographic routing protocol
EER Energy-efficient routing
EEG Energy-efficient geographic
FGSA Fractional gravitational search algorithm
GPS Global positioning system
GWO Gray wolf optimizer
IoT Internet of things
MOFGSA Multiobjective FGSA
MCCs Multihop communication cells
MSE Mean square error
PDR Packet delivery ratio
SFG Sunflower-based GWO
SNs Sensor nodes
SelGOR Selective authentication-based geographic opportunistic routing
SSI Statistic state information
SCCs Single-hop communication cells
SA-JSO Self-adaptive jellyfish search optimizer
SFO Sun flower optimization
QoS Quality of service
WSN Wireless sensor network
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In addition, the convergence rate is smaller, and the run time
is longer. 'e FGSA algorithm is proposed, which offers
increased energy performance, higher network throughput,
less energy usage, and maximum network life; however, it
requires “extending the EER protocols in WSNs to mobile
networks.”

3. System Model of Developed IoT Protocol

In 1987, the first healthcare model was developed in the
Picker Institute by the Picker/Commonwealth program.'is
has paved the way for the development of the patient-
centered care services (PCCs) that are being commonly
utilized on these days. 'e major intention behind the PCCs
is to provide medical needs to the needy. After the advent of
wearable sensors, healthcare services based on IoTnetworks
are gaining huge attention among the research industry. In
the normal IoT-based data transmission, the data from the
source (patient) to the destination (healthcare center) take
place via the lowest hop count and the shortest distance.
Even though this model ensures link quality and reliable
transmission, the delay in the data transmission became an
unavoidable issue. 'is leads to delay medical services, and
hence, the network became less reliable. Moreover, the IoT
being battery-powered devices required huge costs for ini-
tialization and training. On the other hand, the unauthorized
or hacker IoT nodes might hack the sensitive medical data
during the data transmission, and they might make modi-
fications to it. As a result, the precise life of the patient might
be jeopardized.'erefore, there is a necessary route to secure
the medical data from source to destination via the IoTs.

4. Deployed Steps of Proposed Medical Data
Routing Protocol: An Overview

'e optimal data routing for routing the medical data amid
the set of “source node(S) and destination node (D)” with
minimal energy utilization is said to be a major challenge in
IoT-WSN. 'e adopted scheme attempted to triumph over
this confrontation by developing a novel EEG routing
model. 'e process taking place in the developed work is as
follows:

(i) 'e adopted scheme develops a novel medical data
routing model depending upon sixfold objective
functions (energy, distance, delay, overhead, QoS,
and trust).

(ii) 'roughout medical data routing, the majority of
optimal routes are chosen by optimized ANFIS,
wherein the membership functions are optimized.

(iii) 'e optimal route is selected via the SA-JSO model
that considers multiobjective functions. 'e archi-
tecture of this work is exposed in Figure 1.

4.1. An Illustration. 'e architectural representation of the
IoT healthcare system is manifested in Figure 2. 'e model
encapsulates the WBANs and a broader telemedicine

system. 'is model serves hundreds or thousands of indi-
vidual users.

Let there be two COVI-19 patients User 1 and User 2,
who have been admitted to a remote healthcare location
away from the hospital. Since it is being an epidemic situ-
ation, there are not enough medical resources.'erefore, the
patients User 1 and User 2 need to be continuously moni-
tored by the doctors. 'ese patients are embedded with
numerous body sensor nodes in the user’s belt, an ankle, a
knee, or the trunk for monitoring their heart rate, blood
pressure, and oxygen saturation as well. Each of the nodes is
capable of undergoing operations such as “sampling, pro-
cessing, and communication.” 'e coordinator (C), who has
greater energy and computing power, coordinates the whole
network on one individual for each user. It gathers data from
sensor nodes located on or within the human body. 'ere is
no personal server, such as a PDA or a PC, in this IoT
healthcare system. It has the potential to lower each user’s
spending. Using multiple hop routing, the gathered data of
the coordinator is sent to the access gateway (AG) via other
coordinators. 'e multihop routing protocol is utilized for
safe communication between IoT devices. Before building a
new network or integrating an existing one, the routing
protocol allows IoT devices to authenticate. To improve the
security of the communication, multilayer parameters are
used for authentication. AG may be connected to a hospital
server and a wired or wireless network appliance. To syn-
chronize nodes in the network, the AG and coordinators
send out periodic beacon packets. 'e AG also uses the
internet to send the data to themedical server. If a user leaves
the communication range (i.e., there is no other user
nearby), the coordinator begins locally buffering data. 'e
route link is restored when the user returns. Sensor and
event data are automatically uploaded by the coordinator.
'e localization strategy is utilized since the users’ location
information is also important in the IoT healthcare system.
'ere are a few reference nodes (RNs) in the vicinity. 'ey
are GPS enabled or preprogrammed with the location of
nodes.'e signal of RNs and the localizationmethodmay be
used by coordinators to determine their own positions. As
depicted in the projected model, the secured path for data
transmission takes based on the defined sixfold objective:
highest energy, lowest distance, lowest delay, lowest over-
head, highest QoS, and highest trust. A prominent role is
being played by these parameters during the selection of the
most prominent next-hop nodes for data transmission. 'e
optimized ANFIS model finds the majority of optimal
routes, and among the available next-hop paths that satisfy
the sixfold objectives (i. e., highest energy, lowest distance,
lowest delay, lowest overhead, highest QoS, and highest
trust), the optimal one is selected with the newly projected
SA-JSO model.

'e medical services can be provided when the medical
professional has analyzed the patient’s information. 'e
medical server keeps track of the users’ personal information
and their health data. 'e uncomplicated ailment is diag-
nosed by an expert method. If the patient’s condition is
critical, hospital specialists can determine a diagnosis based
on the patient’s information. Experts from all around the
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world can consult or collaborate over the internet. If the
patient needs an ambulance in an emergency, the system can
transmit the request to the nearest ambulance that is already
on its way. Figure 3 shows an illustration of the commu-
nication topology of IoT healthcare systems.

5. Description of Multiobjectives

“'e main objective of this study is to discover the most
optimum route or path for routing the medical data that
meet the specific criteria as expressed in equation (1),”
wherein fenergy, fdist, fdelay, fohead, ftrust, and fQoS refer to
fitness function related to energy, distance, delay, overhead,
trust (direct and indirect direct), and QoS factor,
respectively.

Ob � min
1

f
energy + f

dist
+ f

delay
+ f

ohead
+ f

trust
+ f

QoS
 . (1)

5.1. Energy. Energy is the vital factor that decides the net-
work life span. 'e battery cannot be re-energized as there is
no source of power. Nevertheless, transmitting data to BS
requires extra energy. In equation (2), E(ρl) signifies the
energy of lth hop, and di signifies the count of hops for
multihop routing.

Energy �
1
di



di

l�1
E ρl( . (2)

“'e energy consumed during communication E(Pl) is
in the form of energy required for transmitting packets ETX,
receiving the packet ERX, at idle state E1, and energy cost
EST.”

f
energy

� ETX + ERX + E1 + EST. (3)

'e energy consumed during the packet transmission
ETX is mathematically shown as per equation (4).
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Figure 1: Architecture of the proposed routing model.
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ETX(M: e) �
Eete ∗M + Efr ∗M∗ e

2
, if e< e0

Eete ∗M + Epr ∗M∗ e
2
, if e≥ e0

.
⎧⎨

⎩ (4)

Here, ETX(M: e) signifies energy necessary to convey M

bytes of packets over eth distance, and Eete signifies electronic
energy as described in equation (5).” Also, Eagg signifies
“energy utilization during data collection.” Equation (6)
signifies the total energy needed for M packets at distance
Di. Equation (7) signifies the threshold energy e0.

Eete � ETX + Eagg. (5)

Eagg � Efre
2
. (6)

e0 �

���
Efr

Epr



. (7)

Accordingly, Epr signifies y “power amplifier energy” and
Efr signifies energy essential to employ a free-space system.

5.2. Delay. Delay is a significant QoS constraint for for-
warding data. “It is known as the hope ratio necessary for the
total number of routing nodes in the network” and is shown
in equation (8), wherein d signifies the traveled distance.

f
delay

�
d

speed
. (8)

5.3. Distance. 'e distance (fdistance) amid nodes is a vital
factor in portraying the network’s lifetime. 'e fitness for
fdistance is shown by equation (9), wherein v signifies node’s
speed and t signifies time.

f
distance

� v × t. (9)

5.4. Trust Model. All network hops include a higher trust
degree that might be deployed for assessing the trust level
among the respective nodes and hops nearby it. 'ere are 2
types of trust model: (i) direct trust and (ii) indirect trust,
which are shown in equation (9).

f
trust

� T
D

+ T
I

 . (10)

(i) Direct trust (TD): “'e direct trust is known as local
trust, and it presents the trust value as an agent to
determine the familiarities with the target agent.” It
is formulated as in equation (12), where Bv1 ,v2

(t)

correctly signifies forwarded packet count by node v2
to v1 at time t. In addition, Cv1 ,v2

(t) signifies packet
count transferred by node v2 from v1 at time t.

T
D

(t) �
Bv1 ,v2

(t)

Cv1 ,v2
(t)

. (11)

(ii) Indirect trust (TI): “It is determined from the
knowledge obtained through other hops. 'e

knowledge of other hops helps in deciding each
transaction.” It is formulated as in equation (13),
wherein q signifies the nearest node count.

T
I
(t) �

1
q



q

n�1
T

D
(t) (12)

5.5. QoS. 'e QoS is the procedure for managing the net-
work resources to reduce network jitter, latency, and packet
loss. 'e fitness function related to QoS fQoS is mathe-
matically formulated as in equation (14), wherein R signifies
node security.

f
QoS

� mean(R). (13)

5.6. Overhead. In sensor networks, the reception and
transmission of packets add overhead, and thus, it is es-
sential for communication. Header length and message
monitoringmust be reduced, as they could raise connectivity
costs. 'e increasing count of routing packets swapped
throughout the simulation is termed as routing overhead.
'e fitness regarding overhead is signified by fohead.

6. Optimized ANFIS for Data Routing via SA-
JSO Model

6.1. ANFIS Model. In this work, ANFIS is deployed for
optimal route selection for routing the medical data. It
usually contains five layers that are described as follows.

At the initial (fuzzy) layer, the membership degrees of all
linguistic variables are computed. For instance, if only 2
membership functions (MF) are there for every input X and
Y, the output of fuzzy layer is attained as in equations (15)
and (16), wherein μGi and μFi correspondingly signify
membership function of X and Y.

U
1
i � μGi(X), i � 1, 2 . . . n. (14)

U
1
i � μFi(Y), i � 1, 2 . . . n. (15)

Second layer: Here, the “AND part in the if-then rules” is
employed in the fuzzy system. “If-then fuzzy rules in ANFIS”
are described below, wherein n signifies rule count, and pi,
qi, and rai signify constraints, which are illustrated
throughout the training phase.

“Rule I: If X is Gi and Y is Fi, then
ui � piX + qiY + rai, i � 1, 2, . . . , n.”

'e output of the second layer is attained as shown in
equation (16).

U
2
i � wi � μGi(X) × μFi(Y), i � 1, 2, . . . , n. (16)

'ird layer: At this layer (normalized layer), the weights
computed at the prior layer are normalized by equation
(17).
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U
3
i � wi �

wi


n
i�1 wi

, i � 1, 2...n. (17)

Fourth layer: 'e system output is affected by every
node by multiplying its standard weight in “fuzzy if-
then rules” as shown in equation (18).

U
4
i � wiui � wi piX + qiY + rai( , i � 1, 2, . . . , n.

(18)

Fifth layer: At last, at the 5th layer, every input signal to
the layer is combined and this is said to be the output of
the system as shown in equation (19).

U
5
i � 

n

i�1
wiui, i � 1, 2, . . . , n. (19)

In this work, the membership function denoted by μ is
fine-tuned using the SA-JSO model.

6.2. Proposed SA-JSO Model. In this work, the membership
functions denoted by (μ) are optimally chosen via the SA-
JSO scheme. Figure 4 shows the representation for mem-
bership functions of ANFIS that are given as input for
optimization, wherein wn represents the entire count of
membership functions.

Even though the conventional JSO [20] model contains a
variety of enhancements, it suffers from specific limitations.
Hence, certain modifications are needed and a new algo-
rithm is developed. Generally, self-improvement is estab-
lished to be capable in conventional optimization schemes.
'e steps followed in the proposed SA-JSO are as follows.

'e JSO encompasses 3 rules: “(1) jellyfish either follow
the ocean current or move inside the jellyfish swarm, and a
mechanism called “time control” governs the switching
between these types of motions. (2) Jellyfish move in the
ocean to search for food. 'ey are more attracted to posi-
tions where the quantity of available food is greater. (3) 'e
quantity of food found is determined by the location and the
objective function.”

Ocean current: It includes numerous nutrients; as a
result, the jellyfish are fascinated by it. 'e orientation of
ocean current (Trend

������→
) is modeled as shown in equation

(20), wherein L∗ refers to the location of the present best
jellyfish in a swarm; μ refers to the average value of every
jellyfish location.

(Trend
������→

) � L
∗

− 3 × ra(0, 1) × μ. (20)

'us, the updated location of every jellyfish is specified
as in equation (21), wherein Li(it) refers to the location of ith

jellyfish at the time it.

Li(it + 1) � Li(it) + ra(0, 1) × Trend
������→

. (21)

Jellyfish swarm: A larger group of jellyfish is known as a
swarm, wherein the jellyfish travel about their own positions
(passive movement, type P) or a new position (active
movement, type S). While the swarm was produced, the

majority of jellyfish reveal P type of motion. Based upon
time, they gradually show type S movement. Type P is the
movement of jellyfish around their own locations. Con-
ventionally, the updated locality of every jellyfish is com-
puted based upon its position; however, as per the developed
SA-JSO model, the location is updated based upon pseu-
dorandom scalar integer (rai([1, 2])) as shown in equation
(22). In equation (23), Lbest(it) refers to the location of
jellyfish and rai([1, 2]) allows exploring the whole neigh-
borhood of the best jellyfish, it lies among 1 and 2, and lb and
ub correspondingly refer to lower and upper bound of
searching space.

Li(it + 1) � Lbest(it) +(−1)
rai([1,2])

× ra(0, 1) ×(ub − lb).

(22)

In addition, the proposed SA-JSO model includes an
adaptive convergence strategy as modeled in equation (23).

Li(it + 1) � Lbest(it) + ran∗ L
→

rand 1(it) − L
→

rand 2(it) 

+(1 − rand)
∗

L
∗

− L
→

rand 3(it) .

(23)

In equation (23), rand 1, rand 2, and rand 3 refer to the
indices of 3 solutions randomly picked from the populations
and ran refers to control constraint that lies among 0 and 1.

Moreover, the time control mechanism is introduced for
regulating the movement of jellyfish that deploys threshold
constant cth and time control function c(it). Here, c(it) is
computed as in equation (24), where itmax signifies maximal
iteration. Algorithm 1 explains implemented SA-JSO model.

c(it) � 1 −
it

itmax
  ×(2 × ra(0, 1) − 1)




. (24)

7. Application

'e principal areas of IoT applications are healthcare, the
environment, smart cities, and commercial, industrial, and
infrastructural fields. IoT can be defined as generating daily
information from an object and transferring it to another
one. Consequently, enabling communication between ob-
jects makes the range of IoT applications extensive, variable,
and unlimited. Hence, the developed ANFIS + SA-JSO
model can be used to find the location of nodes in prior and
forward the data packets toward the destination. At the same
time, the developed method can also be used in different
applications with different cases as shown in Table 3.

In healthcare programs, objects collect information
about patients and send it to remote nursing stations using
communication networks, especially the internet. Analysis
of information in nursing stations can lead to timely
treatment for patients and can also prevent potential risks
for patients. Given that some patients may be in critical
condition, the rapid and reliable transfer of data to the
nursing station can avoid death. Patient data transfer from a
remote point to a clinic or hospital, integration of medical
devices, and the possibility of data exchange between them
improve medical experiments in providing care. It also
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promotes interaction between physicians about the effect of
the drug, management and controlling various connecting
devices, the possibility of medically transmitting IoT in-
formation by physicians, accurate diagnosis of other health
problems and control patterns (heart rate, temperature,
blood pressure, and blood sugar levels in the body and
gastrointestinal tract), the possibility of transmission, and
the information used by the physician to process and per-
form the appropriate medical activity.

8. Results and Discussion

8.1. Simulation Procedure. 'e suggested EER protocol in
the IoT healthcare data routing model was implemented in
MATLAB. 'e data that support the findings of this study
are openly available in the UCI repository at https://archive.
ics.uci.edu/ml/datasets/heart+disease [21] reference num-
ber. “'ere are 76 attributes in this database, but all pub-
lished studies only use a subset of 14 of them. 'e Cleveland
database, in particular, is the only one that has been used by
machine learning researchers yet. 'e ‘goal’ field indicates
whether or not the patient has cardiac disease. It has an
integer value ranging from 0 (no presence) to 4. Experiments
with the Cleveland database have concentrated on simply
attempting to distinguish presence (values 1, 2, 3, and 4)
from absence (value 0).” 'e analysis was performed for two
groups: group 1 (long-distance data transfer, i.e., end-to-
end) and group 2 (short-distance data transfer (40% of
distance), and the simulation parameters considered for the
developed scheme are shown in Table 4. Every evaluation is
performed by correspondingly setting the node counts at
100, 250, 750, and 1,000. Accordingly, an assessment of the
proposed scheme was performed over the existing models
such as ANFIS +MFO, [22] ANFIS + SLnO [23]ANFIS +DA

[24], ANFIS + JSO, and Fuzzy +HHO, [25] regarding
“convergence analysis, fitness, life span, PDR, residual en-
ergy, and statistical evaluation.”

'e IoT-WSN for routing the medical data is simulated
in an area of 100m× 100m, and the node speed is pre-
determined as 2m/sec. 'e network is modeled in form of a
“graph G(V, E), with N counts of nodes denoted as V �

v1, v2, . . . vn  and m counts of edges E � e1, e2, . . . .em .”
'e network is considered as a homogeneous one, wherein
every node carries equivalent sensing area and processing
power as well. During node deployment, every node is as-
sumed to include a similar energy level. When a node is
employed, they are regarded as static and then every node in
the communiqué range transmits a HELLO message to-
gether with the node ID. 'e symmetric form of
communiqué occurs amid the SNs while they are in the
communiqué range R. 'e communiqué may be asymmetric
or symmetric. For symmetric communiqué, the node v1
arrives v2, and v2 arrives v1 as well. If the distance between v1
and v2 is lesser than R, then they both directly converse with
one another. If distance between v1 and v2 is superior to R,
nevertheless, there are no ways for them to directly com-
mune. 'e only cause following the drain of the node is its
energy exhaustion.

8.2. Statistical Analysis. 'e statistical analysis of the
implemented ANFIS + SA-JSO model over other traditional
models for varied metrics is shown in Tables 5 and 6 for 2
groups. “As meta-heuristic schemes are stochastic in nature,
every algorithm is executed for the number of times to attain
the statistic of the objective function.” 'e adopted
ANFIS + SA-JSO model demonstrates the superior out-
comes when evaluated over conventional schemes such as

Start
For i � 1 do
Compute time control as shown in (23)
If c(it)≥ 0.5

Jellyfish follow ocean current
else: jellyfish moves inside swarm

If ra(0, 1)> (1 − c(it))
Jellyfish position is updated based on proposed P type motion as shown in (21)
Introduce adaptive convergence strategy as modeled in (22)

else
Jellyfish exposes S type motion

end if
end if

end for
end

ALGORITHM 1: Implemented SA-JSO model.

L1 2 3 wn

Figure 4: Solution encoding.
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ANFIS +MFO, ANFIS + SLnO, ANFIS +DA, Fuzzy +HHO,
and ANFIS + JSO models. From Table 5, the proposed
ANFIS + SA-JSO model under the median case scenario
attained superior values over certain distinguished schemes.
In certain scenarios, the conventional schemes have
exhibited better values; however, the cost function of the
developed model has accomplished optimal values, and
therefore, this variation can be considered negligible.
Likewise, better results have been obtained by the proposed
work for group 2 in specific scenarios. 'us, the improve-
ment of the proposed NIS + SA-JSO model over the other
conventional methods is proved.

8.3. Convergence Analysis. Figures 5 and 6 describe the
analysis of the adopted ANFIS + SA-JSO scheme over tra-
ditional schemes such as MFO, SLnO, DA, and JSO for
group 1 and group 2 scenarios. Here, analysis is performed
by fixing the node counts for 4 variations such as 100, 250,
750, and 1,000, respectively. 'e evaluation is performed by
adjusting the iterations from 0, 5, 10, 15, 20, 25, and 30 to 35,
respectively. 'e resultants attained for group 1 by fixing
node counts at 100, 250, 750, and 1,000 are shown in Fig-
ure 6. On observing the analysis outcomes, the proposed
ANFIS + SA-JSO model has attained minimal values for all
node counts when compared to the existing schemes. Ini-
tially, from iteration 0 to iteration 5, the cost values are found
to be higher for proposed and evaluated models; however, as
the iteration count increases, better outputs are attained.
'at is, from iteration 5 to 30, the cost values go on reducing
for proposed and compared models; nevertheless, the
adopted ANFIS + SA-JSO scheme exhibits least values when
compared to the existing ones for both group 1 and group 2.
Moreover, it can be noticed that subsequent to the proposed
approach, the JSO approach has attained better outcomes
than MFO, SLnO, and DA models for both group 1 and
group 2. Predominantly, the adopted scheme is converged
better for node count of 1,000 for group 1, i.e., the presented
approach has accomplished a least-cost value (almost 0.01)
since it is enhanced via the ANFIS + SA-JSO optimization
theory. 'us, the overall evaluation shows the enhancement
of the presented model with the optimization-assisted
ANFIS technique. 'e optimized membership function of
ANFIS has thus ensured better efficacy to attain optimal
geographic routing for routing the medical data depending
upon the defined multiobjectives.

8.4. Analysis of Network Life Span. 'e life span of the
network is said to be a major aspect of WSN that is directly
accountable for increasing the network’s endurance. 'e
lifetime extension of the network is the most important

confront of the WSN. 'e majority of the existing works
have established novel schemes to prevail over this confront;
however, they did not offer much satisfactory outputs.
'ereby, this work focused on achieving the best routing
network with lower energy utilization, and this is clear from
the obtained outcomes as exposed in Figure 7. In consid-
ering group 1, the network life span is highly amplified for all
variations in the node count. Particularly, at node variations
of 500 and 800, the suggestedmodel has attained a higher life
span of the network (around 3), whereas at node variations
of 100 and 1,000, the suggestedmodel has attained a network
life span with the value of 2 for group 1. At node count� 200,
the life span of the ANFIS + SA-JSO is much better than
ANFIS +MFO, ANFIS + SLnO, ANFIS +DA, and
ANFIS + JSO, respectively. 'erefore, the ANFIS + SA-JSO
model is definitely the first rate for EEG routing, since it has
achieved the chief goal of lifetime growth.

8.5. Analysis of Fitness. 'e resultants acquired regarding
fitness for group 1 and group 2 scenarios are revealed in
Figure 8. As per equation (1), the fitness (considering energy,
distance, delay, overhead, and trust (direct and indirect
direct and QoS factor)) of the developed model should be
minimal, thereby ensuring better data transmission. Here,
on noticing the resultants, the developed ANFIS + SA-JSO
has accomplished minimal fitness for all node variations for
both group1 and group 2 scenarios. On examining the re-
sultants from group 1, when the count of nodes� 100, the
ANFIS + SA-JSO has accomplished the optimal fitness value
around 0, whereas, at other node variations, the
ANFIS + SA-JSO model has accomplished relatively higher
values of 10, 10, and 10 in that order.

Likewise, on observing the resultants from group 2,
when the count of nodes� 100, the ANFIS + SA-JSO has
acquired the optimal fitness value around 0, while, at other
node variations, the ANFIS + SA-JSO model has acquired
comparatively higher values of 10, 10, and 15 in that order.
Also, for group 2, the developed model has achieved the least
value of 15 at node variation of 200, whereas the existing
models such as ANFIS + SLnO, ANFIS +DA, ANFIS + JSO,
and ANFIS +MFO, and Fuzzy +HHO have acquired rela-
tively higher values of 700, 700, 700, 100, and 50 in that

Table 4: Simulation parameters.

Channel type Wireless
Antenna Omni antenna
Dimension X 100m
Dimension Y 100m
Total simulation time 10 s
Number of nodes 50, 100, 150, 200

Table 3: IoT healthcare applications.

Focus area Applications Device

Disease management system IoT healthcare service
providers

Independent handheld devices and
smartphones

Synthesis method for e-health to ensure high
availability New structure for e-health In connection with the patient’s body
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Table 5: Statistical analysis for adopted model over existing models for group 1 scenario.

Measures ANFIS + SLnO ANFIS +DA ANFIS + JS ANFIS +MFO Fuzzy +HHO [38] ANFIS + SA-JSO
Median 11.028 44.033 11.028 5.2934 25.672 5.2934
Worst 1988.4 2295.5 440.46 1049.9 94.783 61.553
Best 546.34 728.29 146.71 286.01 53.193 36.609
Mean 92.949 286.78 67.669 44.414 46.159 39.795
Std 963.32 1058.5 198.59 509.61 29.792 23.517

Table 6: Statistical analysis for adopted model over existing models for group 2 scenario.

Measures ANFIS + SLnO ANFIS +DA ANFIS + JS ANFIS +MFO Fuzzy +HHO [38] ANFIS + SA-JSO
Worst 3.368 77.616 3.368 3.368 20.32 3.368
Best 1882.8 1887.3 1887.3 3578.1 96.458 102.58
Median 498.51 657.48 594.06 922.35 42.099 53.468
Mean 53.965 332.49 242.76 53.965 25.809 53.965
Std 923.5 828.85 871.87 1770.9 36.378 48.128
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Figure 5: Convergence analysis of developed approach over compared approaches regarding group 1 scenario by fixing counts of nodes as
(a) 100, (b) 250 (c) 750, and (d) 1,000.
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order. 'us, the improvement of the developed model re-
garding fitness was established from the results.

8.6. Residual Energy. 'e remaining energy left after
transmitting and receiving medical data is known as residual
energy. 'e network with high residual energy has the
maximum network life span, and as a result, the reliability
will be higher for data transmission. Figure 9 shows the
resultants acquired for group 1 and group 2 scenarios re-
garding residual energy. Here, analysis is performed for
varied node variations such as 100, 250, 750, and 1,000. For

both group 1 and group 2 scenarios, the residual energy is
found to be higher for all node variations. Moreover, the
Fuzzy +HHO has acquired the nearby values as that of the
developed ANFIS + SA-JSO scheme for both scenarios;
however, the developed approach has acquired much su-
perior values than the Fuzzy +HHO scheme, thus proving
the supremacy of the adopted optimization-assisted ANFIS
model. In particular, for the group 2 scenario, the developed
approach at node count of 200 has exhibited a higher value
of 98, which is better than the existing ones. Hence, from the
overall assessment, it is apparent that the ANFIS + SA-JSO
model had achieved the top residual energy.
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Figure 6: Convergence analysis of developed approach over compared approaches regarding group 2 scenario by fixing counts of nodes as
(a) 100, (b) 250 (c) 750, and (d) 1,000.
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Figure 8: Analysis of PDR for developed approach over compared approaches regarding (a) group 1 and (b) group 2.
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Figure 7: Analysis of the life span of developed approach over compared approaches regarding (a) group 1 and (b) group 2.
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9. Conclusions

A novel medical data routing protocol was developed in this
research work depending upon the defined multiobjective
functions. 'roughout the routing, the most optimal routes
were chosen by optimized ANFIS, in which the membership
functions were optimized. 'e optimal route selection
considered energy, distance, delay, overhead, QoS, and trust.
Here, the ANFIS + SA-JSO model was deployed for opti-
mization. On observing the analysis outcomes, the proposed
ANFIS + SA-JSO model has attained minimal values for all
node counts when compared to the existing schemes. Ini-
tially, from iteration 0 to iteration 5, the cost values were
found to be higher for proposed and evaluated models;
however, as the iteration count increased, better outputs
were attained. 'at is, from iteration 5 to 30, the cost values
go on reducing for proposed and compared models; nev-
ertheless, the adopted ANFIS + SA-JSO scheme exhibited
least values when compared to the existing ones for both
group 1 and group 2. Also, for both group 1 and group 2
scenarios, the residual energy was found to be higher for all
node variations. Moreover, the Fuzzy +HHO has acquired
the nearby values as that of the developed ANFIS + SA-JSO
scheme for both scenarios; however, the developed approach
has acquired much superior values than the Fuzzy +HHO
scheme, thus proving the supremacy of the adopted opti-
mization-assisted ANFIS model. As a result, the adopted
routing model for medical data transmission was recom-
mended as a suitable one. In the future, this work may take
into account the time parameter, and it would also be
fascinating to apply our strategy to networks with hetero-
geneous propagation properties.
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With the advancement of scientific collaboration in the 20th century, researchers started collaborating in many research areas.
Researchers and scientists no longer remain solitary individuals; instead, they collaborate to advance fundamental understandings
of research topics. Various bibliometric methods are used to quantify the scientific collaboration among researchers and scientific
communities. Among these different bibliometric methods, the co-authorship method is one of the most verifiable methods to
quantify or analyze scientific collaboration. In this research, the initial study has been conducted to analyze interdisciplinary
research (IDR) activities in the computer science domain. (e ACM has classified the computer science fields. We selected the
Journal of Universal Computer Science (J.UCS) for experimentation purposes. (e J.UCS is the first Journal of Computer Science
that addresses a complete ACM topic. Using J.UCS data, the co-authorship network of the researcher up to the 2nd level was
developed. (en the co-authorship network was analyzed to find interdisciplinary among scientific communities. Additionally,
the results are also visualized to comprehend the interdisciplinary among the ACM categories. A whole working web-based system
has been developed, and a forced directed graph technique has been implemented to understand IDR trends in ACM categories.
Finally, the IDR values between the categories are computed to quantify the collaboration trends among the ACM categories. It
was found that “Artificial Intelligence” and “Information Storage and Retrieval”, “Natural Language Processing and Information
Storage and Retrieval”, and “Human-Computer Interface” and “Database Applications” were found themost overlapping areas by
acquiring an IDR score of 0.879, 0.711, and 0.663, respectively.

1. Introduction

(e pattern of scientific collaboration has been increasing
since the end of the 20th century [1]. Scientists are working in
collaboration to address various problems, such as social,
political, economic, and technological issues. (e collabo-
ration among researchers builds up a communication net-
work where they share thoughts assets and convey new
learning [2]. (is scientific collaboration aids in the im-
provement of research findings and the expansion of re-
search quality and variety on a particular subject [3]. On the

other side, an interdisciplinary collaboration includes in-
corporating knowledge from multiple disciplines. Partici-
pants usually originate from diverse fields and collaborate on
knowledge gained from the corresponding domains to create
new knowledge. Different research support programs and
science policies are increasingly paying attention toward
interdisciplinary research collaboration [4].

(ere has been abundance of literature that addresses
interdisciplinary and associated concepts. Many researchers
believe interdisciplinary research positively affects infor-
mation creation and creativity [5, 6]. Interdisciplinary is now
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fueled by several funding instruments at the national [7],
international [8], and university levels.(ese projects seek to
enable independent researchers to collaborate to foster
interdisciplinarity. Interdisciplinary research (IDR) has
evolved into a wide range of brushes to demonstrate a wide
range of research strategies and practices [2]. Research
policies and support programs are increasingly focused on
IDR, claiming that more and more research initiatives are
interdisciplinary [9]. Borut et al. [10] have quantified
interdisciplinarity collaboration among the country’s re-
searchers. (ey have used the co-authorship of researchers
to quantify interdisciplinarity in research communities [10].
(e co-author network is their collaboration with other
researchers through their publications. Co-authors network
is already used in many applications such as conflict of
interest [11], knowledge diffusion [12], creating a social
network of the researcher [13], and finding experts [14].
Karlovcec et al. used a graph of project collaboration and co-
authorship to investigate interdisciplinarity in scientific
fields and their evolution [15]. One of the essential appli-
cations of co-author networks is collaborator finding. Hence,
a co-author network is an important measure used in many
applications, and it is easy to compute a co-author network.

In this research, we developed, built, and deployed a co-
authorship network-based solution to investigate the IDR
trend in the computer science field. We developed a system
to prepare and handle the J.UCS dataset, which contains
over 1200 research publications published by over 2500
authors in a range of ACM categories. To study the
expanding IDR patterns, we created 1st and 2nd level co-
authorship networks. (ese trials assisted us in answering
questions such as what are the most common categories of
1st-level co-authorship networks where IDR activities are
carried out on a regular basis, and what are the most
common categories of 2nd level co-authorship networks in
which IDR activities are regularly performed? (ese results
are discussed in detail in the Result section.

2. Related Work

Bibliometric techniques permit researchers to put together
their findings concerning collected bibliographic data
created by researchers working in the area and express their
findings through writing, citations, and collaboration.
When this information is compiled and examined, bits of
knowledge into the social networks, it is possible to advance
the ‘‘field’s structure and topical concerns.” Bibliometric
techniques including bibliographic coupling cocitation
analysis create underlying pictures of scientific fields using
bibliographic data from publication databases. (ey add
objectivity to the evaluation of scientific literature and can
be used to differentiate between implicit research networks.
For example, there are “invisible colleges” under the surface
that are not formally related but having same research
interests as each other. (ese organizations have similar
scientific priorities and keep in touch through seminars,
staff correspondence, and private summer schools. (e
“authors” judgments on the subject matter, methods, and
the importance of other “authors” work are reflected in the

images cited from the study fields, which have been added
over time [16].

(ese bibliographic methods have two main appli-
cations: results estimation and scientific visualization
[17]. Performance analysis aims to evaluate the effec-
tiveness of individual and organizational research and
publication efforts. On the other hand, scientific visual-
ization seeks to explain the nature and complexities of
scientific areas. If the researcher’s goal is to review a
particular line of study, this insight on structure and
growth may be helpful. (e Bibliography method adds
methodological rigor to the subjective assessment of the
literature. In the review paper, they can include proof of
logically derived categories.

We briefly describe the five most popular bibliographic
methods in the section below. Citation analysis and coci-
tation analysis are the first two approaches or processes that
use citation data to create measurements of effect and re-
lations. Co-authorship data are used to assess collaboration
in co-authorship research. On the other hand, the co-word
study looks for links between ideas and theories that appear
in document titles, keywords, or abstracts. Table 1 sum-
marizes bibliometric methods, along with their strengths
and weaknesses.

2.1. Bibliometric Methods

2.1.1. Citations. (e top N list of the most cited research,
author, or journal in the field of interest is typically pro-
vided by most bibliographic studies in citation analysis of
research fields. Citations are used to determine the degree
of impact. It is considered significant if an article is most
often cited. (e author references a paper relevant to his
work, so this suggestion is based on that assumption.
Citation review may provide information about the relative
importance of publications, but it cannot understand re-
searchers’ networks [18].

2.1.2. Cocitation. Another bibliometric method, cocitation,
measures how many papers are cited simultaneously in the
same article. (is indicator reflects the influence and impact
of thematic networks and authors. However, in the final
analysis, the methods of cocitation represent the responses
and reactions of the scientific community to the research
results. (e cocitation clusters provide a complementary
description of similar and related research topics and related
studies measured by citations. It may also be possible to map
and identify the researcher’s community within a specific
network. Such clusters also show how fields and subfields
evolve [3].

2.1.3. Coanalysis. Co-word is a content analysis technique
that builds relationships and makes the conceptual structure
of the domain by using words in documents. (e underlying
idea behind this method is that the frequent cooccurrence of
words in a document indicates a close relationship among
the concepts behind words.

2 Complexity



Other methods indirectly connect the documents
through coauthorships or citations, while in the case of co-
word analysis, it constructs similarity measures by using the
actual content of the papers. (e network of themes and
their relationships, which reflect the field’s conceptual space,
is the product of a co-word analysis. Co-word analysis may
apply to entire documents, abstracts, keywords, and paper
titles. However, the accuracy of the co-word analysis results
depends onmultiple aspects, such as the quality of keywords,
the complexity of the statistical methods used for analysis,
and the scope of the database used [3].

(ere are two possible reasons for the concern when
using just the keywords for a co-word analysis. (e first
explanation is that often the journal’s bibliographic data do
not contain keywords. (e second is that depending solely
on keywords undergoes an indexer effect.(e chart’s validity
depends on whether the indexer collects all the specific facets
of the text.(e alternative to this issue is to use entire texts or
abstracts, but this indicates noise in the data as algorithms
have difficulty separating the importance of terms in vast
corpora of text [18].

2.1.4. Bibliographic Coupling. Bibliographic coupling is ig-
nored, and the process is years older than cocitation [18].
Bibliographic coupling tests the compatibility between the
two texts by using mutual references. Furthermore, if bib-
liographies overlapped in the two papers, the greater their
relationship would be. Between the two articles, the number

of references remained static over time, as the number of
references stayed unchanged throughout the paper. How-
ever, cocitation-based affinity grows with citation trends.
When citation ways shift, bibliographical coupling works
well within a short timeframe [19]. (e distinction between
bibliographic coupling and cocitation is that a bibliographic
coupling relation is formed by the paper’s authors also in
focus. In contrast, a cocitation connection is established by
the scholar citing the works under consideration.

When two documents are heavily cocited, it suggests that
each paper is highly cited independently [20]. (is dem-
onstrates that documentation chosen based on cocitation
thresholds is more valuable from the researcher’s perspective
when quoting them. However, since bibliographic coupling
cannot be used in this manner, identifying essential docu-
ments within many documents is a difficult challenge when
doing bibliographic coupling. Otherwise, the bibliographic
coupling is beneficial for scientific mapping boundaries and
new areas lacking citation evidence or smaller subfields
where cocitation analysis cannot generate accurate relations
[21, 22]. In Figure 1, the distinction between bibliographic
coupling and cocitation analysis is visually depicted.

2.1.5. Co-Authorship. (e co-authorship measures scientific
interaction and relationships amongst networks, teams,
institutions, and countries. (e joint publication results
from a collaboration between organizations and represen-
tatives from different countries participating in a research

Table 1: Summary of bibliometric methods.

# Methods Description Units of
analysis Strengths Limitations

1 Citation
Citation rates evaluate the
impact of documents,
authors, or journals

Author
document
journal

Important work in the field can
quickly be found

Since newer articles have little time to
be referenced, citation count as a

metric of impact is weighted against
older publications

2 Cocitation

Connect journals,
documents, and authors,
based on joint presence in

the reference list

Author
document
journal

(e most widely used and
validated bibliometric tool for
linking authors, articles, and
journals is cocitation. It is

considered reliable. It filters the
most important works.

Since it is conducted on cited papers,
cocitation is not ideal for mapping
research fronts. Since citations take
time to accumulate, new publications
can only be linked by knowledge base
clusters. Since multiple citations are
needed to map an article, it is not
possible to map articles that are rarely

cited.

3 Co-word

It connects keywords if
they seem in a similar

title, abstract, or keyword
list

Word

It analyses documents based on
their content. Many other

methods, on the other hand,
depend on metadata.

It’s possible that the word will appear
in multiple contexts and take on

different meanings

4 Bibliographic-
coupling

Connects the journals,
documents, and authors
based on a number of
mutual references

Author
document
journal

.It does not need a citation to
accrue. It could be used for newer
publications that are not cited yet.

Can use only for a short timeframe
(for the interval of five years). (e
most critical works are not even
mentioned. Even it has trouble
determining whether or not the
mapped publications are relevant.

5 Co-author

When two or more
authors collaborate on a
document, it connects

both

Author
It produces the social structure of

fields and can provide an
indication of collaboration

Author name disambiguation issues
arise in the co-authorship network
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program. Such research establishes relationships between
teams (scientists, laboratories, institutes, and countries) to
produce a scientific article. Co-authorship can identify,
measure, and display the number of links established by
individual contributors. (us, co-authorship can be used to
indicate these relationships. Following this principle, you
can construct a matrix where each cell shows the number of
cosignatures between the author (or authors) displayed in
the rows and the author (or authors) indicated in the col-
umn. (is indicator can identify key research partners and
describe scientific networks descriptions [3]. Coauthorship
is a credible metaphor for scientific collaboration among the
various bibliometric methods discussed above. (e coau-
thorship network has many uses, and scholars have used it in
their research studies. Macro and micro features of massive
co-authorship networks using SNA techniques are investi-
gated in [23]. (e dynamics and evolution of co-authorship
networks were studied in [4], which followed up on
“Newman’s 2001 work.” Since then, co-authorship networks
have been widely researched in various ways in both the
natural and social sciences [24].

Taskn et al. [25] analyzed co-authored astrobiology
papers and also analyzed journal references. By studying
topological configurations of co-authorship networks,
Pavlov et al. [14] discovered essential functional knowledge
characteristics of the characteristics of scientific collabora-
tion. A systematic model of cumulative benefit in terms of
preferential attachment as the guiding force of co-author-
ship was investigated by Barabasi and Albert [26]. (ey
noticed a common property across several large networks:
the scale-free power-law distribution is followed by the node
degrees of each network. (e effects of scale-free distribu-
tions have been extensively used to explain scientific co-
authorship networks.

Morel et al. [27] used a graph of project collaboration
and coauthorship to investigate interdisciplinary scientific
fields and their evolution. Porter [28] stared into the impact
of collaborative research in the academic finance literature
and discovered that it could result in high-impact articles
even though it was found that interdisciplinary collabora-
tions have a higher potential for fostering research out-
comes. When two authors collaborate on a study, this is
known as co-authorship. It is one of the most visible and
well-documented forms of scientific collaboration. By

analyzing co-authorship networks using bibliometric
methods, almost every aspect of scientific collaboration
networks can be reliably tracked. (ese networks of col-
laborations (co-authorship) reveal research teams, as well as
factors that influence the impact or output of collaborations.
According to our research requirements, we have found co-
authorship network methodology to be the best and most
reliable method to implement in our research methodology.

Co-authorship is among the most effective methods of
scientific collaboration among the various bibliographic
methods mentioned above. (e co-author has many ap-
plications, and many researchers have used them in their
research studies. Porter et al. [28] investigated large co-
author networks’ macro and micro characteristics using
SNA methods. Co-author networks have since been ex-
tensively studied in various ways in both the natural and
social sciences. Taskn et al. [29] reviewed journal references
and co-authored publications in the field of astrobiology. By
studying the topological configurations of the coauthor
network, Huang et al. [30] discovered essential practical
knowledge features of the research collaboration method. In
co-authorship, Abramo et al. [31] established small-world
systems. (e accepted model of cumulative benefits in terms
of preferential attachment as a guiding force for co-au-
thorship was studied by Hennemann et al. [24]. (ey dis-
covered a common property of large networks and each
node degree followed a scalable power less distribution.
Scientific co-author networks have been analyzed thor-
oughly using the results of scale-less distributions. Qin et al.
[32] investigated interdisciplinary research fields and their
growth using the project partnership and co-authorship
graph. Figg et al. [33] studied the effects of collaborative
research in academic finance and discovered that collabo-
ration results in high-impact articles.

On the other hand, interdisciplinary collaboration has
been shown to have the ability to increase research out-
comes. According to the study, when two authors work on
research, they are known as co-authors, having the most
concrete and well-documented form of research coopera-
tion. By analyzing co-“authors” networks using bibliometric
techniques, almost any component of scientific
collaboration networks can be accurately examined. (ese
collaboration networks (co-authorship) show the impact of
co-authorship, research teams, and collaboration output.

Citing documents (research front)

Cited documents (knowledge base)

a ab

A
A B

bibliographic-coupling

co-citation

Figure 1: Bibliographic coupling and co-citation analysis.
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According to our research requirements, we have concluded
that the co-authorship network methodology is the best
suited and most reliable method for implementing our re-
search methodology. A co-authorship network could have
various levels, as explained in the previous chapter. In our
research, we have used a co-authorship network up to the
second level described in the next section.

2.2. Levels of Co-Authorship Network. Co-authorship is
viewed as a valid indicator for scientific collaboration in
research publications. Since the 1960s, using co-authorship
to assess research collaboration has been a hot topic. Re-
search collaboration may accumulate numerous assistances
for researchers to give scientific credibility from bringing
different talents together [8]. One of the most concrete and
well-known methods of scientific collaboration is co-au-
thorship. Almost any component of research collaboration
networks can be accurately traced by studying co-authorship
networks. Co-authorship is a form of collaboration where
two or more authors publish a paper, and these authors are
connected to form a co-authorship network [9].

(ousands of authors can be linked together in co-au-
thorship networks, with the best example being the “Paul
Erdos” network, which has over 500 co-authors. An author
who has published with Erdos has an Erdos number of 1.
(ose who have published with Erdos as a co-author have an
Erdos number of 2, and so on in the “Paul Erdos” network
[19]. However, this reveals that in a co-authorship network,
there are many levels of co-authors.

2.2.1. First Level Co-Author. As previously mentioned, there
are various levels of co-authors in a co-authorship network.
Consider the following scenario: author X has co-authored a
research paper with another author, Y, and Y is the first level
co-author of X. (e concept of a first-level co-author is
clearly explained in Figure 2.

2.2.2. Second Level Co-Author. In the second level co-au-
thor, we can consider a scenario in which author X has
published a research paper with another author Y. As
explained above, author Y is at the 1st-level. However, if
author Y has published a research paper with another au-
thor, Z, then author Z will be the 2nd level co-author of X.
Figure 3 clarifies the current second-level co-author
scenario.

Due to the advantages and availability of bibliometric
data, co-authorship measures interdisciplinary, as co-au-
thorship is commonly used as a metaphor for collaboration
in science.

3. Proposed Methodology

(e suggested approach is discussed in this section. Figure 4
illustrates the architecture of the current methodology. It
consists of several steps, such as dataset selection of research
articles, extraction of research publications, and formation
of co-authorship networks that will be analyzed to quantify
interdisciplinary scientific communities. However, the sec-
tion is divided into subsections in detail for further
clarification.

3.1. ACM Classification. (e Association for Computing
Machinery (ACM) is the world’s largest computing society,
putting together experts, scholars, and educators to ex-
change expertise, promote debate, and solve the field’s
challenges. ACM has over 100,000 participants all over the
world. ACM provides opportunities for career development
and professional networking to support the professional
growth of its members. (e ACM classification scheme is
polyhierarchical, containing the list of topics available from
topic A to topic M. (e topics from A to K are ACM’s
classification and its subclassification, while other two topics
were added to reveal the growth of the computer science
discipline. (e complete list of topics is given in Table 2.

Author ‘‘X’’ Author ‘‘Y’’

Figure 2: (e link of an author X with 1st-level co-author Y.

Author ‘‘X’’ Author ‘‘Y’’ Author ‘‘Z’’

Figure 3: (e link of an author X with 2nd level co-author Z.

Complexity 5



3.2. Comprehensive Dataset Selection. (e dataset collection
criteria for our proposed approach are as follows: (1) we
required a large enough dataset to complete our research.
(e chosen dataset should cover a broad range of topics; (2)
the second primary criterion for our dataset was that it
should enable us to access the metadata of numerous au-
thors’ research articles and information about the authors’
publication records and co-authors’ information.We choose
the dataset from the (J.UCS) journal of Universal Computer
Science to satisfy these criteria. J.UCS is the first Journal of
Computer Science that addresses various topics, where
authors from different backgrounds and domains publish
their research.

So, the J.UCS dataset will help us comprehensively ex-
plore our proposed research.(e dataset of J.UCS is denoted
at the top of Figure 4.

3.3. Extraction of Metadata. Metadata of research papers is
another source that the researchers use. Metadata is defined
as data about the data. In the research articles context, the
metadata could be the author, keywords, paper title, and
ACM topics (if any). We believe that metadata could be
divided into two categories: the traditional metadata, in-
cluding the data about research articles. (e second type of
metadata is acquired from bookmarking and social tagging.
(e user could annotate the data using online services like
CiteULike, which contains research articles, references, and
bookmarks.

Metadata techniques have some limitations because they
are usually dataset-dependent and cannot be generalized; for
example, metadata of one type in a dataset may not exist in
another dataset. Generally, the title of a paper, author, and
publication information are available in each dataset. But,
sometimes, this information is too little to compute the
relatedness between the research articles. Occasionally, the
free availability of metadata is not possible. In this type of
situation, the metadata is automatically extracted.

Our database contains various tables, like papers and
categories shown in Figure 5. Each paper in the relationship
can have more than one category; therefore, we have added a
third relation called “papers categories” as a join table. (ese
tables contain metadata about papers, authors, categories,
and subcategories. Our first step consists of extracting the
metadata of papers, authors, categories, and subcategories
using a crawler. (e crawler, developed in PHP, crawls the
pages of JUCS through a service. It looks for a specified
structure of the content of the web page, containing the
paper metadata and pdf contents. We directly store the
media contents to their relevant tables in the database,
whereas the pdf files are further converted to XML as it is
nearly impossible to read the sections of a pdf document,
explained in the next section.

3.3.1. Extraction of Authors. (e author information was
extracted from XML formats of the paper containing the
author’s name and first- and second-level author’s
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Figure 4: Publication information aggregation framework.

Table 2: (irteen Categories following ACM classification (https://www.jucs.org/jucs_info/acm_categories).

Topic A-General Literature Topic H-Information System
Topic B-hardware Topic I-computing methodology
Topic C-computer system organization Topic J-computer applications
Topic D-software Topic K-computer milieux
Topic E-data theory Topic L-science and technology of learning
Topic F-theory of computation Topic M-knowledge management
Topic G-mathematics of computer
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information. We have converted the pdf format of papers to
XML because it is nearly impossible to extract the author’s
information from pdf files. A separate author’s table has
been formed in our database. (e table contains the author’s
id, author’s name, and his co-author’s information.

3.3.2. Extraction of Papers. (e information regarding pa-
pers has been extracted from XML files and stored in or-
ganized form in a separate table.(e paper table contains the
paper’s id, title, keyword, and the abstract. Paper infor-
mation is also metadata that must be extracted as part of the
researcher’s publication record. Figure 6 has highlighted the
papers table containing the papers’ information.

3.3.3. Extraction of Papers Categories. (e metadata in our
database also contain the categorized information. (irteen
categories have 420 subcategories in the database following
the ACM classification scheme. We created a category table
that includes information about the list of categories in our
database. We also created a paper-category table that in-
dicates the specific category of paper in which the article
resides. (e category information of a paper is extracted
from the paper-categories table. How our database has
metadata containing the complete information of papers,
authors, articles, and categories is summarized. (is

metadata helps us in building co-authorship networks of
different categories.

3.4. Building Co-Authorship Network. (e co-authorship
network explains how authors have been associated with
each other from various fields of research based on their
published articles.(e network is considered one of themost
credible and concrete methods for describing the author’s
collaborations [8]. A co-authorship network can extract any
research component by studying the links among various
network nodes [9]. (e Paul Erdos network is one of the
examples, with over 500 co-author nodes in the network
[19]. (e network shows all the authors who have worked
directly or indirectly with the Hungarian mathematician
Paul Erdos, who wrote many research articles in mathe-
matics. (e network is based on Erdos number, which
describes the collaboration with Paul Erdos. If an author has
published an article with Erdos as a co-author, the assigned
Erdos number is 1. Authors who have an association with
the co-authors of Erdos are assigned Erdos number 2, and so
on. (e authors with more publications with the same Erdos
number are given preference while fetching the n number of
collaborations. (is illustrates that in a co-authorship net-
work, there are several levels of co-authors. As explained in
the literature review section, we have constructed a co-au-
thorship network up to the 2nd level.

Papers

PK ID

Title

Keywords

Paper_Categories

PK,FK1 PaperID

PK,FK2 CategoryId

Categories

PK ID

Description

FirstLevel

SecondLevel

ThirdLevel

Names

Figure 5: Pictorial presentation of a list of three tables.
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Figure 6: A screencast of force-directed graph.
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3.5. System Development. System development was our
main focus for the completion of our methodology and for
achieving our research goal. We had to construct co-au-
thorship networks of authors belonging to different cate-
gories and then analyze the interdisciplinary nature of each
category with other categories. To accomplish our goal, we
have used the tool Visual studio 2019. Visual studio is an
open-source IDE used to develop web apps, mobile apps,
and computer programs.We used the ASP.net language, and
the framework used in development wasMVC.We have also
created a database, and the formation of the database is done
using MySQL.

Using the J.UCS dataset, we have constructed co-au-
thorship networks of researchers belonging to any category up
to the 2nd level. Two categories are considered to be connected
by an edge if the researcher of one category has co-authored at
least one paper with another researcher of any other category.
However, the co-authorship networks amongst different
categories are set to form scientific communities.

In our database, thirteen different categories have a total
of 421 subcategories. (ese categories follow the ACM
classification. Each researcher registered in a database has
assigned a number from 1 to n, where n is equal to 421, the
last category of our dataset.

(e number assigned to any researcher indicates the
category to which an author belongs. Some of the top
categories are general literature, hardware, computer system
organization, software, data theory, (eory of Computation,
information system, computing methodology, computer
applications, computer milieux, Science and Technology of
Learning, and knowledge management.

To measure the interdisciplinary of each community C
formed among a group of categories, we use the ACM
classification scheme described above. (e n-component
vector IC has been allocated, with each component reflecting
the fraction of researchers in one of the “n” categories. (1)
defines the interdisciplinary amongst different categories in
scientific communities:

IRC(C) � β

���������

1 − 
n

i�1
Xi

2




. (1)

Here, the ith component of IC is MXiN 2̂ and β� [1− (1/
n)]− 0.5, which is the normalization constant that ensures
that 0≤ IDR(C)≤ 1. Rendering to equation (1) the IDR(C)�

0 if MXiN̂ 2�1 for any n components (in this case, all the other
components are 0). If the value of n is equal to 7, the MXiN 2̂ is
1/7, then the interdisciplinary IDR(C) is 1.

Researchers belonging to various groups are illustrated
in different colors in Figure 7. (ere are seven categories,
represented by Xi, where I� 1, 2, 3, . . ., and 7. Each category
is represented by different color denoted as n� 7 in Equation
1. In A, all the researchers belong to the same category or
work in the same research area X1. (e n-component vector
will be IC� (1, 0, 0, 0, 0, 0, 0), as well as the community’s
interdisciplinary, according to equation (1), is IDR(C)� 0.

In community B, the researchers belong to two different
research areasX1 andX5. So, the n-component vector will be
IC� (1/2, 0, 0, 0, 1/2, 0, 0), and the interdisciplinary of such a
community is, according to equation (1), is IDR(C)� 0.88. In
community C, all the researchers work in different research
areas from X1 to X7. So, the n-component vector will be
IC� (1/7, 1/7, 1/7, 1/7, 1/7, 1/7, 1/7), and such a community’s
interdisciplinary, according to equation (1), is IDR(C)� 1.

Similarly, we have analyzed the interdisciplinary of all
categories in our database with other categories up to the 2nd
level. We made a co-authorship network of each category up
to the 2nd level. For visualization purposes, we have used
some visualization libraries that show the co-authorship
network of the categories is visualized, as shown in Figure 8.

3.6. Visualization. (e visual presentation of co-authorship
networks of categories was also important; we used several
visual libraries. (ere are two different graphs of our vi-
sualization process and both show the categories’ related-
ness, but one of the graphs has more information about the
connection(s).

3.6.1. Force-Directed Graph. (e force-directed graph shows
the relatedness of categories and, compared to the category
graph, the force-directed graph shows a table that has two
columns and contains the information of linked categories
and the total number of connections of authors amongst
different categories. As shown in Figure 6, the force-directed
graph also presents the list of categories in our database.

3.6.2. Categories Graph. (e category graph, shown in
Figure 9, represents the categories’ network information,
showing the links amongst categories. (e category graph

A B C

Figure 7: Groups of researchers bellowing to various categories represented by colors.
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does not contain any information about the connection of
authors amongst categories.

4. Results

(is section contains the complete results and information
about many categories and subcategories, paper(s) per
subcategories. It also clarifies the results at different levels of
the co-authorship network amongst authors. (e strong
bond between any two categories depends upon how many
authors of one category are linked with the authors of an-
other category. We have further analyzed the interdisci-
plinary value of categories in a community.

Table 3 defines the information regarding the whole
scenario of our database. (e table provides information
about categories and subcategories. (e table also provides
the number of authors in a particular category and the
papers in each category.

(e Pie Chart in Figure 10 shows the number of cate-
gories starting from A toM, which are 13 and subcategories
that are 421 in number. (e different colors show the total
number of categories. At the same time, the subcategories
are represented in the form of a percentage.

4.1. Results of Co-Authorship Network at First Level. Our
dataset contains four hundred categories, including

subcategories. Twenty-one categories follow the ACM
classification scheme as explained in the previous section.
We have selected ten different subcategories to form a co-
authorship network at first level to analyze interdiscipli-
narily, as shown in Figure 11. (e subcategories include
arithmetic and logic structure, control structure perfor-
mance analysis and design aids, reliability, testing, fault
tolerance, design styles, design, network architecture design,
visual programming, management of computing and in-
formation systems, and storage management. (e combi-
nation of linking subcategories will create a mesh connecting

5

11
1

18

3

Figure 9: A screencast of category graph.

Table 3: List of categories, sub-categories, authors, and paper per
categories.

Categories
Number
of sub-

categories

Authors
per category

Papers
per category

General literature 5 168 80
Hardware 56 410 144
Computer system
organization 29 771 300

Software 48 2567 1018
Data theory 08 271 106
(eory of
computation 27 1539 809

Mathematics of
computer 24 423 211

Information
system 43 3370 1270

Computing
methodology 75 1706 626

Computer
applications 10 484 186

Computer milieux 43 1040 425
Science and
technology of
learning

42 103 33

Knowledge
management 11 73 26

Total: 421 12,925 5,234
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Figure 10: A pie chart of categories and subcategories.
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Figure 8: Co-authorship network of five different categories.
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each subcategory with every other subcategory; therefore, we
have selected only ten subcategories. (e pictorial presen-
tations of the force-directed graph and category graph have
been shown in Figures 12 and 13, respectively, describing the
co-authorship network formed at the first level amongst
these categories.

4.1.1. Force-Directed Graph Results. Fore directed graph is a
particular type of graph in which nodes have forces applied
to them. (e connected nodes pull towards one another

Figure 11: A screencast of selecting ten categories from the list of 421 subcategories to form a co-authorship network at the first level.

40
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11

16

20
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129

Figure 12: A screencast of force-directed graph.

16

129

40

Figure 13: A screencast of category graph.

Table 4: Connected categories represented in the directed graph at
the 1st-level co-authorship network.

Selected category: 40
Linked category Total connections
11, 18, 20, 40, 73, 101, 129, 271, 347 0
16, 129 1

40

73

18

347

271

11

16

20

101

129

Figure 14: A screencast of the force-directed graph.

Table 5: Connected categories represented in the directed graph at
2nd-level co-authorship network.

Selected category: 40
Linked category Total connections
11, 18, 20, 40, 73, 101, 271, 347 0
16 5
129 2
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while nodes that are not similar repel each other. As a result,
it will group nodes identical to each other based on the co-
authorship, in our case. Figure 12, based on Table 4, is a
force-directed graph showing the first level co-authorship
network amongst ten different subcategories, where sub-
category id 40 in the categories list has a connection and is
linked with subcategory id 139 and 16. (is means that only
these three sub-categories have co-authored papers among
the ten different subcategories. (e table shown below
represents the linked categories and total connections. (e
rest of the subcategories have not published a single paper
with each other.

(e column of total connections in the above table
represents the number of co-authored papers amongst
subcategories. (e subcategory id # 40 has co-authored a
paper only with subcategory id # 16 and subcategory id #
129. In contrast, the rest of the subcategories are uncon-
nected because none of the remaining subcategories have co-
authored a single paper with subcategory id # 40.

4.1.2. Category Graph Results. (e Category graph in Fig-
ure 13 shows only the connected subcategories, leaving the
other unconnected subcategories. (e connection between
these subcategories indicates that the authors from these
three subcategories have co-authored paper(s).

4.2. Result of Co-Authorship Network at Second Level.
(e same ten different subcategories from the list of
four hundred and twenty subcategories are selected to form

a co-authorship network at the 2nd level. (e results are
shown in Figure 11.

4.2.1. Force-Directed Graph Results. (e force-directed
graph in Figure 14 shows that category 40 is connected with
categories 129 and 16, but in the second level co-authorship
network, the total connection column in Table 5 shows that
the authors of these categories have publishedmore than one
paper with each other.

4.2.2. Category Graph Results. (e category graph only
shows the related categories. Figure 15 is a co-authorship
network up to the 2nd level that indicates a subcategory’s
connectivity with the other ten subcategories selected in the
network.

We have found and shown in Table 6 the top 10 most
collaborating subcategories among the group of all 421
subcategories in our database. (e ten subcategories shown
in the table have the highest number of connections with a
specific category that indicate their scientific collaboration,
as well as mark the most collaborating subcategories in a
scientific community. Furthermore, the interdisciplinary
values between the subcategories have been analyzed and
shown in Table 6.

When examining subcategory collaboration, it was
discovered that subcategories with the strongest associ-
ation or the most significant number of connections
had key term correlations, having the highest number of
correlations among the words of these categories. As an

16

129

40

Figure 15: A screencast of the category graph.

Table 6: List of categories, sub-categories, authors, and paper per categories.

S.No Categories from description Categories to description Connections Interdisciplinarity value
1 Artificial intelligence Information storage and retrieval 49 0.879
2 Natural language processing Information storage and retrieval 33 0.711
3 System Coding tools and techniques 30 0.679
4 Human-computer interface Database applications 29 0.663
5 Logic design Language constructs and technique 25 0.611
6 Robotics Software engineering 21 0.572
7 Programming languages and software Processor architectures 20 0.56
8 Computer-communication networks Object oriented programming 18 0.543
9 System and information theory Content analysis and indexing 16 0.521
10 Game-based learning Software architecture 15 0.513
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example, the subcategory Artificial Intelligence has a close
relationship with the subcategory information storage and
retrieval because Artificial Intelligence has the most
connections with information storage and retrieval rel-
ative to other subcategories in the co-authorship network.
(e same holds for all subcategories with the most links to
the specific subcategory. Figure 16 displays the number of
connections for each of the subcategories. It clearly shows
the number of times a category is used as the source and
destination.

Various methods in literature have performed the IDR
analysis, but our technique has used the co-authorship
network for performing IDR analysis in terms of authors’
relationships from multiple disciplines.

5. Conclusion

Scientific collaboration is a dire need of today’s research.
Interdisciplinary collaboration is very common, and re-
searchers from other disciplines collaborate to solve complex
issues whose solutions go beyond a particular category or
domain.

In this research, we designed, developed, and deployed a
co-authorship network-based solution to analyze the trend
of IDR in the computer science domain. We developed a
system that prepared and processed the J.UCS dataset in this
research. (e dataset was persisted in MySQL. (e dataset
comprised more than 1200 research articles published in
various ACM categories by authors of more than 2500. (is
dataset enables us to perform the experiments to answer the
following research questions: Are there any IDR activities
going on in various computer science fields? What are the
most common categories w.r.t 1st-level co-authorship net-
work where IDR activities are frequently conducted? and
What are the most common categories w.r.t 2nd level co-
authorship network where IDR activities are frequently
conducted? Finally, the directed graph visualization is
implemented to quickly understand the IDR activities in the
computer science domain.

(e growing trend of scientific collaboration has opened
new avenues of research. (is research may help us to
understand what special training is needed for new re-
searchers in any area. What are the different areas affecting
each other? So, this kind of information can help us to design
curricula for specific programs. Finally, this research may
help us make a wise decision for allocating resources. In this
research, we have used the J.UCS dataset related to the
computer science field. In the future, it would be interesting
to conduct a study that can analyze interdisciplinary phe-
nomena among different disciplines like physical sciences,
numerical sciences, and social sciences using a dataset
covering a wide area of scientific disciplines.

Data Availability

(e dataset was taken from the open-access journal (Journal
of Universal Computer Science) https://www.jucs.org/.
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When used in conjunction with the current floorplan and the optimization technique in circuit design engineering, this research
allows for the evaluation of design parameters that can be used to reduce congestion during integrated circuit fabrication. Testing
the multiple alternative consequences of IC design will be extremely beneficial in this situation, as will be demonstrated further
below. If the importance of placement and routing congestion concerns is underappreciated, the IC implementation may
experience significant nonlinear problems throughout the process as a result of the underappreciation of placement and routing
congestion concerns. *e use of standard optimization techniques in integrated circuit design is not the most effective strategy
when it comes to precisely estimating nonlinear aspects in the design of integrated circuits. To this end, advanced tools such as
Xilinx VIVADO and the ICC2 have been developed, in addition to the ICC1 and VIRTUOSO, to explore for computations and
recover the actual parameters that are required to design optimal placement and routing for well-organized and ordered physical
design. Furthermore, this work employs the perimeter degree technique (PDT) to measure routing congestion in both horizontal
and vertical directions for a silicon chip region and then applies the technique to lower the density of superfluous routing (DSR)
(PDT). Recently, a metaheuristic approach to computation has increased in favor, particularly in the last two decades. It is a classic
graph theory problem, and it is also a common topic in the field of optimization. However, it does not provide correct information
about where and how nodes should be put, despite its popularity. Consequently, in conjunction with the optimized floorplan data,
the optimized model created by the Improved Harmonic Search Optimization algorithm undergoes testing and investigation in
order to estimate the amount of congestion that occurs during the routing process in VLSI circuit design and to minimize the
amount of congestion that occurs.

1. Introduction

However, there are several limitations to Significant Level
Synthesis that must be taken into consideration. Significant
Level Synthesis is swiftly becoming the industry standard for
the VLSI approach. One of the challenges that needs to be
solved is congestion throughout the steering cycle of be-
spoke chips and FPGA-based designs. *e steering block is

not incorporated in the VLSI plan, despite the fact that it is
an openly stated idea elsewhere. Even though it has been a
concern in the past with normal HDL-based designs, it has
reached a level of severity that is unprecedented [1] in an
instance of Considerable-Level Synthesis. Because of this,
the most effective course of action is to anticipate the block
issue as early in the planning phase as is reasonably possible
before it occurs. *e implementation of a blocking method
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leaves the computerized switch with only a limited number
of routing alternatives in the event of a failure. SLS, while fast
becoming the industry standard for the VLSI strategy, has a
number of disadvantages that must be considered. Concerns
about congestion in steering cycles for bespoke chips and
FPGA-based designs, among other things, are being raised
by the industry. It is not typical in other designs to have a
steering block, but the VLSI architecture does not have one.
Previously, it had been a difficulty for classic HDL-based
designs, but with Considerable-Level Synthesis, the severity
of the problem has increased significantly [1]. Rather than
waiting until the last minute, it is preferable to plan for the
problem at a higher level rather than at the lowest one. As a
result of the stringent time limits imposed by blocked nets
and computerized switchbacks, the computerized switch is
left with few options for routing a blockage plan when
dealing with a blockage. Recently, it has been shown that
steering blocks can cause robotized steering measure spans
to get corrupted and diminish the yield of final results and
induce director cycle discontent in plans where there is a
significant amount of steering congestion. Despite the
availability of cutting-edge EDA instruments, they are un-
able to completely mitigate the negative impact on the shoot
caused by the expansion in the multidimensional nature of
computerized plans and the scaling of innovation that oc-
curs as a result of the presence of a directing block during the
production.

*e use of High-Level Synthesis (HLS) by architects and
equipment makers has gained in popularity in recent years,
particularly among the former. *e most advanced EDA
streams have likewise solidified HLS-based planning
methodologies, elevating them to the top of their respective
categories. High-level dialects such as C++, SystemC, and
OpenCL (Open Computing Language) are examples of high-
level dialects that can be recognized by a computerized cycle
and turned into an RTL plan, which may then be used in
electronic circuit design.*is method can then be completed
by the use of a field-programmable gate array (FPGA).
FPGAs have limited resources in terms of logic cells and
interconnects, which are used to design power supplies,
clocks, and signal nets, and these resources are consumed
quickly as the number of logic cells and interconnects
increases.

When asset utilization is significant or the plan is par-
ticularly sophisticated, an inblock is created in the plan usage
stream throughout the steering cycle, which must be re-
solved in order for the plan to be executed successfully.
When this steering block is activated, it allows the rails to be
skipped, and it is responsible for guiding the vehicle. On rare
occasions, the equipment may even become inoperable,
resulting in the failure of the overall plan and the disruption
of the utilization cycle as a result. *is will result in more
complex decision-making procedures and longer planning
cycles being implemented as a result of the current scenario.
Directed-block messages and reports contain just infor-
mation on the blocked cells and congestion windows, and
they do not contain any other information about the net-
work. In order to remedy the issue, the author must first
determine which piece of the substantial level code is causing

this steering block. Unfortunately, there is no easy-to-find
relationship that can guide him or her through this process.
However, despite the fact that these ambiguous netlabels
may be seen in RTL representations of the plan, there is no
clear connection between them and the sophisticated rules
that govern the formation of these nets.

For the most part, we are willing to work on creating a
link between the HLS code and the Computational Logic
Blocks located on the real-time chip area in order to ap-
proximate congestion for the streamline that shows the
means by using the recommended IHS method and the
ICCII tool, which is currently in the process of being de-
veloped. Because the Dataflow approach could only handle a
small number of macroblocks at a time, it was slower and
could not forecast congestion in both the horizontal and
vertical directions, as the Flyline method did. *e acronym
ICC stands for Integrated Circuit Compiler, and it is a
sophisticated VLSI CAD tool that generates simulation
results with corresponding input files and provides detailed
information about the density of congestion by various
methods, which is useful for optimum placement of mac-
roblocks and relatively short-length routing among the
blocks. *e optimal architecture of a benchmark circuit
developed from the IHSAlgorithm is used as a significant
input for the ICC tool in this research; in this study, the ICC
tool receives independent inputs from the number of
macroblocks and their corresponding pins made available in
the architecture. In the course of the scheduled stream, data
created by a large number of apparatuses is collected, and the
outcome is a correlation between the increased level of code
on the chip area and the number of windows that are
blocked. *e use of this simulated data allows us to predict
routing congestion among compute blocks and their pins,
which helps us to anticipate the area where we might be able
to obtain a higher density of routing channels on the chip
and reduce obstruction using various obstruction ap-
proaches. When processing blocks and the pins that connect
them are analyzed, it becomes possible to establish whether
there is routing congestion between them.

Wiring is used to produce the clock and signal nets,
which are then connected together to form a classic standard
cell layout. Each of them makes use of the same network
resources as the others. In a typical design, as the number of
cells increases, the rivalry for desired routing resources
becomes much fiercer. *is is due to the fact that the
electrical characteristics of metal wires do not scale well with
an increase in the number of cells. A rise in routing con-
gestion, as well as a decline in the overall quality of design
work performed, resulted as a result of these developments.
*e majority of traditional design techniques begin with the
synthesis of the power supply and clock networks before
moving on to the synthesis of the signal routing networks
and so on. Despite the fact that power supplies and clock
networks do not perform any logical operations, they are
crucial in supplying power and timing support to the cir-
cuitry that does. In the process of building the power supply
network, the design’s current requirements, the supply
voltage’s permissible noise limits, and the electromigration
constraints are all taken into consideration. It is the usage of
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an uneven grid that has been used in the design of this
network. In accordance with standard operating practice, all
routing resources are normally available before any devel-
opment of a power supply network can be completed,
let alone begin. Amore flexible routing scheme for clock nets
can be implemented after the power supply grid as a result of
the fact that the power supply grid consumes some of the
available routing resources. When it comes to synchroni-
zation, the clocks that are used to synchronize the sequential
elements of the design must meet stringent requirements for
signal integrity and skew, among other things, in order to
perform properly. In order to meet their higher latency and
skew requirements, high-end systems typically make use of
clocking technologies such as grids. When it comes to
mainstream designs, grids are often implemented as trees in
order to meet more stringent criteria. Clock wires are usually
protected or spaced apart to avoid the clock waveform from
being affected by signals on neighboring lines, which can
cause errors. Routing resources, on the other hand, are
required in order to achieve both shielding and spacing. *e
signal nets are the last to be routed after the power supply
and clock wires have been routed, and they can only make
use of the routing capabilities that have been left over after
the previous routing procedures. Congestion in the routing
protocols of these networks can cause severe performance
degradation. Apart from evaluating congestion, it is possible
to use the method provided in this research to analyze the
decrease in chip size and operation time for various design
types, in addition to evaluating congestion.

When inserting macroblocks, the IHS method is used to
maximize chip area and routing wire length by minimizing
the number of routing wires. It was decided to combine the
Particle Swarm Optimization Algorithm with the Harmony
Search Algorithm in order to produce the IHSAlgorithm.
*e IHS Algorithm is the outcome of combining Harmony
Search (HS) with Particle Swarm Optimization approaches
to get optimal performance. Combining the Harmony
Search (HS) algorithm with the Particle Swarm Optimiza-
tion (PSO) algorithm is accomplished through the use of a
forward-cascading technique. It was decided to merge HS
and PSO because their separate best results were so similar.
Even though PSO has a slower convergence rate than HS, it
is capable of producing answers that are nearly as good as
those given by the latter. *e Improved Harmony Search
(IHS) Algorithm is presented for use in VLSI Physical
Design Automation Floorplanning in order to obtain the
required performance while maintaining the required speed
and accuracy. In addition to causing death and injury, traffic
congestion has the potential to cause a wide range of other
catastrophes. As a result of this decision, the overall per-
formance of the design, for example, may be compromised
in some way. If the design is not followed to the letter, it is
possible that lower working conditions exist. In the sections
that follow, you will find in-depth examinations of each of
the themes listed.

Because wire delays are no longer straightforward in
modern process technologies, increased net delays on es-
sential channels may cause a design to fail to fulfill its
frequency goal as a result of increased net delays on

important paths. A sudden increase in latency time on a
network is frequently caused by unanticipated routing
congestion that was not anticipated beforehand. Congestion
is one of the many elements that can have an impact on net
delay in a variety of different ways. *e use of more robust
metal layers in network routing will almost likely result in an
increase in network latency as the number of metal layers
used grows. In order to avoid congested areas, it may be
necessary to introduce a detour into the network’s routing
system, which will be sent to the rest of the network. Because
of this detour, both the net and the driver will be significantly
delayed as a result of the delay.

Making a large number of vias in order to identify the
shortest way across (or complete thorough routing in) an
extremely densely populated area may result in a significant
increase in the total network delay as a result. Due to the fact
that the wire route is located in a region with a high pop-
ulation density, it may be more susceptible to interconnect
crosstalk, resulting in greater variations in net delay fluc-
tuations. A more sophisticated and effective simulation tool
was used throughout the course of this project in order to
evaluate and estimate the required parameters. Input files for
the ICC tool include the Optimized BMCArchitecture from
IHSAlgorithm, which is included in the ICC tool’s output
files. *e IHSAlgorithm creates an architecture that requires
the least amount of chip area and the shortest routing wire
length possible with 1500 iterations.

When routing long or time-critical nets, global routers
that are driven by timing will aim to route them on the lower
resistive levels, where the reduced wire delays can com-
pensate for the via stack penalty, rather than on the higher
resistive layers, as opposed to the higher resistive layers.
Lower layers with more damage resistance may be necessary
for some of the vital nets that are routed later on as a result of
the presence of other (perhaps crucial) nets that occupied
those desired layers in the previous configuration. *e
routing of crucial nets may be placed on lower layers of the
network design, whichmay result in time violations on paths
that pass through these nets being triggered by growing
delays on paths that pass through these nets. It is possible
that detours to avoid congested places will lead both the net
and its driver to be delayed, causing both of them to be late
for their appointments. In spite of the fact that the latency of
an unbuffered network increases in a quadratic fashion as
the network’s length increases, even when employing a
simple (lumped parasitic) delay model.

2. Review of Literature

In this study, the goal was to devise a strategy for increasing
the responsiveness of directors to location requests. As a
result of this technique’s situational and guiding coad-
vancements [2], it is possible to cope with diversity, con-
tamination, and imperfection in a methodical manner.
When identifying concerns connected to blocks, planners
can use the methodologies described in [3] to narrow their
search. Large-scale layout, as well as block dissection and
analysis, are all possible with this technique. According to
the paper, three areas were specially mentioned: the
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automated era of the information highway format, enhanced
coordination of planning, and force enhancements. It is
necessary to combine numerous upper layers in order to fit a
design.*ere is a graphical user interface for blend and effect
measurement with lithography awareness. *e implications
of merging group and arrangement requirements on suc-
cession pair portrayal are discussed in this work, which
results in a significant reduction in the arrangement space
and a significant boost in computing speed. Scientists were
investigating both time-saving and traditional methods of
allocating level shifter districts [4, 5] while working on the
project’s design stage. *ey fail to take into account the fact
that clock-network swapping contributes to more than 30%
of total strength, which is significant. Several approaches
have been taken to solve the issue of increasing the absolute
unique force in place for large-scale integrated circuit sys-
tems, and new methodologies and methods have been
established [5, 6]. An approach known as circular pressing
trees, which is a floorplan visualizing technique that may be
utilized to solve the full-scale problem, has also been dis-
cussed in detail. *is design strategy allows for the place-
ment of CLBs in turns or around chip restrictions,
depending on the requirements. Longer wires are produced
as a result of streamlining large-scale directions, and steering
congestion is reduced as a result of the reduction in steering
congestion. Using plan space analysis of low-power adders,
we were able to carry out a comparative study of physical
format and come up with some interesting results. *e
evaluation of the Location and Route Streams of Aware
Synthesis is carried out and the result is created. Considering
large-scale blended size arrangements, [7] examines an in-
triguing computation that is based on a heuristic in order to
arrive at a convincing conclusion. Four steps must be
completed in order for the procedure to be successful: as-
sembling the items into blocks, predicting where the blocks
will be placed on a floor, and increasing the wire length for
good transport. Streaming [8] is able to solve some of the
challenges that have been experienced by utilizing wire
length advancement in conjunction with large-scale blended
measured circuit design. *e focus of future research should
be on routability and full-scale augmentation of arrange-
ment for advanced circuit designs based on location, time,
force, and warm-determined augmentation of arrangement,
as well as full-scale augmentation of arrangement. In this
study, the ways of robotized floor arranging are investigated,
which is critical for the achievement of effective plan space
research in order to be successful. *ere are also some
proposals for increasing the usefulness of the present floor
planning tools [9], which are discussed in more detail below.
*e implementation of the numerous improvements that
can be made on broad plan areas can be facilitated through
the use of an integrated change framework [10]. Cloning and
altering the register situation and retiming the register are all
accomplished with entire concentration and dedication. *e
introduction of a new revolution power to deal with the
problem of full-scale direction in a conspicuous blended size
condition is necessary when dealing with the problem. A
cross potential model is also offered in order to develop the
turn opportunity when in a position [1]. Combination tactics

are presented in [11] for reducing wire delay for a sub-
stantially reconfigurable processor in the center of spot and
course instruments, as well as an updated synthesizer, in
order to reduce wire delay for a substantially reconfigurable
processor in the center of spot and course instruments, as
well as an updated synthesizer (HLS). In part because of the
wire delay [11], it has been possible to reduce the expanded
amalgamation time by a significant amount. In [12], a
module position instrument is created by coordinating the
computations of two key powers, which are, respectively, the
KK and the FR, resulting in a module position instrument.
*e cover between standard cells has been removed using an
adjustable and powerful blended size legitimization con-
spiracy, which we developed. Ultimately, a technique known
as sliding-window-based cell trading is utilized to reduce the
length of the wire after everything has been said and done
[13]. Using a unique enlarged imperative chart, it is illus-
trated in [14] that it is possible to reduce division that has
previously been preset or pushed on full-scale cells.
According to our findings, one of the disconnection choices
would be beneficial in minimizing the quantity of datapath
exchanging that was causing overhead in terms of deferral,
force, and zone; therefore, it was applied. A disengagement
technique that makes use of inventory gates to reduce the
costs associated with detaching hardware from a system is
discussed in [15] in order to reduce the costs involved with
detaching hardware from a system. An approach to de-
signing and producing three-dimensional integrated circuits
that takes into account the building elements of the circuit
architecture is described in [16]. After taking into consid-
eration the outcomes of the research, it will be important to
put this model to the test in order to see how well it works.
With the help of the TSV region and the congested mindful
layout, a variety of techniques to evaluate findings can be put
into practice.

In cases where there are a significant number of elements
that can be ordered, floorplanning [17] techniques can be
utilized to efficiently organize the required blocks. In this
floorplanning, the methodologies used are linked to situa-
tional solutions in a planned stream, which answers the
layout challenge by providing an answer to it. In addition,
circuit designers that demand complete manual control over
their circuit designs can benefit from these techniques. It is
necessary to utilize a subjective discovery standard cell
placer first in order to identify the primary problem, and
then the floor planner is employed in order to remove the
cover from the standard cell. Wire lengths have been cut by
half, or even by 10%, in some situations, in order to save
money. In [18], Rent’s criteria for determining intercon-
nection power consumption were applied to determine
interconnection power consumption. When compared to
area streamlined circuits, power consumption is reduced by
72.9 percent overall, with 44.4 percent zone overhead. When
compared to area streamlined circuits, power consumption
is reduced by 56.0 percent overall, with 44.4 percent zone
overhead. Using a model for exact postpones inquiry in
large-scale cell location calculation, it is possible to meet the
needs of route deferred traffic. It is able to provide superior
outcomes in terms of route latency because of the iterative
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and consistent character of the technique. Using a delicate
full-scale scenario in conjunction with a resynthesis strategy
for optimizing region and timing, this novel chip design
technique [19] has been developed. Among the three ad-
vances described in [20] are early floor planning, design-
driven rationale mix, and postdesign resynthesis, to name a
few. It is being researched to see if these two calculations can
be merged into a single piece of equipment. When the data
were compared to the existing scholarly stance gadget [21],
the results were mind-blowing. According to [22], the ab-
solute wire length and area of the following floorplan are
governed by the following design.

*rough the use of cell inflation techniques, it is possible
to reduce the pin density in congested areas by increasing the
“virtual” size of cells. *is enables fewer cells to be put into
congested areas, resulting in a lower pin density. Despite the
fact that designers have long deployed tactics that are similar
to design automation, design automation was the first to
propose them [23, 24]. Despite the fact that it is in the
context of programmable metal gate arrays. Following that,
they were grouped in a normal cell-based arrangement and
displayed one after the other in a gallery setting. *e use of
cell inflation was found to be effective in alleviating con-
gestion in a simulated annealing environment. One of the
most significant discoveries in this study is the use of a
monotonically rising function of congestion as a target for
placement improvement. c is the difference between routing
demand and supply at any given location as specified in
terms of routing tracks per unit area, and it is this difference
that serves as the basis for the objective function that they
utilize. An additional contribution was the development of
an expression for the impact of padded cell moves on
congested networks, which was based on the net bounding
box model [25]. *is enables them to calculate the exact
amount of space required by each cell. When it comes to
determining how much inflation each particular cell re-
quires, however, more empirical procedures are employed.
In this work, cell inflation is incorporated into a quadratic
placement mechanism that resembles a Gordian knot. With
the star model, it is possible to predict congestion for the
two-pin Steiner segment. Congestion in each division is
determined by taking into consideration the calculated
routing demand and the available routing supply for that
division (after routing blockages are taken into account). At
the completion of the partitioning iterations, this congestion
estimation is performed for the first time to determine how
much congestion exists. During the previous k partitioning
iterations, the congested partitions’ cells have been empir-
ically enlarged, and the quadratic placement procedure has
been performed using the inflated cell sizes. During greedy
congestion optimization, congested cells are shifted to sparse
partitions via a series of ripple moves, which are performed
in succession. Rather than using a curved path to transport
cells, a straight line is formed from themost congested global
placement bin to the least congested one. Cells are eagerly
transferred to subsequent bins along the line, beginning with
the most congested. Straight-line trajectory generation and
cell movement are carried out several times before the final
legalization is activated. All components of congestion-

driven placement are summarized in one diagram. [BR03]
describes the Bonn Place quadratic placement method,
which makes use of cell inflation. *is page goes into great
detail about how much inflation is required for each cell in
the body. Create Steiner topologies for the interpartition
networks at any point during the placement process, and
distribute them probabilistically over all possible two-
bending (“LZ”) routes. In order to accomplish this, Steiner
topologies for the interpartition networks can be created at
any time throughout the placement process [26, 27]. *e
pin density of cells within a partition is used to estimate
network congestion produced by an intrapartition net-
work partition in order to approximate network conges-
tion caused by an intrapartition network partition.
Comparing the accuracy of the heuristic placement ap-
proach to the quadratic placement method, which makes
use of inflated cell sizes by rerunning the final few par-
titioning rounds with the inflated sizes, the heuristic
placement method is superior. Instead of employing
inflated cell sizes, local repartitioning shifts cells from
dense partitions (which are represented by inflated cell
sizes) to sparse neighboring partitions in the same region
as the original partition (which is represented by normal
cell sizes). *e fact that BonnPlace employs a similar
repartitioning technique after each quadrisectioning loop
eliminates the need to be concerned about incompatibility
problems. As a result of this partitioning stage, all two-two
windows in congestion in their respective windows result
in an alphabetical listing of all two-two windows with at
least one congested partition in their respective windows.
Combining the wire length and the maximum congestion
of a window, we can build the repartitioning goal function,
which is then optimized to provide the best results.
Whenever the partitions of a window are accepted for
acceptance, the sort keys of the partitions are also modified
to reflect the acceptance. A concise summary of the entire
congestion-driven placement process can be achieved by
employing this technique.

3. Methodology

Synthesis is a transactional technique for transforming an
HDL coded design module into a netlist, which is a de-
scription of the connectivity of a digital circuit; it consists
of a list of the electronic components in a circuit as well as
the connecting nodes. *e synthesis technique is used
extensively in this work to determine the highest possi-
bilities of an IC design with optimum congestion. *e
design compiling software used in this study is the ICC
tool; the input files provided to this tool are a
BMCArchitecture with optimal placement, the number of
macroblocks in architecture, and the number of pins
associated with the blocks.

We hope to reduce routing density (routing congestion)
in high-density and recursive places on the chip in both
horizontal and vertical directions by utilizing the Pin
Density Technique in conjunction with the ICC tool during
the placement and routing stage of VLSI Physical Design
Automation.
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(i) *e amount of interbin nets that exist within a bin
that has at least one pin should be taken into
consideration when determining the perimeter
degree of the bin.

(ii) *e presence of pins within the bin on two different
nets, n2 and n4, which are also connected to cells
outside of the bin is permissible. N2 and n4 are
examples of such nets.

(iii) Its circumference is equal to 2(W+H), and there
are two nets on either side of the bin to keep the
contents contained. Because the center bin is so
small, it has the smallest feasible perimeter degree
of 1/(W+H).

(iv) Flyover nets and intrabin nets (such as n1 in our
example) are not included in this statistic, which
means that they are not taken into account when
calculating the overall efficiency (such as net n3).

(v) It follows as a result of this that congestion induced
by short local networks is completely ignored, and
only a fraction of global congestion is represented.

(vi) Because it captures projected congestion along the
exterior of the bin rather than within it, it differs
from the pin density metric in that it catches
predicted congestion along its perimeter rather
than within it.

(vii) *rough the use of Rent’s rule, a relatively efficient
approximation can be obtained for this measure.
When inserting, the perimeter degree was used to
help reduce traffic congestion.

*emain goal of the proposed work is to identify regions
of high dense and recursive routing in chip areas in both
horizontal and vertical directions and try to minimize
routing density (routing congestion) by using Pin Density
Technique along with the ICC tool in VLSI Physical Design
Automation placement and routing stage.

4. Simulation Results

Input, which is the design that was used to complete the
floorplan using the Improved Harmonic Search Optimize
technique, is applied after architecture, which is the final
floorplan created using the Improved Harmonic Search
Optimize technique, and the tool accepts it as input and
arranges it, which is the final floorplan created using Im-
proved Harmonic Search Optimize technique (see
Figures 1and 2).

*e values of H routing and V routing represent the
total number of nodes among the macroblocks where the
greatest cross-path routing occurs during the Global
Routing phenomena. In accordance with tool standard
methods, the pin positions and cell sizes of blocks. In
addition to modeling the tool, each macroblock or CLB
(computational logic block) on each of the macros’ faces
and the number of accessible pins for each of the macros’
faces are reported (see Figure 3).

A blue box surrounds eachmacro or computational logic
block (CLB) pin, while green rectangles and square boxes

encircle the necessary blocks. In order to properly allocate
chip space and pins to blocks, the tool uses a predetermined
approach that is integrated into the design process. *e
“report congestion” command causes the program to gen-
erate a report for the BMCircuit as a result of the command.
A visual representation of an initial report on congestion
incorporates architectural characteristics. *e estimation of
horizontal and vertical routing resources, as well as the
assessment of total routing resources, are revealed in the
postsimulation findings. *e program also provides over-
flow totals for H-Routing and V-Routing, as well as maxi-
mum overflow for both directories, as well as the same
predictions for Global Routing Congestion.

In addition to moving macroblocks and computational
logic block (CLB) faces around, we can also add pins to the
faces of the blocks using this tool. *is request results in the
construction of the graphic shown above, which illustrates
an estimation of congestion as well as the distribution of on-
chip density through the use of various colors to depict the
estimation of congestion and distribution of on-chip density
(see Figure 4).

Figure 1: Simulated architecture.

Figure 2: Simulated architecture with pins.
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Congestion is symbolized by four different colors, each
of which represents a different level of congested traffic flow.
Pink represents less congestion, blue suggests moderate
congested conditions, yellow indicates severe congested
conditions, and red denotes the most severe congested
conditions, according to the color scale. *e pins and lo-
cations that are the most congested at any given time are
depicted in the figure. *e IC design process becomes in-
creasingly congested as a result of the use of this technique
(CLBs). ICC II presents a technique to reduce congestion in
a single design by utilizing the Perimeter Degree Congestion
Technique, which is implemented in ICC II. Following the
placement of blocks, we may receive a congestion report for
the corresponding BMCircuit with the attainment of the
H-Routing value of 20421, also attaining a V-Routing value
of 18524, and a total overflow attained in the entire process is
of 38945, as seen in the image below. Following the release of
the BMCircuit Global Routing Congestion report, the
overall overflow congestion value was 15798, which is 4.89
percent for the horizontal direction and 2.98 percent for the
vertical direction, with a total overflow of 15798 (see
Figure 5).

In order to alleviate this congestion, according to the first
simulation results, the Perimeter Degree Congestion Ap-
proach and the Cell Spacing Congestion Technique are the
only approaches that may be used. ICC II’s “report

congestion” command has an option called “Perimeter
Degree” that you can use if you want to relieve congestion by
making only minor changes to the position of blocks in your
program (see Figure 6).

Simulation results demonstrate that a BMCircuit with an
H-Routing value of 521, a V-Routing value of 2584, and a
total overflow of 3105 is less congested than a BMCircuit
with an H-Routing value of 521, a V-Routing value of 2584,
and a total overflow of 3105. According to the BMCircuit
Global Routing Congestion report, the network is experi-
encing 0.22 percent horizontal congestion and 0.09 percent
vertical congestion, for the attainment of a total overflow
congestion value of 0.56 percent. H-Routing value of 515,
V-Routing value of 2132, and the total amount of overflow
attained of 2647 indicate that the network is experiencing
0.22 percent horizontal and 0.09 percent vertical congestion
(see Figure 7).

A BMCircuit with H-Routing values of 614 and
V-Routing values of 3039, as well as a total overflow of 3653,
is used in this simulation report to demonstrate how con-
gestion might be minimized. *ere were a total of 3115
overflows, accounting for 0.22 percent of overall overflow
congestion in the horizontal direction and 1.9 percent in the
vertical direction, for a total of 0.56 percent of overall
overflow congestion in the horizontal direction, according to
the Global Routing Congestion report for BMCircuit.

Figure 3: Initial part of the simulation report for the optimized benchmark.

Figure 4: Congestion distribution on chip area.
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5. Comparative Analysis

*e Pin Density Technique differs from previous strategies
in that it allows the pin count to be adjusted in accordance
with desired architecture limits. It has also been shown to be

more effective than other techniques for reducing conges-
tion. Dataflow analysis and fly line analysis were used to
compare the simulation results of our suggested congestion
technique; a table comprising overflow attributes in the H
and V directions, as well as total overflow and maximum

Figure 6: *e postsimulation results, which show a significant reduction in the design and related simulation report congestion.

Figure 7: Simulation report after Perimeter Degree Congestion Technique.

Figure 5: Simulation report before Perimeter Degree Congestion Technique.
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overflow per unit Global Routing Congestion, was created.
When it comes to anticipating congestion in the chip region,
there are two approaches to consider: the PDTapproach and
the Global Routing Congestion strategy. *e PDT Con-
gestion approach is used to estimate congestion in the chip
area (GRC).

*e technique displays the accomplishment of the ob-
jectives in a comparative manner, based on the data in
Table 1. According to the findings of a table, the recom-
mended technique produces the best results.

*e simulation results for the optimized standard
BMCircuit obtained using the suggested congestion estimate
approach for the optimized standard BMCircuit are dis-
played in the table’s tabular column, which is displayed in
the next section. According to the simulation results, when
H Routing and V Routing are combined, there is a signif-
icant improvement in the approximation of congestion, as
well as in the maximum amount of overflow in the H
Routing, the maximum amount of overflow in the V
Routing, the percentage of GRC based overflow in the H
routing, the percentage of GRC based overflow in the V
Routing, the GRC based overflow in the H Routing, and the
maximum GRC based overflow (refer Table 2). *is com-
bination of traits enabled us to establish the feasibility of our
proposed study utilizing a technically and statistically cut-
ting-edge technique, which will be valuable for future ex-
periments and evaluations in this field in the years to come.

In order to make their relevance evident, the results of
simulating an optimized BMC with and without the PDT
Congestion Technique are shown in Table 2to the right of
the text.

6. Conclusion and Future Scope

An in-depth method for calculating and minimizing con-
gestion in VLSI Physical Design Automation, as well as
optimization of placement area and routing wire length, is
described in this study. By incorporating the proposed
Perimeter Degree Congestion Technique (PDCT) into an
integrated circuit design, it surpasses existing techniques for
forecasting and mitigating congestion density in the H- and
V-direction, such as fly line analysis and Dataflow analysis,
in terms of performance. Logic communication between
macros or Computational Logic Blocks can be achieved
through the use of PDT (Programmable Data Transfer)
(CLBs). In order to perform this operation, the integrated
circuit (IC) tools that were used have proven to be com-
plicated, as well as having user-friendly interfaces that
contain a huge number of colorful technical elements while
not overlooking even the most fundamental of qualities. *e
Perimeter Degree Congestion Technique is used to alleviate
congestion in places that are logically congested, such as
urban areas (PDT). As part of the experimentation, the
method under consideration has supplied a standardization
for the use of logic procedures in order to perceive the
intended aims of the task, which has been useful in the
future. In addition, it has been demonstrated to be cost-
effective in a variety of ways when used in conjunction with
the congestion control process, which is a positive step
forward. While the Dataflow approach could only handle a
small number of macroblocks and took longer to anticipate
congestion, the Flyline technique was more accurate but was
unable to estimate congestion in both horizontal and vertical

Table 1: Parametric Comparison of the Proposed and existing methods in the field.

Existing techniques Proposed technique
Maze routing analysis Density analysis Perimeter degree technique (PDT)

H- overflow 9 218 515
V -overflow 219 250 2132
Total amount of overflow 178 344 2647
Maximum amount of overflow (1GRC) 22 22 28

Table 2: Statistical Comparison of several metrics before and after the proposed congestion (PDT) estimation technique was used.

Parameters Before perimeter degree technique (PDT) After perimeter degree technique
H Routing 20421 521
V Routing 18524 2584
Both directions 38945 3105
Maximum overflow in the H Routing 127 4
Maximum overflow in the V Routing 309 1
Maximum overflow in the both directions 309 4
GRC based overflow values in the H Routing 9812 515
GRC based overflow values in the V Routing 5986 2132
GRC based overflow values in both directions 15798 2647
Percentage of GRC based overflow values in H Routing 3.62 0.21
Percentage of GRC based overflow values in V Routing 2.02 0.88
Percentage of GRC based overflow values in both directions 3.62 0.42
Maximum GRC based overflow value in H Routing 1 8
Maximum GRC based overflow value in V Routing 0 28
Maximum GRC based overflow value in both directions 1 28
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directions at the same time, whereas the Dataflow method
could. Numerous studies have proved the usefulness of this
technique in terms of, among other things, lowering wire
length, area, and power consumption during the design of
integrated circuits. *e usage of the perimeter degree
technique, which is highly recommended, can help to
achieve these reductions in energy consumption. *e pro-
posed approach gives better results, but a few additional
improvements to the process flow and operational processes
can help to avoid the requirement for the development of
more complex approaches that can deliver answers in a
shorter period of time. In order to accomplish this, a more
in-depth study on a wide range of unique characteristics of
the integrated circuit design circuit sector can be conducted.
Additionally, the suggested method may be used to analyze
chip area and operation time reductions for various ar-
chitectures in addition to evaluating congestion for various
architectures.

Data Availability

*e processed data are available upon request from the
corresponding author.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

References

[1] S. M. Ahmed, B. Kovela, and V. K. Gunjan, “IoT based au-
tomatic plant watering system through soil moisture sensing-
A technique to support farmers’ cultivation in rural India,” in
Advances in Cybernetics, Cognition, and Machine Learning for
Communication Technologies, pp. 259–268, Springer,
Singapore, 2020.

[2] I. Ratkovi, O. Palomar, M. Stani, O. Unsal, A. Cristal, and
M. Valero, “Physical vs. physically-aware estimation flow: case
study of design space exploration of adders,” in Proceedings of
the IEEE Computer Society, Tampa, FL, USA, July, 2014.

[3] S. Karimullah and Dr. D. Vishnuvardhan, “Experimental
Analysis of Optimization Techniques for Placement and
Routing in Asic Design,” ICDSMLA 2019, vol. 601, Springer
Nature Singapore Pte Ltd, Singapore, 2020.

[4] IC Compiler, Implementation User Guide Version J-2014.09-
SP4, March 2015.

[5] K. Golshan, Physical Design Essentials, Springer Science
Business Media, LLC, Heidelberg, Germany, 2016.

[6] S. Karimullah and D. Vishnu Vardhan, “Iterative Analysis of
Optimization Algorithms for Placement and Routing in Asic
Design,” ICDSMLA 2019, Vol. 601, Springer Nature Singapore
Pte Ltd, Singapore, 2020.

[7] S. Karimullah, D. Vishnu Vardhan, and S. J. Basha, “Floor-
planning for Placement of Modulesin VLSI Physical Design
Using HarmonySearch Technique,” ICDSMLA 2019, Vol. 601,
Springer Nature Singapore Pte Ltd, Singapore, 2020.

[8] Yi-F. Chen, C.-C. Huang, C.-H. Chiou, Y.-W. Chang, and
C.-J. Wang, Routability-driven blockage-aware macro
placement,” in Proceedings of the 51st Annual Design Auto-
mation Conference, pp. 1–6, San Francisco, CA, USA, June
2014.

[9] S. Karimullah and Dr. D. A. Vishnuvardhan, A Review Paper
on Optimization of Placement and Routing Techniques”at
NC’e-TIMES # 1.0 IN2018, pp. 2395–1303, IJET ISSN, 2018.

[10] J. Z. Yan, V. Natarajan, and C. Chu, “Handling Complexities
inModern Large-Scale Mixed-Size Placement,” in Proceedings
of the 46th Annual Design Automation Conference, pp. 436–
441, NY, USA, July, 2009.

[11] J. Shin, J. A. Darringer, G. Luo et al., “Floorplanning Chal-
lenges in Early Chip Planning,” in Proceedings of the 2011
IEEE International SOC Conference, pp. 388–393, IEEE,
Taipei, Taiwan, September 2011.

[12] P. S. Prasad, B. Sunitha Devi, M. Janga Reddy, and
V. K. Gunjan, “A survey of fingerprint recognition systems
and their applications,” in International Conference on
Communications and Cyber Physical Engineering 2018,
pp. 513–520, Springer, Singapore, 2018.

[13] S. Karimullah and D. Vishnuvardhan, “Simulation of opti-
mized architecture for the estimation of congession during
placement and routing,” Design Engineering, pp. 755–764,
2021.

[14] B. Mokhlesabadifarahani and V. K. Gunjan, EMG Signals
Characterization in =ree States of Contraction by Fuzzy
Network and Feature Extraction, Springer, Heidelberg, Ger-
many, 2015.

[15] M. Samaranayake, H. Ji, and J. Ainscough, “Module place-
ment based on hierarchical force directed approach,” in
Proceedings of the International Conference on Signals, Circuits
and Systems, pp. 1–6, IEEE, Medenine, Tunisia, November
2009.

[16] M. D. Ansari, V. K. Gunjan, and E. Rashid, “On security and
data integrity framework for cloud computing using tamper-
proofing,” in ICCCE 2020, pp. 1419–1427, Springer,
Singapore, 2021.

[17] M. *enappan, T. Senthil Arasu, K. M. Sreekanth, and
R. S. Guzar, “An overlap removal algorithm for macrocell
placement in VLSI layouts,” in Proceedings of the Interna-
tional Conference on Computing: =eory and Applications
(ICCTA’07), March 2007.

[18] K. Prasanna and M. Seetha, “A doubleton pattern mining
approach for discovering colossal patterns from biological
dataset,” International Journal of Computer Application,
vol. 119, no. 21, pp. 41–47, 2015.

[19] M. Usman, M. Wajid, M. Z. Shamim, M. D. Ansari, and
V. K. Gunjan, “*reshold detection scheme based on para-
metric distribution fitting for optical fiber channels,” Recent
Advances in Computer Science and Communications, vol. 14,
no. 2, pp. 409–415, 2021.

[20] S. N. Adya and I. L. Markov, “consistent placement of
MacroBlock using floorplanning and StandardCell place-
ment”” in Proceedings of the 2002 international symposium on
Physical design, Del Mar, CA, USA, Apri, 2002.

[21] Z. Lin and N. K. Jha, “Interconnect-aware High-Level Syn-
thesis for Low Power,” in Proceedings of the 2002 IEEE/ACM
international conference on Computer-aided design, pp. 110–
117, IEEE, San Jose, CA, USA, November 2002.

[22] A. J. Zargar, N. Singh, G. Rathee, and A. K. Singh, “Image
data-deduplication using the block truncation coding tech-
nique,” in Proceedings of the 2015 International Conference on
Futuristic Trends on Computational Analysis and Knowledge
Management (ABLAZE), pp. 154–158, IEEE, Greater Noida,
India, February 2015.

[23] S. Pinge, K. N. Rajeev, and M. Chrzanowska-Jeske, “Fast
Floorplanning with Placement Constraints,” in Proceedings of

10 Complexity



the 2013 IEEE 4th Latin American Symposium on Circuits and
Systems (LASCAS), IEEE, Cusco, Peru, February 2013.

[24] S. Iyengar and L. Shrinivasn, “Power, Performance and Area
Optimization of I/O Design,” in Proceedings of the Interna-
tional Conference on Inventive Research in Computing Ap-
plications (ICIRCA 2018), Coimbatore, India, July 2018.

[25] J.-M. Lin, W.-Y Cheng, C.-L. Lee, C. Richard, and J. Hsu,
“Voltage Island-Driven Floorplanning Considering Level
Shifter Placement,” in Proceedings of the 17th Asia and South
Pacific Design Automation Conference, pp. 443–448, IEEE,
Sydney, NSW, Australia, January 2012.

[26] S. Karimullah and D. V. Vardhan, “Pin density technique for
congestion estimation and reduction of optimized design
during placement and routing,” Applied Nanoscience, pp. 1–
10, 2022.

[27] S. Karimullah, S. J. Basha, P. Guruvyshnavi, K. Sathish Kumar
Reddy, and B. Navyatha, “A Genetic Algorithm with Fixed
Open Approach for Placements and Routings,” ICCCE 2020,
Vol. 698, Springer Nature Singapore Pte Ltd, Singapore, 2020.

Complexity 11


