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By introducing hybrid technique into high-order CPR (correction procedure via reconstruction) scheme, a novel hybrid WCNS-
CPR scheme is developed for efficient supersonic simulations. Firstly, a shock detector based on nonlinear weights is used to
identify grid cells with high gradients or discontinuities throughout the whole flow field. Then, WCNS (weighted compact
nonlinear scheme) is adopted to capture shocks in these areas, while the smooth area is calculated by CPR. A strategy to treat
the interfaces of the two schemes is developed, which maintains high-order accuracy. Convergent order of accuracy and shock-
capturing ability are tested in several numerical experiments; the results of which show that this hybrid scheme achieves
expected high-order accuracy and high resolution, is robust in shock capturing, and has less computational cost compared to
the WCNS.

1. Introduction

In computational fluid dynamics (CFD), numerical schemes
greatly influence the computational accuracy, efficiency, and
robustness. Despite the extra complexity of high-order
schemes [1], they can provide more accurate results in deli-
cate simulations compared with traditional second-order
schemes. With the increasing demand for delicate simula-
tions, such as large-eddy simulation (LES) of turbulent flows,
computational aeroacoustics (CAA), and shock-induced sep-
aration flows, high-order schemes have attracted remarkable
research attentions in recent years [1–6].

Among these high-order schemes, the CPR scheme has
several good properties. It is compact, efficient, and applica-
ble to complex unstructured meshes [1, 6, 7]. It was firstly
proposed by Huynh [8] and was generalized to unstructured
meshes byWang and Gao [9], which is now widely applied in
scientific researches and engineering predictions [6, 10–12].
With specific correction functions, the CPR methods are
equivalent to specific discontinuous Galerkin (DG) methods,

while their calculation cost is relatively lower because they
are based on a differential formulation and avoid expensive
integration calculations [8].

However, the shock-capturing techniques of high-order
finite element methods, including CPR and DG methods,
still can not meet the need of many simulations [1, 13].
Shu et al. [14] employed a WENO nonlinear limiter on
the CPR scheme, which can maintain high-order accuracy
in smooth regions and control spurious numerical oscilla-
tions near discontinuities. A parameter-free gradient-based
limiter for the CPR scheme on mixed unstructured meshes
was developed by Lu et al. [15]. By proposing a p-weighted
procedure, new smoothness indicators are developed in the
DG methods, which obviously improve the shock-capturing
ability [16]. However, obvious oscillations can still be
observed near discontinuities. Artificial viscosity methods
with subcell shock capturing and cross cell smoothness
have been proposed for shock capturing [17, 18]. However,
they are dependent on some user-defined parameters. Great
progress has been made; however, the compact polynomial
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approximations of solutions in a high-order finite element
cell are by design not a good approximation of discontinu-
ities, which easily leads to spurious numerical oscillations
near discontinuities.

A way around this problem is to develop a hybrid scheme
of high-order finite element methods (CPR or DG) and finite
difference (FD) or finite volume (FV) methods, which pro-
vide better shock-capturing abilities locally near shocks. In
this way, high-order finite element methods are adopted in
smooth regions, which maintain compactness and high reso-
lution. Meanwhile, FD or FV schemes are adopted to provide
robust shock-capturing abilities. Dumbser et al. [19] devel-
oped hybrid DG-FV methods and utilized second-order FV
to capture shocks. Cheng et al. developed multidomain
hybrid RKDG and WENO methods [20, 21] with good
geometry flexibility and low computational costs. These
methods show good shock-capturing ability because they
avoid using high-order finite element methods to capture
shocks directly, but utilize schemes with better shock-
capturing abilities instead.

A hybrid shock-capturing scheme is developed based on
the zonal hybrid WCNS-CPR scheme proposed in [7]. In
[7], some fundamental problems of the WCNS-CPR
schemes, such as spatial accuracy and geometric conserva-
tion laws, have been studied, which makes the scheme effi-
cient and applicable to complex curved meshes. In this
paper, a shock detector and a nonlinear weighted interpola-
tion are introduced to the hybrid WCNS-CPR scheme for
simulating problems with discontinuities. The nonlinear
weighted approach of WCNS is introduced to the hybrid
scheme for both the shock detection and the shock capturing.
Considering the robust shock-capturing ability of WCNS, we
intend to develop a hybrid shock-capturing scheme to com-
bine merits of two schemes. Different from the zonal hybrid
strategy in [7], the two schemes are switched dynamically
based on the smoothness of the local flow field. The main
contributions of this paper are as follows:

(1) Nonlinear mechanisms, including shock detection
and shock capturing, are introduced into the hybrid
scheme and a hybrid scheme with good shock-
capturing ability is a developed

(2) A hybrid WCNS-CPR scheme with dynamical
switching strategy between the two schemes is pro-
posed, in which the strategy of dynamical scheme
switching and interface treatment methods are
addressed

(3) Numerical experiments are conducted to show the
good properties in accuracy, efficiency, and shock-
capturing ability of the hybrid WCNS-CPR scheme.

The rest of this paper is organized as follows. In Section 2,
high-order WCNS and CPR schemes are briefly reviewed.
The hybrid WCNS-CPR scheme is constructed in Section 3,
where the interface treatments are discussed in detail. Section
4 presents several numerical tests to show the performance of
the proposed hybrid method. Finally, concluding remarks are
given in Section 5.

2. Brief Review of WCNS and CPR

In this section, a brief review of WCNS and CPR is
presented based on two-dimensional hyperbolic conserva-
tion laws

Ut + F Uð Þx +G Uð Þy = 0, ð1Þ

where U is a conservative variable vector and F and G are
the flux vectors.

2.1. Brief Review of Third-Order WCNS. Equation (1) is dis-
cretized by a finite difference scheme at every node ðxi, yjÞ

Utð Þi,j = Ei,j′ = − Fxð Þi,j − Gy

� �
i,j, ð2Þ

where Ei,j′ is the approximation of the spatial derivatives.
The following fourth-order flux difference operators are
used

Fxð Þi,j = 4
3h F̂i+1/2,j − F̂i−1/2,j

� �
−

1
6h Fi+1,j − Fi−1,j

� �
,

Gy

� �
i,j =

4
3h Ĝi,j+1/2 − Ĝi,j−1/2

� �
−

1
6h Gi,j+1 −Gi,j−1

� �
,

ð3Þ

where h is the grid spacing. Here, F̂i−1/2,j = F̂i−1/2ðUL
i−1/2,j,

UR
i−1/2,jÞ, Ĝi,j−1/2 = Ĝj−1/2ðUL

i,j−1/2,UR
i,j−1/2Þ are the Riemann

fluxes at cell edges, as shown in Figure 1. Riemann solvers
can be used to compute numerical fluxes, such as Lax
Friedrichs, Roe, Osher, AUSM, HLL, and their modifica-
tions. We refer to papers [3, 4, 22] and references
therein.

To capture discontinuities, the conservative variables at
cell edges UR

i−ð1/2Þ,j are obtained by the weighted nonlinear
interpolation proposed in [23]. The third-orderWCNS inter-
polation has the following steps:

Step 1. Divide the third-order three-point stencil Si = fUi−1,j

,Ui,j,Ui+1,jg into two smaller substencils Sð1Þi = fUi−1,j,Ui,jg
and Sð2Þi = fUi,j,Ui+1,jg.

Step 2. Construct an interpolation polynomial pðmÞðxÞ in each
substencil SðmÞ

i ,m = 1, 2, which satisfies pðmÞðxiÞ =Ui,j. We
have

p 1ð Þ xi− 1/2ð Þ
� �

= 1
2Ui−1,j +

1
2Ui,j,

p 2ð Þ xi− 1/2ð Þ
� �

= 3
2Ui,j −

1
2Ui+1,j:

ð4Þ
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Step 3. Calculate the nonlinear weights ωk based on linear
weights dm and a smoothness indicator ISk for each substen-

cil SðmÞ
i ,m = 1, 2. The linear weights are

d1 =
3
4 ,

d2 =
1
4 :

ð5Þ

The improved Z-type nonlinear weights [24, 25] are
defined by

ωk =
βk

∑2
m=1βm

, ð6Þ

βk = dk Cq +
τ5

ε + ISk

� �pz
� 	

, ð7Þ

 k = 1, 2, ð8Þ
where ε = 10−6 is a small number, ISk is a smoothness indica-
tor, τ5 = jIS0 − IS1j, and Cq and pz are parameters. We use
pz = 2 and Cq = 4 to improve the performance of the nonlin-
ear weights.

An improved smoothness indicator [25] is employed.

IS0 =
1
4 3Ui,j − 4Ui−1,j +Ui−2,j
� �2 + Ui,j − 2Ui−1,j +Ui−2,j

� �2,

IS1 =
1
4 3Ui+2,j − 4Ui+1,j + 3Ui,j
� �2 + Ui+2,j − 2Ui+1,j +Ui,j

� �2
:

ð9Þ

Step 4. Get weighted interpolation value at xi−ð1/2Þ.

UR
i− 1/2ð Þ,j = 〠

2

m=1
ωmp

mð Þ xi− 1/2ð Þ
� �

: ð10Þ

The formulations of UL
i−ð1/2Þ,j is symmetric with UR

i−ð1/2Þ,j
by i.

2.2. Review of Third-Order CPR. For the third-order CPR
framework, there are 32 solution points ði, j, l,mÞ, l = 1, 2, 3,
m = 1, 2, 3, in the ði, jÞ-th cell, as shown in Figure 2. The
nodal values of the conservative variable U at solution points
are updated by the following differential equation

∂Ui,j
∂t

+
∂F ̃

i,j ξ, ηð Þ
∂ξ

+
∂G ̃

i,j ξ, ηð Þ
∂η

= 0, ξ, ηð Þ ∈ −1, 1½ � × −1, 1½ �:

ð11Þ

The reconstructed flux F ̃
i,jðξ, ηÞ and G̃i,jðξ, ηÞ are

expressed as

F ̃
i,j ξ, ηð Þ = Fi,j ξ, ηð Þ + σ1

i,j ξ, ηð Þ,

G̃i,j ξ, ηð Þ =Gi,j ξ, ηð Þ + σ2i,j ξ, ηð Þ,
ð12Þ

where σ1
i,jðξ, ηÞ and σ2

i,jðξ, ηÞ are flux correction polynomials

σ1i,j ξl, ηmð Þ = F̂ −1, ηmð Þ − Fi,j −1, ηmð Þ
 �
gL ξlð Þ

+ F̂ 1, ηmð Þ − Fi,j 1, ηmð Þ
 �
gR ξlð Þ,

σ2i,j ξl, ηmð Þ = Ĝ ξl,−1ð Þ −Gi,j ξl,−1ð Þ
 �
gL ηmð Þ

+ Ĝ ξl, 1ð Þ −Gi,j ξl, 1ð Þ
 �
gR ηmð Þ:

ð13Þ

Here, correction functions gLðξÞ, gRðξÞ, gLðηÞ, and gRðηÞ
are all cubic polynomials, and F̂ and Ĝ are Riemann fluxes
corresponding to F and G, respectively.

F̂ −1, ηð Þ=F̂ Ui−1,j 1, ηð Þ,Ui,j −1, ηð Þ� �
,

F̂ 1, ηð Þ = F̂ Ui,j 1, ηð Þ,Ui+1,j −1, ηð Þ� �
: ð14Þ

Moreover, the solution polynomial is

Ui,j ξ, ηð Þ = 〠
3

l=1
〠
3

m=1
Ui,j,l,mLl ξð ÞLm ηð Þ ð15Þ

where LlðξÞ and LmðηÞ are the 1D Lagrange polynomials in
the ξ and η directions.

The flux polynomial is

Fi,j ξ, ηð Þ = 〠
3

l=1
〠
3

m=1
Fi,j,l,mLl ξð Þ · Lm ηð Þ,Gi,j ξ, ηð Þ

= 〠
3

l=1
〠
3

m=1
Gi,j,l,mLl ξð Þ · Lm ηð Þ:

ð16Þ

Remark 1. In this paper, solution points are the Gauss points,
which are positioned at ξ1 = −

ffiffiffiffiffi
15

p
/5, ξ2 = 0, ξ3 =

ffiffiffiffiffi
15

p
/5 for

K = 3: Correction function for gDG scheme is used, which is

expressed as gDG,L = ð−1Þk/2ðLK − LK−1Þ, gDG,R = ð1/2ÞðLK +

(i,j,1,3)

(i,j,1,2) (i,j,2,2) (i,j,3,2)

(i,j,3,1)(i,j,2,1)(i,j,1,1)

(i,j,2,3) (i,j,3,3)

Figure 1: Distribution of solution points and flux points of 2D
WCNS in ði, jÞ-th cell. Solution points are marked in blue dot and
flux points in orange square.
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LK−1Þ, where LK is Legendre polynomials. More specifically,
L3ðξÞ = ð1/2Þð5ξ3 − 3ξÞ and L2ðξÞ = ð1/2Þð3ξ2 − 1Þ:

3. Hybrid Schemes Based on WCNS and CPR

3.1. Strategy of Scheme Switching. The hybrid scheme adopts
the nonlinear WCNS with shock-capturing ability in non-
smooth regions and the CPR scheme with high computa-
tional efficiency in smooth regions. Thus, a shock detector
is needed to judge the location of shocks. Recently, many
shock detectors with good properties have been developed
[26–28]. In this paper, we use the NI (nonlinear indicator)
[28] to detect which cells probably contain shocks and then
mark them as troubled cells. The formula of the NI shock
detector is as follows:

NI = 1
r r + 1ð Þð Þ1/2 〠

r

k=0

1/ r + 1ð Þ½ � − ωk/dkð Þ/∑r
k=0 ωk/dkð Þ½ �

1/ r + 1ð Þ½ �
� �2" #1/2

,

ð17Þ

where r + 1 represents the number of candidate stencils in
WCNS with r = 1 for the third-order WCNS. To maintain
that discontinuities do not move out of the troubled cells dur-
ing the time integration, buffer cells are introduced around
the troubled cells, which are also calculated using WCNS.
As shown in Figure 3, the direct neighbors of troubled cells
are defined as buffer cells, and other cells are called smooth
cells.

Above all, the strategy of scheme switching is as follows.
When the NI shock detector detects shocks, in the cells near
shocks (namely, in troubled cells and buffer cells), CPR
scheme is switched to WCNS. And when shocks leave the
cells, these cells are calculated by the CPR scheme again. That
is to say, the shock detector judges three types of cells, and we
use WCNS in troubled cells and buffer cells and the CPR
scheme in other cells.

3.2. Interface Treatment. The interface treatment influences
the accuracy and stability of the overall scheme and should
be discussed carefully. The main difficulty is at the WCNS-
CPR interface. We denote the solution points of the CPR
scheme by c and the solution points of WCNS by w.

3.2.1. 1D Interface Treatment. First, WCNS in the i + 1-th cell
needs information of ghost points fgi,k, k = 1, 2, 3g from the
neighboring i-th CPR cell, as shown in Figure 4. The solution
values of ghost points of WCNS cell are calculated via CPR
interpolation using data at fci,k, k = 1, 2, 3g. That is,

u gi,k
� �

= 〠
3

k=1
u ci,kð ÞLk: ð18Þ

Second, we apply u−ðCPRÞi+ð1/2Þ,interface provided by i-th CPR cell

and u+ðWCNSÞ
i+ð1/2Þ,interface computed in i + 1-th WCNS cell with the

values of ghost points to calculate the numerical fluxes at
interface:

f̂ i+ 1/2ð Þ,interface = f u− CPRð Þ
i+ 1/2ð Þ,interface, u

+ WCNSð Þ
i+ 1/2ð Þ,interface

� �
: ð19Þ

In addition, information exchange of switching strategy
at different moments should also be considered. When i-th
cell is a smooth cell at the n-th time step and it is judged as
a buffer cell or a troubled cell in the next time step, informa-
tion of solution points ofWCNS can be obtained by Lagrange
interpolation via information of CPR. Now, we consider the
opposite situation: the cell is a buffer cell or a troubled cell
at n-th time step and it is switched to a smooth cell at the next
time step, information should be transmitted fromWCNS to
CPR. The procedure involves nonlinear interpolation cross
cells. We take the ði, 1Þ-th solution point as an example.

Step 1. Divide the stencil S = fwi−1,3,wi,1,wi,2g into two sub-
stencils S1 = fwi−1,3,wi,1g, S2 = fwi,1,wi,2g.

cell (i,j+2)

cell (i,j+1)

cell (i,j)

cell (i,j-1)

cell (i,j-2)

cell (i+1,j) cell (i+2,j)cell (i-1,j)cell (i-2,j)

Figure 3: Three different types of cells. Troubled cells are marked in
dark blue; buffer cells are in light blue; and smooth cells are in green.

(i,j,1,3) (i,j,2,3) (i,j,3,3)

(i.j,1,2) (i,j,2,2) (i,j,3,2)

(i,j,1,1) (i,j,2,1) (i,j,3,1)

Figure 2: Distribution of solution points and flux points of 2D CPR
in ði, jÞ-th cell. Solution points are marked in green dot and flux
points on element boundary in purple square. The flux points
inside the CPR cell coincide with the solution points.

i-th cell i+1-th cell

Interface

gi,1

ci,1 ci,2 ci,3 wi,1 wi,2 wi,3

gi,2 gi,3

Figure 4: 1D grid, different solution points and ghost points.
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Step 2. Construct interpolation polynomials u1ðci,1Þ and u2ð
ci,1Þ in S1 and S2, respectively, we have

u1 ci,1ð Þ = u wi−1,3ð Þl1 ci,1ð Þ + u wi,1ð Þl2 ci,1ð Þ,

u2 ci,1ð Þ = u wi,1ð Þl1 ci,1ð Þ + u wi,2ð Þl2 ci,1ð Þ,
ð20Þ

where l1 and l2 are linear Lagrange polynomials.

Step 3. Calculate the nonlinear weights based on linear
weights d1 and d2. The linear weights can be obtained by
solving the following equations:

d1u1 ci,1ð Þ + d2u2 ci,1ð Þ = u wi−1,3ð ÞL1 ci,1ð Þ + u wi,1ð ÞL2 ci,1ð Þ + u wi,2ð ÞL3 ci,1ð Þ:
ð21Þ

Then, nonlinear weights can be calculated by equation
(6).

Step 4. Get the interpolation value uðci,1Þ = ω1u1ðci,1Þ + ω2u2
ðci,1Þ.
3.2.2. 2D Interface Treatment. In this subsection, we consider
the interface treatment between ði, jÞ-th CPR cell and ði + 1
, jÞ-th WCNS cell in 2D computational domain in
Figure 5(a).

Similarly, WCNS needs information of ghost points f
gi,j,i0,j0 , i0 = 1, 2, 3 ; j0 = 1, 2, 3g from the ði, jÞ-th CPR cell.

The solution values at ghost points of WCNS in the CPR cell

are calculated via CPR interpolation using data at fðci,j,i0,j0Þ
, i0 = 1, 2, 3 ; j0 = 1, 2, 3g. Using dimension by dimension
interpolation strategy, we do the Lagrange interpolation in
the x direction first, as shown in Figure 5(b), and then in
the y direction, as shown in Figure 5(c). Using solution poly-
nomial equation (15) of CPR, we have

u gi,j,i1,j1

� �
= 〠

3

i0=1
〠
3

j0=1
u ci,j,i0,j0

� �
Li0 ξmð ÞLj0

ηmð Þ, ð22Þ

at the ghost points fgi,j,i1,j1 , i1 = 1, 2, 3 ; j1 = 1, 2, 3g.
Then, we calculate the numerical fluxes at cell interface.

As shown in Figure 6, two types of flux points, f pWCNS
k and

f pCPRk , do not coincide with each other. Thus, u−f pWCNS
k

and

u+f pCPRk
need to be interpolated before calculating numerical

Cell (i,j) Cell (i + 1, j)

Interface

(a)

Cell (i,j) Cell (i + 1, j)

X-interpolation points

(b)

Cell (i,j) Cell (i + 1, j)

Y-interpolation
points

(c)

Cell (i,j) Cell (i + 1, j)

Interface

(d)

Figure 5: 2D different points near the interface of hybrid scheme. (a) 2D grid and different solution points. (b) 2D x direction interpolation.
(c) 2D y direction interpolation. (d) 2D ghost points.

Cell (i,j) Cell (i + 1, j)

Interface

Figure 6: Distribution of different flux points on cell interfaces. Flux
points of CPR are marked in purple square and those of WCNS in
orange square.
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fluxes. u−f pWCNS
k

is obtained by CPR linear interpolation using

equation (15) based on values in ði, jÞ-th cell, while u+f pCPRk
is

obtained through WCNS nonlinear interpolation dimension
by dimension. The interpolated values of u−f pWCNS

k
and u+f pCPRk

are denoted by u−ðCPR,interpÞf pWCNS
k

and u+ðWCNS,interpÞ
f pCPRk

correspondingly.
Therefore, for the CPR scheme, the numerical flux at f

pCPRk is

f̂ f pCPRk
= f u−f pCPRk

, u+ WCNS,interpð Þ
f pCPRk

� �
: ð23Þ

Meanwhile, the numerical flux at f pWCNS
k for WCNS is

f̂ f pWCNS
k

= f u− CPR,interpð Þ
f pWCNS

k
, u+f pWCNS

k

� �
: ð24Þ

The 2D information exchange of switching strategy at
different moments is similar with the 1D situation. The Non-
linear interpolation is used from information in WCNS to
CPR, while the linear interpolation from CPR to WCNS.
They are not presented here for clarity.

4. Numerical Investigation

In this section, we will test spatial accuracy, shock-
capturing performance, and computational efficiency of
the hybrid WCNS-CPR scheme. Comparisons with the
WCNS are also investigated. We firstly take 1D linear
wave equation to compare numerical errors of single
and the hybrid scheme. 1D shock-tube problems are
solved to demonstrate the shock-capturing ability of the
hybrid scheme. Then, 2D isentropic vortex problem in
Euler equation systems is solved for testing spatial accu-
racy and computational efficiency of WCNS and CPR.
At last, 2D Riemann problem and double Mach reflection
problem are simulated to test the shock-capturing perfor-
mance of the hybrid scheme and comparison of compu-
tational efficiency is conducted in the double Mach
reflection problem. In this paper, Riemann fluxes are
computed by the Lax Friedrichs solver. The explicit
third-order TVD Runge-Kutta scheme is used for time
integration.

The L∞ error and L2 error are computed to measure local
solution quality and global solution quality, respectively. The
L2 error is estimated by

ErrorL2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i=1 Uh
i −U rið Þ� �2
N

s
, ð25Þ

where Uh
i and UðriÞ are the numerical solution and the exact

solution at the i-th solution point. Here, N is the total num-
ber of solution points.

4.1. 1D Linear Wave Equation. Consider the 1D linear wave
equation

ut + ux = 0, ð26Þ

with the initial condition

u x, 0ð Þ = sin π

L
x

� �
, x ∈ −L, L½ � ð27Þ

and periodic boundary conditions. L = 6 and time step ΔT
= 0:0001 is used to solve the problem till T = 3:0 by different
schemes.

Firstly, we compare numerical errors of WCNS and CPR
on the uniform grid. It can be seen from Table 1 that both
WCNS and CPR achieve desired third-order accuracy. In
addition, CPR has smaller error than WCNS under the same
degrees of freedom (DOFs).

Secondly, the performance of the hybrid WCNS-CPR
scheme is studied. To study the convergence accuracy of
the hybrid scheme, a very small δNI = 2:0 × 10−8 is used to
avoid that purely CPR scheme is used in this smooth prob-
lem. As shown in Figures 7(c)–7(e), the gray line with light
blue dots represents values of NI at each solution point.
The value of cell indicator (in dark blue line) represents the
scheme used in every cell. When the indicator is 1, WCNS
is employed. Indicator of value 0 means the cell is smooth,
and it is calculated by CPR. As the number of DOFs gets
larger, the percentage of WCNS cells decreases. When the
number of DOFs becomes 480, the solution is smooth
enough and CPR is used in all the cells. From numerical
errors in Table 1, we can see that the hybrid scheme achieves
expected third-order accuracy.

Table 1: Test of single schemes and hybrid WCNS-CPR scheme in ½−6, 6� for 1D linear equation.

Norm DOFs
WCNS CPR Hybrid WCNS-CPR

Error Order Error Order Error Order

L∞

120 3:00E − 4 — 1:28E − 4 — 3:00E − 4 —

240 3:76E − 5 3.00 1:61E − 5 2.99 3:40E − 5 3.14

480 4:70E − 6 3.00 2:02E − 6 2.99 2:02E − 6 4.07

L2

120 2:12E − 4 — 7:99E − 5 — 2:07E − 4 —

240 2:66E − 5 2.99 9:96E − 6 3.00 1:60E − 5 3.69

480 3:32E − 6 3.00 1:24E − 6 3.01 1:24E − 6 3.69
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Figure 7: Numerical results of third-order single scheme and hybrid WCNS-CPR scheme. (a) WCNS in ½−6, 6� with DOFs = 120. (b) CPR in
½−6, 6� with DOFs = 120. (c) Hybrid WCNS-CPR scheme in ½−6, 6� with DOFs = 120. (d) Hybrid WCNS-CPR scheme in ½−6, 6� with
DOFs = 240. (e) Hybrid WCNS-CPR scheme in ½−6, 6� with DOFs = 480.
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4.2. 1D Euler Equations. Consider 1D Euler equations

ut + f uð Þx = 0, ð28Þ

where

u =
ρ

ρv

E

0
BB@

1
CCA,

f uð Þ =
ρv

ρv2 + p

v E + pð Þ

0
BB@

1
CCA,

ð29Þ

where ρ is the density, v is the velocity, E is the total energy,
and p is the pressure, which is related to the total energy by
E = ðp/ðγ − 1ÞÞ + ð1/2Þρv2 with γ = 1:4. Three kinds of
shock-tube problems are considered in this subsection.

4.2.1. Shock-Tube Problem of Sod. Consider the Sod problem
with initial conditions [29]

ρ, u, pð Þ =
0:125,0, 0:1ð Þ, −5 ≤ x < 0,
1:0, 0, 1:0ð Þ, 0 ≤ x ≤ 5,

(
ð30Þ

and Dirichlet boundary conditions. Time step ΔT = 0:0001,
DOFs = 210, and δNI = 0:2 are used to solve the problem till
T = 3:0 by the hybrid WCNS-CPR scheme. The reference
solution is obtained by the WCNS3 scheme with DOFs =
2100. As shown in Figure 8, shocks and contact discontinu-
ities can be well captured. Near the contact discontinuity
(x ≈ 3) and the shock (x ≈ 5), no obvious oscillation is
observed, which shows the good shock-capturing ability of
the hybrid scheme. In addition, the CPR scheme is adopted

in the main computational domain. The use of CPR scheme
helps save computational cost since the linear CPR scheme
is more efficient than the nonlinear WCNS scheme as will
be shown in Section 4.3.1.

4.2.2. Shu-Osher Problem. Consider the Shu-Osher problem
with initial conditions [30]

ρ, u, pð Þ =
3:857143,2:629369,10:33333ð Þ, x < 4,
1:0 + 0:2 sin 5xð Þ, 0, 1:0ð Þ, x ≥ 4,

(

ð31Þ

and Dirichlet boundary conditions. Time step ΔT = 0:0001,
DOFs = 600, and δNI = 0:2 are used to solve the problem till
T = 1:8 by the hybrid WCNS-CPR scheme.
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Figure 8: Density numerical solution and shock detection result of
the hybrid WCNS-CPR scheme for the 1D Sod problem.

2.5

3.5

3

1.5

2

0.5

0

1

1

0.8

0.6

0.4

0.2

0

4.5

4

Rh
o

N
I&

in
di

ca
to

r

–4 –2 0 2 4
x

Reference
NI

Indicator
Hybrid WCNS-CPR

Figure 9: Density numerical solution and shock detection result of
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The reference solution is obtained by theWCNS3 scheme
withDOFs = 9000. As shown in Figure 9, CPR is employed in
the smooth area. Moreover, the hybrid scheme can capture
shocks and discontinuities well. The numerical result of den-
sity obtained by the hybrid scheme is in good agreement to
the reference, which illustrates the high-resolution property
of the hybrid scheme.

4.2.3. Shock-Tube Problem of Lax. Consider the Lax problem
with initial condition [31]

ρ, u, pð Þ =
0:445,0:698,3:528ð Þ,
0:5, 0, 0:571ð Þ,

−5 ≤ x < 0,
0 ≤ x ≤ 5,

(
ð32Þ

and Dirichlet boundary conditions. Time step ΔT = 0:0001,
DOFs = 300, and δNI = 0:2 are adopted to solve the problem
till T = 1:5 by the hybrid WCNS-CPR scheme. The reference
solution is obtained by the WCNS3 scheme with DOFs =
2100. We know from Figure 10 that at x ≈ 2:3 and x ≈ 3:8,
shocks and discontinuities are all captured without obvious
oscillations.

4.3. 2D Euler Equations. Let us consider the 2D Euler equa-
tions of gas dynamics:

∂
∂t

ρ

ρu

ρv

E

2
666664

3
777775 + ∂

∂x

ρu

ρu2 + p

ρuv

u E + pð Þ

2
666664

3
777775 + ∂

∂y

ρv

ρuv

ρv2 + p

v E + pð Þ

2
666664

3
777775 = 0,

ð33Þ

p = γ − 1ð Þ · E −
ρ

2 u2 + v2
� �h i

: ð34Þ

For an ideal gas, γ = 1:4. Here, ρ,u,v,p, and E are the density,
the x direction velocity, the y direction velocity, the pressure,
and the total energy, respectively.

4.3.1. 2D Isentropic Vortex Problem. In this subsection, the
hybrid WCNS-CPR scheme is adopted to solve the isen-
tropic vortex problem [32]. The initial condition is a mean
flow, fρ, u, v, pg = f1, 1, 1, 1g, with the isotropic vortex
perturbations added to the mean flow. There are
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perturbations in u, v and T = p/ρ and no perturbation in
entropy S = p/ργ:

Δu, Δvð Þ = ε

2π e0:5 1−r2ð Þ −y, xð Þ,

ΔT = −
γ − 1ð Þε2
8γπ2 e 1−r2ð Þ,

ð35Þ

where r =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
and the vortex strength ε = 5. The

computational domain is ½−10, 10� × ½−10, 10� with periodic
boundary conditions. The problem is solved till T = 1 with
time step ΔT = 0:0001 for accuracy test. The parameter is
δNI = 0:001 in this test.

Figure 11 shows distribution of different cells, NI in the x
direction (NI in the y direction is central symmetric with it),
and error distribution. When DOFs are 120 and 240, the cen-
tral parts of the computational domain (which are in red) are
calculated by WCNS. However, when DOFs = 480, all cells
are calculated by CPR. This is because that, as the number
of DOFs gets larger, NI gets smaller in this smooth problem.
When parameter δNI is lower than the smallest NI in the
computational domain, the whole domain is judged as
smooth area and only CPR is employed.

From Table 2, we can see that the numerical errors of CPR
alone are smaller than those of WCNS under the same DOFs.
In addition, the WCNS scheme achieves third-order accuracy,
while the order of accuracy of CPR is about 2.5. The hybrid
WCNS-CPR scheme achieves third-order accuracy.

From Table 3, we can see that the computational cost of
WCNS with characteristic projection is more than twice than
that of CPR under the same DOFs. Considering that the
errors of CPR are smaller than those of WCNS as shown in
Table 2, the efficiency of CPR is even higher than that of
WCNS under the same error.

Remark 2. WCNS∗ represents WCNS with characteristic
projection. Ratio = ðtime of WCNS∗Þ/ðtime of CPRÞ:

4.3.2. 2D Riemann Problem. We solve the Riemann problem
for equation (33) on the computational domain of ðx, yÞ ∈ ½
0, 1� × ½0, 1� with initial conditions

0.8

0.6

0.4

y

x

0.2

0.2 0.4 0.6 0.8 1

Figure 12: Result calculated by WCNS. DOFs = 960 × 960. Density
from 0.13 to 1.78 with 25 contours.

Table 3: The comparison of CPU time in isentropic vortex
problem.

DOFs
WCNS∗ CPR

Time (min) Ratio Time (min)

120 × 120 45 2.37 19

240 × 240 181 2.13 85

480 × 480 729 2.01 363

Table 2: Accuracy test of single scheme and hybrid WCNS-CPR scheme for the Euler equations.

Norm DOFs
WCNS CPR Hybrid WCNS-CPR

Error Order Error Order Error Order

L∞

120 4:86E − 3 — 2:14E − 3 — 4:86E − 3 —

240 6:87E − 4 2.82 3:17E − 4 2.76 6:86E − 4 2.82

480 8:70E − 5 2.98 6:48E − 5 2.29 6:48E − 5 3.40

L2

120 2:21E − 4 — 1:04E − 4 — 2:34E − 4 —

240 3:18E − 5 2.80 1:95E − 5 2.42 4:20E − 5 2.48

480 4:02E − 6 2.98 3:76E − 6 2.37 3:76E − 6 3.48

ρ, u, v, pð Þ x, y, 0ð Þ =

1:5, 0, 0, 1:5ð Þ, if 0:8 < x < 1:0 and 0:8 < y < 1:0,
0:5323, 1:206, 0, 0:3ð Þ, if 0 < x < 0:8 and 0:8 < y < 1:0,
0:138, 1:206, 1:206, 0:029ð Þ, if 0 < x < 0:8 and 0 < y < 0:8,
0:5323, 0, 1:206, 0:3ð Þ, if 0:8 < x < 1:0 and 0 < y < 0:8,

8>>>>><
>>>>>:

ð36Þ
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and Dirichlet boundary conditions until T = 0:8. The param-
eter is δNI = 0:1 in this test.

Compared with the results of WCNS in Figure 12,
the results of the hybrid scheme in Figure 13(a) capture
the flow field accurately with no obvious oscillation. In
addition, small-scale structures are better captured by
the hybrid scheme. We can see in Figure 13(b) that
most of the computational domain is calculated by
CPR, which contributes to the high efficiency of the
hybrid scheme.

4.3.3. Double Mach Reflection Problem. This test is first
described by Woodward and Colella [33]. It is aimed at test-
ing the robustness of the high-resolution schemes. A Mach
10 oblique shock is initially set up at x = 1/6 on the lower
boundary, and its direction is 60° from the x-axis. Inflow
and slip wall boundary conditions are specified at the bottom
boundary for x = ½0, 1/6� and x > 1/6, respectively. For the
upper boundary (y = 1), a time-dependent boundary based
on the analytical propagation speed of the oblique shock is
imposed.

The initial condition is

ρ, u, v, pð Þ =
1:4, 0:0, 0:0, 1:0ð Þ,
8:0,7:145,−4:125,116:5ð Þ,

if y <
ffiffiffi
3

p
x −

1
6

� �
,

if y ≥
ffiffiffi
3

p
x −

1
6

� �
:

8>>><
>>>:

ð37Þ

The simulation is run until T = 0:2 using time step ΔT
= 0:0001.
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Figure 13: Results calculated by the hybrid WCNS-CPR scheme.NI = 0:1.DOFs = 960 × 960. (a) Density from 0.13 to 1.78 with 25 contours.
(b) Distribution of different cells: red represents WCNS, blue represents CPR. (c) NI in the x direction. (d) NI in the y direction.
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Figure 14: Density counters from 1.5 to 21.7 with 30 contours of
double Mach reflection problem calculated by single WCNS.
DOFs = 1200 × 300.
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As shown in Figures 15(a) and 15(b), essential small- and
large-scale structures of the flow field are well captured com-
pared with the results of WCNS in Figure 14. The remaining
area is accurately calculated by the CPR method as well.
Moreover, the total number of cells using CPR is much more
than that using WCNS. As a result, the computational effi-
ciency of the hybrid scheme is higher than that of WCNS
as shown in Table 4. For DOFs = 600 × 150 and δNI = 0:9,
the hybrid scheme is slightly more efficient than WCNS.
However, for DOFs = 1200 × 300 and δNI = 0:9, the hybrid
time is about 1.6 times more efficient than the WCNS
scheme.

5. Concluding Remarks

In this paper, a new hybrid WCNS-CPR scheme for simulat-
ing conservation laws with discontinuities is proposed by
introducing nonlinear weighted approach of WCNS to the
linear hybrid scheme. Shock detector based on nonlinear
weights is used to detect nonsmooth troubled cells and buffer
cells. In these cells, WCNS is employed in order to capture
shocks, while in smooth cells CPR is used to maintain high
computational efficiency. By introducing buffer cells, the
scheme interfaces are by design placed in relatively smooth
regions and a linear interpolation method is used for the
CPR to provide information for the WCNS scheme. Accu-
racy tests, shock-capturing tests, and computational effi-
ciency tests are conducted. Accuracy tests in 1D and 2D
show that the hybrid scheme achieves designed high-order
accuracy. Shock-capturing tests illustrate that the hybrid

scheme captures discontinuities without obvious oscillations.
Computational efficiency tests show that the CPU cost of the
hybrid WCNS-CPR scheme is relatively lower than that of
WCNS.

In the future, the hybrid scheme will be generalized to
three-dimensional cases and to Navier-Stokes equations.
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Compared with federated avionic architecture, the integrated modular avionic (IMA) system architecture in the aircraft can provide
more sophisticated and powerful avionic functionality, and meanwhile, it becomes structurally dynamic, variably interconnected,
and highly complex. The traditional approach such as fault tree analysis (FTA) becomes neither convenient nor sufficient in making
safety analysis of the IMA system. In order to overcome the limitations, the approach that FTA combines with generalized
stochastic petri net (GSPN) is proposed. First, FTA is used to establish the static model for the top level of the IMA system,
while GSPN is used to build a dynamic model for each cell system. Finally, the combination model is generated, which is called
the FTGPN model. Moreover, the FTGPN model is made safety analysis with the PIPE2 tool. According to the simulation
result, corresponding measures are taken to meet the safety requirements of the IMA system.

1. Introduction

IMA system is evolving to provide more functionality with
lesser parts, weight, and cost, while it is also meeting all the
reliability and safety constraints [1–4]. To cope efficiently
with the high level of complexity, a novel and structured
development methodology is required [5–7]. As known to
all, FTA is widely used for safety analysis of the system, but
it has some limitations. One of such limitation is that it can
only evaluate the safety of static systems. However, the
IMA system gives rise to a variety of dynamic failure charac-
teristics such as functional dependencies between events and
priorities of failure events [8].

Model-Based safety analysis (MBSA) utilizes software
automation and integrates with design models to simplify
the safety analysis of complex systems [9]. Among these
MBSA methods, the HiP-HOPS focuses on the automatic
construction of predictive system failure analyses [10–17].
Meanwhile, the languages such as Architecture Analysis
and Design Language (AADL) and AltaRica are used, auto-

matically analyzing potential failures in a system model.
AADL provides a standardized textual and graphical nota-
tion for describing software and hardware system architec-
tures and their functional interfaces [18, 19]. Therefore, the
IMA system is proposed to model based on AADL [20–26].
However, its disadvantage is that it cannot directly perform
safety analysis and needs to be converted to other safety anal-
ysis methods such as Petri net and HiP-HOPS [16, 17]. In
addition, AltaRica [27] is high-level modelling language ded-
icated to safety analysis. Based on the AltaRica, there is a
commercial tool called Simfia, which is the modelling plat-
form for Airbus A380.

The two methods that GSPN and Fault tree driven Mar-
kov processes (FTDMP) are compared in [28]. Then, it
points out that GSPN is at a higher level in modelling formal-
ism and shows a superior modelling capacity compared to
FTDMP. A conceptual framework, which incorporates the
Semi-Markov Process (SMP) based complex behavior to
HiP-HOPS for modelling of complex system is proposed in
[29]. Although the quantitative analysis results obtained
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through this SMP [30, 31] is much more precise than the
results from GSPN analysis, the safety model in GSPN is
more intuitive. Moreover, in order to reduce the computation
for GSPN analysis, many mature simulation software tools
such as GreatSPN [32] and PIPE2 [33, 34] are developed.

The hybrid method that GSPN is used with these cell sys-
tems and the FTA process is applied to the upper-level sys-
tem is validated effectively [35]. Then, it gained a clear view
of the relationship between the failure of subsystems and
the failure of the system. However, it also lacks the further
safety evaluation for the whole system. In addition, GSPN
in some works [36–43] have been used to build a safety
model for a single dynamic system. But the model cannot
illustrate its interactions with other systems.

Within this broader context, the smaller novelties
include:

(1) According to the working principle, the IMA system
is simplified in order to make the safety model more
easily

(2) The proposed FTGPN method not only builds static
safety analysis for the top level of the IMA system
but also establishes the dynamic safety model for cell
systems

(3) FTGPN model for the IMA system is simulated with
PIPE2 tool and corresponding parameters can be
adjusted to meet the safety requirements easily

FTGPN method solves the problem of being unable to
conduct a comprehensive and accurate safety model for com-
plex IMA system. Moreover, FTGPN provides an effective
safety analysis method for the IMA system.

The section of this paper is organized as follows:

Section 2 introduces some preliminary knowledge mainly
about the IMA system and the FTGPN method. Section 3
establishes the FTGPN model with FTA and GSPN for the
IMA system. Section 4 makes the safety analysis for the
FTGPN model. Section 5 depicts the capabilities and limita-
tions of the FTGPN. Section 6 draws the conclusions.

2. Preliminary

In this section, the first IMA system is introduced. Then, an
interview of the GSPN is given.

2.1. Integrated Modular Avionics. IMA architectures provide
a general platform for hosting avionics in the aircraft. IMA
platform includes the shared processing system, shared data
network, and shared I/O system. The shared platform is an
efficient means for implementing avionic functionality since
it greatly reduces the electronic box and wire count in the air-
craft. Therefore, the IMA system enables a great reduction in
the size, weight, and power for a suite of avionic systems.

The IMA architecture is shown in Figure 1 [44]. The
ARINC-653 standard is a common implementation of soft-
ware partitioning [45]. It can guarantee each application’s
memory space and temporal execution environment so that
they will not be affected by other applications.

The shared network replaces many dedicated communi-
cation lines with a shared backbone network. A common net-
work implementation today is defined by the ARINC-664p7
standard [46]. ARINC-664p7 also includes the concept of
partitioning through the use of Virtual Links (VLs) to ensure
that communications from one application cannot affect the
contents or impact the temporal characteristics of the mes-
sage delivery (not-to-exceed data latency is guaranteed).
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The shared Input/Output (I/O) system acts as a gateway
to transfer I/O between many separate sources and the
shared network. This makes the I/O available to all
network-connected devices without having to run dedicated
wiring in the aircraft. Since many sources of data are concen-
trated onto a common network, these devices are typically
referred to as “Remote Data Concentrators (RDCs)” [47].

In order to model the IMA system, the simplified topol-
ogy of the IMA system is attained and shown in Figure 2.
These include the RDC, the General Processing Module
(GPM), and the shared communication data network using
the ARINC664 standard. The terminal AFDX has two inde-
pendent communication interfaces, which are channels A
and B, respectively. The software and hardware of the operat-
ing system for each GPM are the same while the software
applications of the GPM are different [2].

The IMA system works as a converter and all communi-
cation signals are processed in the system. First, the non-
AINC664 signal is converted to the ARINC664 signal. Sec-
ond, the signal goes through RDC. Third, it is transmitted
to the GPM through channel A or B. After the signal is being
processed, it is output through channel A or B from GPM.
Finally, the signal is changed to the corresponding non-
ARINC664 signal at RDC. This whole process is the simpli-
fied work theory of the IMA system. The following sections
will make a safety analysis for the IMA system based on its
simplified structure.

2.2. Overview of GSPN. GSPN is consisted by places (circu-
lar), transitions (rectangular bars), directed arcs, and tokens
(black bullets). The directed arcs connect input places to
transitions or transitions to input places. The places “P” rep-
resent the state or condition of a component. The transition
“T” describes the change in state from input to output place.
However, the direction of the flow of tokens is determined by
the directed arcs. Each arc has a multiplicity, which depicts
the token migration capacity of the arc. The transition can

only fire if the input place has an equal number of tokens
or more as the arc multiplicity [48–50].

In stochastic petri net (SPN), if a transition is fired, the
token waits until the firing delay (which helps to stop the
token). Once the firing delay ends, the migration of tokens
takes place from initial to final place, and the number of
tokens migrating depends upon the input and output func-
tions. Then, SPN was extended to GSPN. Besides SPN fea-
tures, two new features are added which are immediate
transition firing and inhibitor arcs (used to disable the tran-
sition when a token is present in input places) [51, 52]. The
definitions of the GSPN are introduced as follows.

A GSPN is a 6-tuple (P, T , F, W, M0, λ) where:

(1) P = fp1, p2,⋯, pmg is a finite set of places, n ≥ 0
(2) T = T1 ∩ T2 presented all the transitions

T1 = ft1, t2,⋯, tmg is a finite set of timed transitions
which is associated with a random delay time between
enabling and firing;

T2 = ftm+1, tm+2,⋯, tng is a finite set of immediate transi-
tions which can be fired randomly and the delay is zero.

(3) F ⊆ ðP × TÞ ∩ ðT × PÞ is a set of arcs
There exist inhibitor arcs that can only form places to

transitions and make the enable conditions to be disenabled.

(4) W is a weight function of arcs

(5) M0 : P→ f0, 1, 2, 3,⋯g is initial marking where ðP
× TÞ = φ ∩ ðT × PÞ = φ

(6) λ = fλ1, λ2,⋯, λng is a set of the firing rates corre-
sponding to the timed transitions

Mi is from M0. For example, as shown in Figure 3, M is
represented by fP1, P2, P3g. M0 is {1,0,0}. A new marking
M1f0, 1, 0g is reached when timed transitions T1 is enabled.
M1 marking is Vanishing state because the immediate transi-
tion T2 is enabled at once. Meanwhile, the Tangible state
M2f0, 0, 1g is reached. M0, M1, and M2 are the reachability
sets for the simple system. M0 and M2 are Tangible states,
while M1 is Vanishing state. That is Vanishing state can
change to a new Tangible state immediately.

3. Proposed FTGPN Method

Traditional safety analysis methods (such as fault trees, reli-
ability block diagrams, binary decision diagrams, and Mar-
kov process models) cannot effectively simulate the
dynamic behaviour of the system. However, GSPN is suitable
for modelling the dynamic behaviour of the system [50].
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Figure 2: The simplified topology of the IMA system.
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Therefore, the FTGPN approach is developed to combine
fault trees and GSPN in a new way. And FTGPN is used to
make safety analysis for the IMA system in this paper.

3.1. Brief Description of FTGPN. FTGPN is depicted clearly
with a simple example in Figure 4. The failure of component
Z1 is represented by “Z1”, while the failure of component Z2
is represented by “Z2”. Fault tree uses λz1 and μz1 as the fail-
ure and repair rates of component Z1 for quantitative analy-
sis. If the component Z1 has failed, the FTGPN would use a
GSPN model to represent the failure behaviour of Z1.

FTGPN approach is applied in the following steps. First,
the fault tree is used to clearly identify the cell systems’
sequence with the deductive logic and establish the top level
of the system. Second, the GSPN model for each cell systems
is built. Third, the GSPN of cell systems are constructed
according to the architecture of the fault tree. Finally, the
FTGPN model for the whole system is formed and it can be
made the safety analysis with the PIPE2 tool. And how to
establish the FTGPNmodel for the IMA system will be intro-
duced in detail in the following sections.

3.2. FTA Modelling. Generally, in order to ensure that the
FTGPN model is correct and effective for application, some
restrictions need to be made. It is assumed that the following
conditions are true:

Assumption 1. Each component of the system has only two
states, which are failed and operational.

Assumption 2. Each component in the system fails indepen-
dently, and no more than two components will fail at the
same time.

Assumption 3. The maintenance equipment is sufficient, and
the component is repaired in time after failed, and the
repaired component is new as before.

Assumption 4. The failure rate of component is λ.

Assumption 5. The repair rate of component is μ.

Figure 5 shows the fault tree analysis for the architecture
of the IMA system. The failure of RDC is represented by B.
Meanwhile channel A of ARINC664 network is C1 and chan-
nel B of ARINC664 network is C2. Then, both of them lead to
the failure of ARINC664 network represented as C. In addi-
tion, CPU is D, memory is E, RTOS is H, and the software
of end system is G. Therefore, that one of them is failure will
lead to the failure of GPM represented as M. Moreover, the
relationship among the RDC, the ARINC664 network, and
the GPM is combined with “OR”.

3.3. FTGPN Modelling. Based on the module theory, the
GSPN model for GPM and ARINC664 network are estab-
lished firstly. Finally, the top level of the FTGPN model for
the IMA system is synthesized.

3.3.1. GPMModel. The GSPN of GPM model is illustrated in
Figure 6, and model descriptions are presented in Tables 1
and 2. The working process for GPM is as follows. It is oper-
ational normally at first. After a random time, CPU changes
from Pdw to the Pdf and the marks in Pmw is empty (the num-
ber of marks in Pmn is 1, and it is used to prohibit the failure
of other components in GPM), then the immediate transition
Tmf is triggered, and the GPM changes from Pmw to Pmf . A
random time later, it is assumed that the CPU in the GPM
is repaired, and it changes from Pdf to Pdw (the marks of
Pdf and Pmn disappear). Then, the CPU changes from Pmf

to Pmw, and it indicates that CPU is operational.

3.3.2. ARINC664 Network Model. The GSPN model of the
ARINC664 network is depicted in Figure 7, and the model
descriptions are presented in Tables 3 and 4. The working
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Figure 5: The FTA model of the IMA system.
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process for the ARINC664 network is as follows. It is opera-
tional normally at first. After a random time, ARINC664 net-
work channel A changes from Pc1w to Pc1f , and the number
of marks in Pcw becomes 1, then the number of marks in
Pcn is 1. When the number of marks in Pcw becomes 0 and
the number of marks in Pcn becomes 2, the immediate tran-
sition Tcf is triggered, and the ARINC664 network changes
to Pcf . A random time later, ARINC664 network channel A
changes from Pc1f to Pc1w, and the ARINC664 network sys-
tem recovers to Pcw.

3.3.3. FTGPN Model. The FTGPN model of the IMA system
is shown in Figure 8, and the model descriptions are pre-
sented in Tables 5 and 6. The working process for the IMA
system is as follows. The IMA system works normally at first.
After a random time, the transition Tbf is triggered and the
IMA system changes to Paf . A random time later, the RDC

recovers to operational, and the transition Tbr is triggered
next. Meanwhile, the mark of Paf disappears, and the IMA
system recovers to operational. Finally, according to top level
of FTA model for the IMA system, the GSPN models for the
cell systems such as GPM and ARINC664 network are com-
bined to the FTGPN model. Additionally, the safety analysis
is made for the IMA system in the following sections.

4. Results and Discussion

The tool PIPE2 [33, 34] is used to make analysis for the
FTGPN model of the IMA system. PIPE2 is an open-source
tool that supports creating and analyzing Petri nets and has
an easy-to-use graphical user interface that allows a user to
establish stochastic petri net models. Additionally, the analy-
sis environment in this tool includes different modules such
as steady-state analysis, reachability/coverability graph anal-
ysis, and GSPN analysis [37].
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Figure 6: The GSPN model of GPM.

Table 1: Places in the GSPN model for GPM.

Name Operational meaning

Pmw GPM is operational

Pmf GPM is failed

Pdw CPU is operational

Pdf CPU is failed

Pew Memory is operational

Pef Memory is failed

Phw RTOS is operational

Phf RTOS is failed

Pgw Software is operational

Pgf Software is failed

Pmn Number of components in failed state

Table 2: Transitions in GSPN model for GPM.

Name Operational meaning Trigger rate (1/h)

Tmr GPM goes from failed to operational —

Tmf GPM goes from operational to failed —

Tdr CPU goes from failed to operational 0.001

Tdf CPU goes from operational to failed 2 × 10−5

Ter Memory goes from failed to operational 0.002

Tef Memory goes from operational to failed 2 × 10−5

Thr RTOS goes from failed to operational 0.0011

Thf RTOS goes from operational to failed 5 × 10−5

Tgr Software goes from failed to operational 0.0011

Tgf Software goes from operational to failed 5 × 10−5
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First, the FTGPN model is established in PIPE2 as shown
in Figure 8. Then, the analysis results in Tables 7 and 8 can be
obtained through GSPN analysis. As depicted in Table 7, the
IMA system’s operational states are M0, M5, and M6, and
the number of tokens in Paf is 0. Moreover, the total value
of M0, M5, and M6 is 0.89213. It equals to the probability
of Paf when the number of tokens is 0 (μ = 0) in Table 8.
Therefore, the conclusion is that the probability of the IMA
system in operational state is 0.89213.

Figure 9 illustrates the reachability graph of the
FTGPN model for the IMA system. Each of the graph
node acts as one of the IMA system states, and the initial
state is node S0. It is known that S0 = f0, 0, 0, 0, 1, 0, 1, 0,
0, 2, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 1g, which is represented by the
number of tokens in each place. Also, S0 is corresponding
to M0 in Table 7. In addition, the Tangible state is pre-
sented in red color, while the blue color is for Vanishing
state. Therefore, the marking of the Tangible state is cor-
responding to the marking in Table 7.

As shown in Figure 9, the states are changed by firing the
transitions. For instance, state S0ðM0Þ is fired by transition
Tc1f and then becomes S6ðM6Þ. Meanwhile, state S0ðM0Þ is
fired by transition Tc2f and then becomes S5ðM5Þ. These

can all be referred to in Table 7. The number of marks is
changing in the corresponding transitions such as Pc1f , Pc1w,
Pc2f , and Pc2w. Meanwhile, S7ðM1Þ, S8ðM2Þ, S9ðM3Þ, and
S10ðM4Þ can be found in the corresponding states in
Table 7. The states in Table 7 match with the Tangible state
with red color one by one in Figure 9. Although the results
can be attained manually from Figure 7, the whole reach-
ability graph for a complex system is got fast and accurate
with the PIP2 tool.

In addition, every small part of the reachability graph
is a closed loop. For instance, first, S6ðM6Þ is fired by
transition Tdf and becomes S18. Second, S18 is fired by
transition Tmf and becomes S27. Third, S27 is fired by
transition Tdr and becomes S29. Finally, S29 is fired by
transition Tmr and returns to S6ðM6Þ. The whole process
is a circle which is depicted in purple color in Figure 9.
And the reachability graph is composed of many circles.
These indicate all the Tangible states and Vanishing states
for the IMA system. Moreover, according to the reachabil-
ity graph, further research for quantitative analysis can be
made in the future.

The different initial random firings have been imple-
mented for the simulation of the FTGPN model. The token
distribution has been updated by 100, 500, and 1000 random
firings, which are shown in Figure 10.

The graph in Figure 10 shows that the three lines almost
coincide. The highest point is Pcw, and the average number of
tokens is close to 2, while the lowest points are Pbf , Pbw, and
Pcf . The value of Pbw is not our expectation. Therefore, corre-
sponding countermeasures should be developed to increase
its value and make it get to 1. Obviously, the simulation for
the FTGPN model allows users to analyze the failure behav-
ior of IMA systems in a more intuitive way. In fact, the above
simulations are used to explain the application to the FTGPN
model of the IMA system. However, it does not correspond
to the real case in the aircraft. For example, there is no repair
for the IMA system when the FTGPN model is based on the
flight. Although the FTGPN method for modelling the IMA
system is verified effectively, further quantitative analysis
should be made in the future.

Table 3: Places in GSPN model for ARINC664 network.

Place Operational meaning

Pcw ARINC664 network is operational

Pcf ARINC664 network is failed

Pc1w ARINC664 network channel A is operational

Pc1f ARINC664 network channel A is failed

Pc2w ARINC664 network channel B is operational

Pc2f ARINC664 network channel B is failed

Pcn Number of channels in failed state

T
c2f

P
c2w
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T
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P
c1w

P
c1f

T
c1f T

c1r
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P
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T
cf 2 2

Figure 7: The GSPN model of ARINC664 network.

Table 4: Transitions in GSPN model for ARINC664 network.

Transition Operational meaning
Trigger
rate (1/h)

Tcf
ARINC664 network goes from

operational to failed
—

Tcr
ARINC664 network goes from

failed to operational
—

Tc1f
ARINC664 network channel

A goes from operational to failed
2 × 10−5

Tc1r
ARINC664 network channel

A goes from failed to operational
0.001

Tc2f
ARINC664 network channel

B goes from operational to failed
2 × 10−5

Tc2r
ARINC664 network channel

B goes from failed to operational
0.001
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5. Capabilities and Limitations of the FTGPN

Some of the capabilities and limitations (limitation in making
accurate quantitative analysis for the IMA system) of the
FTGPN are discussed in this section.

5.1. Capabilities of the FTGPN. The FTGPN offers the follow-
ing capabilities.

(1) First, the architecture of the IMA system is simplified
according to the work theory. And this is a very
important step to build the FTA model for the top
level of the system

(2) The FTGPN method establishes the top level of the
IMA system with FTA in the static model, while the
cell systems are built with GSPN in a dynamic model.
In addition, the dependency and interactions among
the IMA system are depicted intuitively by the
FTGPN model

(3) PIPE2 tool is chosen to make a simulation for the
FTGPN model of the IMA system. The results are
not only the Tangible states but also the probability
of the IMA system in operational. In addition, the
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Figure 8: FTGPN model of the IMA system.

Table 5: Places in GSPN model for RDC and IMA system.

Place Operational meaning

Pbw RDC is operational

Pbf RDC is failed

Paf IMA system is failed

Table 6: Transitions in the GSPN model for RDC.

Transition Operational meaning
Trigger rate

(1/h)

Tbf
RDC goes from operational to

failed
2:0 × 10−5

Tbr
RDC goes from failed to

operational
0.001
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reachability graph which depicts all the states can be
attained automatically. Moreover, the number of
tokens is illustrated clearly in each place. Therefore,
the corresponding measures can be taken according
to the simulation

5.2. Limitations of the FTGPN. The FTGPN has the following
limitations. All will be resolved is our future works.

(1) The simplified IMA system is used in this paper.
However, it is known that simplifying the complex

Table 7: GSPN steady-state analysis results set of Tangible states.

M0 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14
Paf 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1

Pbf 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Pbw 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Pc1f 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1

Pc1w 1 1 1 1 1 1 0 1 0 1 0 1 0 1 0

Pc2f 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0

Pc2w 1 1 1 1 1 0 1 0 1 0 1 0 1 0 1

Pcf 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Pcn 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

Pcw 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1

Pdf 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1

Pdw 1 1 1 1 0 1 1 1 1 1 1 1 1 0 0

Pef 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0

Pew 1 1 1 0 1 1 1 1 1 1 1 0 0 1 1

Pgf 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0

Pgw 1 1 0 0 1 1 1 1 1 0 0 1 1 1 1

Phf 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0

Phw 1 0 1 1 1 1 1 0 0 1 1 1 1 1 1

Pmf 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1

Pmn 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1

Pmw 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0

Table 8: Token probability density.

Paf Pbf Pbw Pc1f Pc1w Pc2f Pc2w

μ = 0 0.89213 1 1 0.98077 0.01923 0.98077 0.01923

μ = 1 0.10787 0 0 0.01923 0.98077 0.01923 0.98077

μ = 2 0 0 0 0 0 0 0

Pcf Pcn Pcw Pdf Pdw Pef Pew

μ = 0 1 0.96154 0 0.98216 0.01784 0.99108 0.00892

μ = 1 0 0.03846 0.03846 0.01784 0.98216 0.00892 0.99108

μ = 2 0 0 0.96154 0 0 0 0

Pgf Pgw Phf Phw Pmf Pmn Pmw

μ = 0 0.95945 0.04055 0.95945 0.04055 0.89213 0.89213 0.10787

μ = 1 0.04055 0.95945 0.04055 0.95945 0.10787 0.10787 0.89213

μ = 2 0 0 0 0 0 0 0
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system is difficult. Therefore, we should develop a
new method to generate the FTA automatically. This
work should be done in the future

(2) It takes much time to establish the FTGPN model.
In addition, it is very easy to make mistakes in
building model manually. Therefore, a software
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Figure 9: Reachability graph of the FTGPN model for the IMA system.
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which can generate the model automatically should
be developed

(3) Comparing with the existing approaches [12, 29–32],
the FTGPNmethod is better in establishing the safety
model clearly and directly. However, quantitative
analysis for FTGPN is not accurate. Therefore, the
quantitative analysis of the FTGPN should be opti-
mized and verified with the Aircraft fuel distribution
system. Making optimization for quantitative analy-
sis is my further work

(4) In this paper, the PIPE2 tool is chosen to make the
simulation. Because of the limitations of the tool,
the safety analysis is inadequate. Therefore, the func-
tions for the tool should be extended especially in
quantitative analysis

6. Conclusion

FTGPN model is proposed for dynamic safety analysis of the
IMA system. First, FTA is introduced to make a static model
for the top level of the IMA system, and then GSPN is
employed to construct a dynamic model for cell systems. It
represents an advancement model for safety analysis and
allows faster, automatic analysis of dynamic systems using
GSPN. The FTGPN model has combined the advanced fea-
tures of FTA with GSPN. The integration for the two safety
analysis methods is a potential tool to make the safety analy-
sis for the complex and interactive IMA system.

The conclusions of this paper are as follows:

(1) The complex IMA system is simplified properly
which makes the rest work such as establishing the
FTGPN model more easily

(2) The FTGPN method for combining the FTA and
GSPN and applying in the IMA system not only
shows the relationship between cell systems but also
simulates the dynamic interactions in each cell
system

(3) PIPE2 is used to simulate the FTGPN model of the
IMA system. All the parameters that we need are
shown to us obviously. Then, we can adjust them to
meet the safety requirements conveniently

However, for the large system including thousands of
components, it is difficult to build the FTGPN model. It is
better to develop a tool that can establish the FTGPN model
and make safety analysis for it automatically.
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With the development of the increasing demand for cooling air in cabin and electronic components on aircraft, it urges to present
an energy-efficient optimum method for the ram air inlet system. A ram air performance evaluation method is proposed, and
the main structural parameters can be extended to a certain type of aircraft. The influence of structural parameters on the ram
air performance is studied, and a database for the performance is generated. A new method of integrating the BP neural
networks and genetic algorithm is used for structure optimization and is proven effective. Moreover, the optimum result of
the structure of the NACA ram air inlet system is deduced. Results show that (1) the optimization algorithm is efficient with
less prediction error of the mass flow rate and fuel penalty. The average relative error of the mass flow rate is 1.37%, and
the average relative error of the fuel penalty is 1.41% in the full samples. (2) Predicted deviation analysis shows very little
difference between optimized and unoptimized design. The relative error of the mass flow rate is 0.080% while that of the
fuel penalty is 0.083%. The accuracy of the proposed optimization method is proven. (3) The mass flow rate after
optimization is increased to 2.506 kg/s, and the fuel penalty is decreased by 74.595 Et kg. The BP neural networks and genetic
algorithms are studied to optimize the design of the ram air inlet system. It is proven to be a novel approach, and the
efficiency can be highly improved.

1. Introduction

The ram air inlet of the aircraft environmental control system
(“ECS”) is a key component of the air source introduction
and plays a very key role in the system performance. A
NACA (National Advisory Committee for Aeronautics) air
inlet is one of the typical forms, designed by Davis et al. [1]
in 1945. Its unique shape controls the involvement of the
attached surface layer to a certain extent and increases the
flow of mainstream air into the inlet using the side coiling
effect, which has a unique advantage in high backpressure
and high flow rate conditions. Besides, compared with other
air inlets, its air pressure loss is smaller, so it is widely used.
The inlet intake shape of different NACA air intakes is the
same. However, the inlet position and structural parameters
are different. Currently, most design of NACA air inlets

follows the instruction of ESDU 86002 document [2], in
which a two-dimensional surface design instruction is pre-
sented. It cannot be extended to all of the NACA shape
design especially to three-dimensional shape of different
aircraft. And there are no uniform standard and specification
for its optimization method. Therefore, it is of practical sig-
nificance to find a method for NACA air inlet optimization
for the actual airplane surface. The following advances have
been made in the design of an air inlet for airborne and
onboard engines.

The CFD simulation technique was adopted by Surve,
Wang et al., and Xiaolong et al. [3–5]. The inlet drag, total
pressure recovery coefficient, and torque loss of the onboard
engine were designed and calculated, and the performance of
the onboard engine was improved. The optimization algo-
rithm was introduced into the calculation by Jiang et al.
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and Li et al. [6, 7], and the algorithm was proven by
experiments. The structural optimization design method
combining the BP neural network and genetic algorithm
was proposed by Guo and Lu [8], and the value of this
method in the design of parts of an aeroengine was
proven by CFD simulation.

As mentioned above, the design and optimization of the
inlets mainly focus on the airborne and vehicle engines, but
there are few researches on the aircraft ram air inlet, and
the performance evaluation criteria of the ram air inlets are
different from those of the above-mentioned engines. Gener-
ally, the criterion of an air inlet of engines is the mass flow
rate, while the criteria of ram air inlet performance are com-
plicated, including total pressure recovery coefficient, mass
flow rate, and aerodynamic resistance, and fuel usage is also
needed to be involved. Therefore, the existing theory and
method are limited for the full study of a ram air inlet.

There are many prediction methods for parameters, such
as linear regression analysis, polynomial analysis based on
linear regression expansion, artificial neural networks, time
series analysis, least squares support vector machines, and
other prediction methods. The methods of parameter opti-
mization mainly include sample experiment optimization,
simulated annealing algorithm optimization, genetic algo-
rithm optimization, and other optimization methods. In fact,
each of these methods has its own characteristics.

The combination of BP neural networks and genetic
algorithms has advantages for the above problem solving.
The BP neural network has an excellent nonlinear mapping
ability. After sample training, the relationship between differ-
ent input parameters and different output parameters can be
obtained, which can solve the mapping problem of multiple
structural parameters and multiple evaluation indicators.
Meanwhile, the genetic algorithm overcomes the drawbacks
of narrow applicability and slow convergence of traditional
optimization algorithms, which can cope with discontinu-
ous, high-dimensional, multipolar values in real processes.
Accordingly, the genetic algorithm has a strong global
optimization capability and can use mapping relationships
to evaluate the fitness of individuals, which is applicable to
the global optimization solution of structural parameters.

In this paper, an air inlet performance evaluation method
for multiple performance indicators is proposed and a data-
base of multiple structural parameters and multiple perfor-
mance indicators is established. On this basis, the influence
of the structural parameters of the NACA air inlet on its
performance is investigated. Also, in conjunction with the
artificial intelligence algorithm, the structural parameters
of the air inlet are optimized and determined. Finally,
the reliability of this optimization algorithm is proven by
numerical calculation.

2. NACA Air Inlet Structure Parameters and
Evaluation Indicators

2.1. NACA Air Inlet Structure Parameters. Before the struc-
tural optimization design, the structural parameters of the
air inlet need to be decomposed to obtain the main structural
parameters. A NACA ram air inlet is a common part of an air

inlet for aircraft environmental control systems [9], and its
structure is shown in Figure 1. Due to the influence of the
opening form, when the airflow enters the inlet, a symmetri-
cal swirling vortex is generated at the throat, which improves
airflow and increases the inlet mass flow rate. The main
structural parameters that affect inlet performance are slope
inclination (α), throat aspect ratio (Awdt), and opening
length (L1).

2.2. NACA Air Inlet Performance Evaluation Index. The
existing experience proposes that the total pressure recovery
coefficient, ram recovery rate, mass flow rate, and resistance
can be used as inlet performance evaluation indicators, which
are mainly single indicators for the aerodynamic perfor-
mance of a ram air inlet. For civil aircraft, the system weight,
engine power, and system resistance should also be taken
into account for a comprehensive evaluation of the system.
Therefore, the fuel penalty can be regarded as an economic
performance indicator for evaluating the ram inlet of the
environmental control system, which should be taken into
account in the design of the air inlet. Moreover, the mass flow
rate is taken as the basic design requirement for the air inlet.

Therefore, the following two requirements should be
involved in the optimized design: (1) guaranteed minimum
fuel penalty ΔW and (2) the inlet mass flow rate M higher
than the minimum mass flow rate Md . In this paper, Md =
2:506 kg/s.

The fuel penalty of the ram air inlet of the environmental
control system consists of two aspects: the fuel penalty W fD
caused by the fixed system unit weight and the fuel penalty
W fx caused by the ram air resistance.

The fuel weight W fD consumed by the fixed system unit
weight WD on the aircraft can be expressed as [10]

W fD =WD exp Ce ⋅ τ0 ⋅ g
K

� �
− 1

� �
, ð1Þ

where Ce is the fuel consumption ratio (kg/N/h), τ0 is the
flight time (h), g is the gravitational acceleration (m/s2),
and K is the aerodynamic mass of the aircraft.
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Figure 1: Diagram of a NACA ram air inlet.
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Due to differences in fuel consumption ratios, flight
time, and speed of different aircraft, the fuel penalty caused
by the fixed system unit weight is defined as W fD/WD =
exp ðCeτ0g/KÞ − 1, expressed as Et. At this point, formula
(1) can be written as

W fD =WD ⋅ Et: ð2Þ

The fuel penalty W fx caused by aerodynamic resistance
can be described as [10]

W fx =
X ⋅ K
g

exp Ce ⋅ τ0 ⋅ g
K

� �
− 1

� �
, ð3Þ

where X is the aerodynamic resistance of the ram air inlet,
which is related to the mass flow rate M and the flight speed
v, described as

X =M ⋅ v: ð4Þ

Then, formula (3) can be expressed as

W fx =
M ⋅ v ⋅ K

g
⋅ Et: ð5Þ

Therefore, the total fuel penalty ΔW caused by the air
inlet can be expressed as

ΔW = WD + M ⋅ v ⋅ K
g

� �
⋅ Et: ð6Þ

3. NACA Air Inlet Optimization Design Method
Based on an Artificial Intelligence Algorithm

3.1. Air Inlet Optimization Design Process. Considering that
there is no clear functional relationship between the inlet
structure parameters and the performance evaluation indica-
tors, one possible solution is that a data-driven prediction
model can be used to establish a functional relationship and
an intelligent optimization algorithm model can be used to
optimize the structural parameters of the air inlet.

This process involves the determination of optimization
structural parameters and performance evaluation indica-
tors, the acquisition of data samples, the establishment of
prediction models, the establishment of optimization models,
and the comparison and verification of optimization results.

3.2. The Establishment of the Air Inlet Performance Database.
Data samples were acquired from numerical simulations of
aircraft ram air inlet models. The data sample collection
includes the design of structural parameters, the generation
of parametric model and parametric grid, the batch simula-
tion calculations, and the export of results.

In this paper, the throat aspect ratio, slope inclination,
and opening length were selected by the instruction in ESDU
86002 document, which are the key structural parameters
affecting the air intake performance. For sample expansion,
three structural parameters were divided into six sample test
values. The total sample is 63 = 216, as shown in Table 1.

In this paper, the internal and external flow fields of the
whole aircraft with ram inlets were calculated for 216 sets
of working conditions with different aspect ratios, slope incli-
nations, and opening lengths and a database of aircraft air
intake performance is obtained.

In order to obtain a database of inlet performance with
different structural parameters, the reliability of the calcula-
tion method was verified first. The simulation was carried
out by ANSYS CFX. The validation uses the DLR-F6 model,
which is proven by the wind tunnel experiment conducted by
the AIAA Resistance Prediction Workshop (DPW) [11, 12].
The simulation results are shown in Table 2.

It can be seen from Table 2 that when the grid num-
ber reaches 19745870, the resistance coefficient does not
fluctuate much and the calculation error is less than 1%.
Therefore, the k-ε turbulence model is selected in this
paper. The grid type is a structured grid, and the grid
number is 19745870. The velocity flow diagram of the
air inlet is shown in Figure 2.

As shown in Figure 2, the ram air flow field before the
entrance of the NACA inlet is uniform; after the entrance,
due to the expansion angle, the flow is separated, the flow
velocity in the middle is large, and the flow velocity on both
sides is small; there is a vortex flow on the left and the right
side of the outlet surface, and the distribution is relatively
symmetrical. The vortex flow results in the strong entrainain-
ment of the NACA inlet, which facilitates the introduction of
more ram air.

The flow separation occurs at the downstream of the air
inlet throat. At the same time, due to the joint influence of
wing fairing and outer wing, the peripheral flow field of the
air inlet has a certain side slip angle in the flow direction,
which is not consistent with the axis direction of the air inlet.
In addition, flow separation may also be caused by the dilated
segment behind the throat. Both of these two factors affect
the air inlet performance.

Further, the 216 conditions listed above were calculated
to obtain the database of aircraft inlet performance with dif-
ferent structural parameters, and general laws of the database
were analyzed, as shown in Figures 3 and 4.

In Figures 3–6, it can be seen that the fuel penalty and
mass flow rate of the aircraft tend to increase monotonously
with the change of the aspect ratio, slope angle, and opening
length and the curvature is not fixed.

When the slope angle is large, the mass flow rate changes
smoothly after the aspect ratio becomes larger than 3.5.

Table 1: Structure parameters.

Throat aspect ratio Slope inclination (°) Opening length (mm)

2 6 1460

2.4 6.4 1555

2.8 6.8 1650

3.2 7.2 1745

3.6 7.6 1840

4 8 1935
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Figure 2: Velocity streamline of a NACA ram air inlet.

Table 2: Comparisons between predictions of CFX and test results.

Method CL CD ΔCD
Experiment 0.500 0.02950 —

Simulation calculation (grid number 6353702) 0.500 0.03094 0.000144

Simulation calculation (grid number 10694138) 0.500 0.029781 0.00031

Simulation calculation (grid number 19745870) 0.500 0.02976 0.00026

Simulation calculation (grid number 29573892) 0.500 0.02975 0.00025

4 International Journal of Aerospace Engineering



Meanwhile, it can be seen that the mass flow rate at the air
inlet is relatively small in many conditions. However, these
conditions do not meet the design requirements and need
to be screened in the later optimization.

3.3. BP Neural Network. The BP (back propagation) neural
network algorithm is a typical algorithm of artificial neural

networks, which estimates the errors of each layer in the form
of error back propagation [13, 14]. The BP neural network
has strong nonlinear generalization capability, which can
obtain the global mapping between arbitrary input variables
and output variables and accurately simulate the distribution
of the mass flow rate and fuel penalty. Therefore, based on
the BP neural network, the data-driven prediction model
was established. The mapping relationship Snet between the
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Figure 3: Fuel penalty with different aspect ratios and opening
lengths at a slope angle of 6°.
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Figure 4: Fuel penalty with different aspect ratios and slope angles
at an opening length of 1460mm.
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Figure 5: Mass flow rate with different aspect ratios and opening
lengths at a slope angle of 6°.
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Figure 6: Mass flow rate with different aspect ratios and slope
angles at an opening length of 1933mm.
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output performance indicator aggregate S and the input
structure parameters was established, and the abstract
function is

S M, ΔWð Þ = Snet Awdt, α, Lð Þ: ð7Þ

The topology of the BP neural network prediction model
is shown in Figure 7.

The BP neural network algorithm is also known as the
error back propagation algorithm for multilayer perceptron.
As shown in Figure 7, the output error is gradually propa-
gated through the implicit layer to the input layer in some
form, and the error is distributed to all the units in each
layer to obtain the error signal. In this process, the output
error is used to estimate the error of the previous layer
adjacent to the output layer, and then, the error of the pre-
vious layer is estimated by this error. The error is propa-
gated layer by layer; in this way, the error of all other
layers can be obtained.

Based on MATLAB, the BP neural network toolbox
was called [15] to establish the network topology of the
prediction model.

The network topology was established based on the
newff function. Sample training was carried out based on
the train function. Simulation was performed based on
the sim function. The specific parameters of the network
are shown in Table 3.

3.4. Genetic Algorithm Optimization Model. The genetic
algorithm, one of the representative algorithms in the field
of artificial intelligence, carries out “survival of the fittest”
for individuals [16]. The genetic algorithm has a strong abil-
ity of global optimization and can use mapping relationship
to evaluate the fitness of individuals, which is suitable for
the global optimization of structural parameters without
specific expressions.

In order to optimize the structural parameters, an
optimization model was built and a range of structural
parameters was given.

min ΔWi = Snet Awdt, a, Lð Þ,
Mi = Snet Awdt, a, Lð Þ >Md ,

(

2 ≤ Awdt ≤ 4,

6 ≤ a ≤ 8°,

1460 ≤ L ≤ 1933mm:

8>>><
>>>:

ð8Þ

The code of the genetic algorithm was compiled based on
MATLAB, and the key parameters of the general genetic
algorithm are set as shown in Table 4. In addition, if the mass
flow rate of an individual is lower than the minimum mass
flow rate, the fuel penalty will increase a penalty value.

3.5. Combination of the BP Neural Network and Genetic
Algorithm Optimization Model. The BP neural network uses
sample point data for sample training to obtain data mapping

relationships. Depending on the data mapping relationship,
the optimal data can be found in the global parameter range.
A schematic diagram of BP neural networks and genetic
algorithms is shown in Figure 8.

As shown in Figure 8, the input data of the BP neural net-
work contains the throat aspect ratio, slope angle, opening
length, fuel penalty, and mass flow rate. The output data
mapping relationships are the throat aspect ratio, slope incli-
nation, and opening length versus fuel substitution loss and
mass flow. The output data mapping relationship is the rela-
tionship between the throat aspect ratio, slope angle, and
opening length and fuel penalty and mass flow.
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ij
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Figure 7: Topology of the BP neural network prediction model.

Table 3: BP neural network parameters.

Parameters Settings

Number of input layer neurons 3

Number of hidden layer neurons 8

Number of output layer neurons 2

Intermediate result display period 50

Learning rate 0.01

Maximum number of iterations 10000

Target error 0.001

Hidden layer activation function tansig

Output layer activation function purelin

Training function trainlm

Table 4: Genetic algorithm parameters.

Parameters Settings

Population size 100

Iterations 2000

Chromosome length 30

Crossover rate 0.8

Mutation rate 0.1
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The global parameters solved by the genetic algorithm
are the throat aspect ratio, slope angle, and opening length
in a certain range. The objective is to find the combination
of structural parameters whose mass flow rate is higher than
the minimum value and whose fuel penalty is the lowest at
the same time.

Therefore, the method of combining the BP neural net-
work and genetic algorithm was proposed to optimize the
structure of a NACA air inlet; the specific flow is shown
in Figure 9.

As shown in Figure 9, a BP neural network was estab-
lished based on the collected database, the network topology
was determined, and data samples were input for training.

The network was expressed in terms of network weights
and thresholds, which was invoked in the course of the
genetic algorithm adaptation calculation. Draw support
from genetic algorithms, and the optimal structural param-
eters of the NACA air inlet were obtained through the
selection, replication, crossover, variation, and replacement
of the population.

4. Optimization Results and Discussion

The database of different structural and performance param-
eters of the NACA air inlet is obtained by CFD simulation.
The data are put into the optimization method of the BP neu-
ral network and genetic algorithm to train and optimize the
samples. The data were trained and optimized by the optimi-
zation method combining the BP neural network and genetic
algorithm.

Finally, the optimized NACA inlet structure parameters
and the mass flow rate and fuel penalty predicted based on
the BP neural network and genetic algorithm were obtained.
The performance indicators calculated by ESDU and the
optimized algorithm are shown in Table 5.

As shown in Table 5, the NACA inlets before and after
optimization all meet the mass flow rate requirements. The
fuel penalty after optimization is much lower than the one
before optimization.

The comparison between the full-sample predicted value
of the BP neural network and the calculated value of CFX is
shown in Figures 10 and 11.

As shown in Figures 10 and 11, the penalty and mass flow
rate error between predicted and calculated values by CFX
are small.

The error is represented by the absolute value of mean
relative error [17], in order to comprehensively describe the
relative error of the test sample. In this case, the absolute
values of mean relative error of the mass flow rate and fuel
penalty are 1.37% and 1.41%, respectively. It can be seen that
the calculation error of the optimization method adopted in
this paper is reasonable.

Since the mass flow rate and fuel penalty of the NACA
inlet after optimization are predicted by the BP neural net-
work, they cannot fully represent the real performance value
with the optimized structural parameters. Therefore, further
CFX simulation was conducted to obtain the mass flow rate
and fuel penalty at the optimized slope angle (6.813), throat
aspect ratio (2.507), and opening length (1781.840). The
specific results are shown in Table 6.

As can be seen from Table 6, after optimization, on the
premise that the actual mass flow rate meets the design
requirements, the fuel penalty is reduced by 74.595Et kg
compared with that before optimization. The error between
the optimized prediction value and CFX simulation result is
small, the relative error of the mass flow rate is 0.080%, and
the relative error of the fuel penalty is 0.083%.

Therefore, it is proven that the BP neural network and
genetic algorithm optimization model adopted in this paper
is reliable.

5. Conclusion

The existing design specifications cannot fully satisfy the
need of aircraft NACA inlet design because of the light
weight requirements and higher inlet flow demands. There-
fore, by combining the BP neural network and genetic
algorithm, a set of optimization design methods which is
proven to be suitable for an aircraft NACA air inlet was
proposed in this paper. Besides, this method was used to
optimize the air inlet of a certain type of aircraft. It can be
summarized as follows:

(1) The fuel penalty and the lower limit of the inlet mass
flow rate can be regarded as the two objectives in the
optimization process so that not only the fuel econ-
omy has to consider the intake demand

(2) A method combining the BP neural network and
genetic algorithm was proposed, and the prediction
error of the mass flow rate and fuel penalty is small.
The absolute values of mean relative error of the total
sample mass flow rate and total sample fuel penalty
are 1.37% and 1.41%, respectively

(3) Compared with the simulated value of the NACA air
inlet before the optimized design, on the premise that
the mass flow rate is higher than 2.506 kg/s, the fuel

Input parameter
(partial sampling

point data)

Global
parameter range

Optimum
parameter

Output parameter
(data mapping
relationship)

BP neural network

Genetic algorithm

Figure 8: Schematic diagram of BP neural networks and genetic
algorithms.
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penalty is reduced by 74.595Et kg. This is extremely
important for commercial aircraft

As a conclusion, the present method is attractive because
it is effective for solving optimization design of the NACA
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Figure 9: Flow diagram of the optimization method.

Table 5: Comparison of parameters before and after optimization.

Parameters Before optimization After optimization

Throat aspect ratio 3 2.507

Slope angle (°) 7 6.813

Opening length (mm) 1800 1781.840

Mass flow rate (kg·s-1) 2.574 2.506

Fuel penalty (kg) 772.682 Et 698.087 Et
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Figure 10: Comparison of predicted and calculated values of fuel
penalty.

Table 6: Performance before and after optimization.

Parameters After optimization CFX verification

Mass flow rate (kg·s-1) 2.506 2.508

Fuel penalty (kg) 698.087 Et 698.667 Et
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inlet. Therefore, it is promising to be extended to a practical
aircraft design process.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

We declare that we do not have any commercial or associa-
tive interest that represents a conflict of interest in connec-
tion with the work submitted.

Acknowledgments

This study was supported by the Research Fund of Key Lab-
oratory of Aircraft Environment Control and Life Support,
MIIT, Nanjing University of Aeronautics and Astronautics
(Grant No. KLAECLS-E-202001).

References

[1] X. Li, “Technical status of submerged inlet,” Journal of Fuzhou
University: Natural Science Edition, vol. 6, pp. 61–66, 2001.

[2] A. Lombardi, D. Ferrari, and L. Santos, “Aircraft air inlet
design optimization via surrogate-assisted evolutionary com-
putation,” in Evolutionary Multi-Criterion Optimization.
EMO 2015, vol. 9019 of Lecture Notes in Computer Science,
pp. 313–327, 2015.

[3] A. K. Surve, “Knowledge based inlet port design: a simple
graphical method to design inlet port and flow simulation,”
in 2016 International Conference on Automatic Control and
Dynamic Optimization Techniques (ICACDOT), pp. 829–834,
Pune, India, 2017.

[4] X. Wang, G. Jiang, and C. Zhou, “Optimization design for the
two-dimensional contour of the ramjet engine inlet,” in 2008
Asia Simulation Conference - 7th International Conference on
System Simulation and Scientific Computing, pp. 1197–1200,
Beijing, China, 2008.

[5] Y. Xiaolong, H.Ming, and L. Biao, “Optimization of intake and
exhaust system of a gasoline engine based on genetic algo-
rithm,” in 2009 IEEE 10th International Conference on
Computer-Aided Industrial Design & Conceptual Design,
pp. 2100–2104, Wenzhou, China, 2009.

[6] A. Jiang, J. Huang, J. Wang, Q. Ding, Z. Jiang, and G. Huang,
“Optimal design of intake system mufflers in engine based
on single and multi-objective optimization,” in 2008 7thWorld
Congress on Intelligent Control and Automation, pp. 8733–
8737, Chongqing, China, 2008.

[7] S. Li, S. Tang, and D. Gao, “An integrated optimization for
hypersonic inlet design based on python,” in 2010 Interna-
tional Conference On Computer Design and Applications,
pp. V4–64, Qinhuangdao, China, 2010.

[8] H. Guo and Z. Lu, “Structural optimization design based on BP
neural network and genetic algorithm,” Journal of Aeronauti-
cal Dynamics, vol. 18, no. 2, pp. 216–220, 2003.

[9] Y. Xue, Z. Song, and Z. Xu, “Design method of NACA inlet for
civil aircraft,” Science and Technology Information, vol. 6,
pp. 187–189, 2014.

[10] Aircraft design manual, Aircraft Design Manual Volume 15,
Life Support and Environmental Control System Design, Avia-
tion Industry Press, Beijing:, China, 1999.

[11] K. R. Laflin, S. M. Klausmeyer, T. Zickuhr et al., “Data sum-
mary from second AIAA computational fluid dynamics drag
prediction workshop,” Journal of Aircraft, vol. 42, no. 5,
pp. 1165–1178, 2005.

[12] D. Levy, K. Laflin, E. Tinoco et al., “Summary of data from the
fifth AIAA CFD drag prediction workshop,” in 51st AIAA
Aerospace Sciences Meeting including the New Horizons Forum
and Aerospace Exposition, p. 46, Grapevine, TX, USA, 2013.

[13] X. U. Donghui, Y. Xiong, S. Yan, W. Li, G. Wu et al., “Forecast
study of gasoline engine intake flow based on BP neural net-
work,” Journal of Kunming University of Science & Technology,
vol. 41, 2016.

[14] L. Yu, W. Heping, and P. Runyan, “Two-dimensional stochas-
tic airfoil optimization design method based on neural net-
works,” Transactions of Nanjing University of Aeronautics
and Astronautics, vol. 28, no. 4, pp. 324–330, 2011.

[15] Q. Dai and D. Zhao, “Training and simulation on gear position
decision for vehicle based on optimal algorithm of BP net-
work,” Journal of Mechanical Engineering, vol. 38, no. 11,
pp. 124–127, 2002.

[16] P. Wang, S. Zheng, and G. Wu, “Multidisciplinary design opti-
mization of vehicle body structure based on collaborative opti-
mization and multi-objective genetic algorithm,” Journal of
Mechanical Engineering, vol. 47, no. 2, pp. 102–108, 2011.

[17] G. Haitao, Y. Lin, Z. Hu, J. Yu et al., “Optimization method
for wing design of underwater glider based on agent model,”
Chinese Journal of Mechanical Engineering, vol. 45, no. 12,
pp. 7–14, 2009.

9International Journal of Aerospace Engineering



Research Article
Dynamic Aerothermal Analysis of a Cone-Cylinder Flight Body

Jun Zhang , Guangchen Jia, Sibanda Gibson Mkumbuzi, and Yu Wu

College of Engineering Science and Technology, Shanghai Ocean University, Shanghai 201306, China

Correspondence should be addressed to Jun Zhang; zhangjun@shou.edu.cn

Received 29 January 2020; Revised 30 June 2020; Accepted 4 July 2020; Published 21 July 2020

Academic Editor: Feng Qu

Copyright © 2020 Jun Zhang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Exploring the aerothermal characteristic of a flight body has great military applications in tracking, locating, thermal protection,
and infrared stealth technologies. Available studies are mostly focused on the transient aerothermal characteristics of vehicles in
some specific flight datum, which are not able to satisfy the requirements in real-time tracking for an infrared system. This
paper probes into a method of dynamic thermal analysis of a cone-cylinder flight body with a high spinning speed. Firstly, a
theoretical model for analyzing the dynamic aerothermal characteristics is established using the thermal node-network method.
Then, trajectory datum and the convective heat-transfer coefficients are solved simultaneously. Besides, the trajectory datum in
supersonic, transonic, and subsonic regimes is separately defined as the boundary conditions, and fluid-thermal analysis
methods are implemented by a combination of sliding mesh and multicoordinate approaches. Finally, the flow characteristics
are analyzed and compared with disregarding the rotational speed. The results demonstrate that there are significant differences
between the two cases, especially at the high-speed regimes. This study further confirms that it is essential to conduct the
aerothermal analysis from a dynamic point of view, and taking the impacts of coupling motion into account is also of vital
importance.

1. Introduction

For flight vehicles, aerothermal responses are crucial in the
testing of flight parameters for an infrared radiation tracking
measurement system, such as coordinate, attitude, and yaw
[1–4]. Furthermore, aerothermal analysis methods are also
essential to design the thermal protection structure and infra-
red stealth technology [5–9]. However, it is hard to accurately
assess the aeroheating characteristics due to physical uncer-
tainties and time-varying properties. In the past few decades,
a series of numerical methods to estimate the aerothermal
characteristics for hypersonic vehicles were proposed [10–
16]. Knight et al. [17–19] appraised the capability for CFD
simulation of hypersonic shock wave laminar boundary layer
interaction for a double wedge model and compared with
experimental heat transfer and schlieren visualization. Zheng
and Qiu [20] performed the uncertainties in aerodynamic
force and heating characteristics of the wing of a hypersonic
vehicle accounting for uncertain-but-bounded geometric
parameters. Ahmed and Qin [21–25] explored extensive
research on a spiked blunt body. They investigated the air-

flow over the conical, disk, and flat spiked bodies and
analyzed the flow asymmetry around axisymmetric spiked
blunt bodies at hypersonic regimes. Qin et al. [26] conducted
a loosely coupled fluid-thermal method to explore the aero-
dynamic thermal responses of a spiked blunt in a hypersonic
regime and relevant flow variation.

Unfortunately, researchers have mainly focused on the
transient aerodynamic heating of vehicle in some specific
flight states [27–29]. However, aeroheating characteristics
on the surface of vehicles are not only determined by the
current flight state but also related closely to the heat transfer
environment during the flight, which is a progressive, lasting,
and dynamic process [30]. Therefore, the results of the tran-
sient thermal analysis were inevitably deviated from a practi-
cal situation, which cannot be used for real-time tracking and
monitoring of the IR detecting system [31]. For example,
Duda [32] formulated an effective method which can be
employed to calculate the transient heat fluxes, and the
algorithms were used to assess the transient temperature
distribution in a whole component based on measured tem-
peratures in selected points on the component surface.
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Research on the real-time infrared radiation imaging simula-
tion method of aircraft skin with aerodynamic heating effect,
Li et al. [33] employed a dynamic simulation method to carry
out the research of infrared radiation (IR) characteristics of
an aircraft during the flight, and the aeroheating model and
environmental radiation model were established for solving
the heat balance equations.

Additionally, high-speed spinning is the major mode
to maintain flying stability for some vehicles, but related
to the aeroheating characteristics for a flight body with
coupling motion of precession, spinning, and pitching is
limited. Particularly, the effects of spinning are often
neglected. For example, Silton [34] adopted the CFD
method to analyze the flow behaviors for a flying projectile
under different velocities and attack angles, but the rota-
tional speed was ignored. Although the simulated values
of drag and lift coefficients were basically consistent with
the calculated data of semiempirical formulas and experi-
ments, there was a remarkable deviation between the
Magnus force and moment with the experimental results.
On the contrary, James [35] investigated the flow charac-
teristics of airflow around the M910 projectile under
different rotating speeds. The simulated results acquired
by employing the RANS/LES mixed turbulence model
were in good accordance with the experimental values in
subsonic and transonic conditions.

Therefore, the dynamic aerothermal characteristics of the
flight body in coupled motions of precession, spinning, and
pitching are necessary studies. In this article, dynamic aero-
thermal related to the surface of a cone-cylinder spinning
flight body is reconstructed using updated modeling
approaches. Firstly, the six degrees of freedom (6-DOF) tra-
jectory model is established, and the motion characteristics
are analyzed at different launch conditions. Then, the trajec-
tory datum and the convective heat-transfer coefficients are
simultaneously solved by the Runge-Kutta method, and the
influencing factors are also analyzed.

2. 6-DOF Trajectory Model

A kind of spinning projectile is taken as the research object to
investigate the continuous aeroheating characteristics on the
surface of a flight body in the coupled motions of precession,
spinning, and pitching. The simplified structural model is
depicted in Figure 1; the lengths of the conical section and
the cylindrical section are, respectively, indicated by L1 and
L2. The diameter of the cylindrical section is d.

The 6-DOF kinetic model is established by the exterior
ballistic theory to describe the movement regularities of the
cone-cylinder spinning flight body. The modeling proce-
dures are listed below: Firstly, the reference coordinate
systems are created, including the ground coordinate, datum
coordinate, ballistic coordinate, body coordinate, and body-
axis coordinate systems. Then, the dynamic loads are
analyzed, including the gravity, drag, lift, Magnus force, static
moment, equatorial and polar damping moment, and Mag-
nus moment.

Based on the general theoretical analysis above, the kine-
matic equations and the kinetic equations are derived

according to the momentum theorem and mass center
motion theorem in the ballistic coordinate system.

m
dv
dt

=〠Fx,

mv dψ1
dt

cos ψ2 =〠Fy ,

mv dψ2
dt

=〠Fz ,

8>>>>>>><
>>>>>>>:

ð1Þ

dx
dt

= v cos ψ1 cos ψ2,

dy
dt

= v sin ψ1 cos ψ2,

dz
dt

= v sin ψ2:

8>>>>>>><
>>>>>>>:

ð2Þ

Similarly, the kinetic equations and kinematic equations
are derived in accordance with the theorem of momentum
moment in the body-axis coordinate system.

dωξ

dt
= 1
C
〠Mξ,

dωη

dt
= 1
A
〠Mη −

C
A
ωξωζ + ω2

ζ tan φ2 +
A − C
A

β1ϕ″,

dωζ

dt
= 1
A
〠Mζ +

C
A
ωξωη − ωηωζ tan φ2 +

A − C
A

β2ϕ″,

8>>>>>>><
>>>>>>>:

ð3Þ

dφ1
dt

= ωζ

cos φ2
,

dφ2
dt

= −ωη,

dϕ
dt

= ωξ − ωζ tan φ2:

8>>>>>>><
>>>>>>>:

ð4Þ

Accordingly, the 6-DOF trajectory model can be
obtained by simultaneous equations (1), (2), (3), and (4)
and constraint equations (5).

sin δ1 =
cos φ2
cos δ2

sin φ1 − ψ1ð Þ,

sin δ2 = cos ψ2 sin φ2 − sin ψ2 cos φ2 cos φ1 − ψ1ð Þ,

8<
:

ð5Þ

where x, y, z are the mass center coordinates; Fx , Fy, Fz are
the force components in the ballistic coordinate system;

x

y

z

d

L2 L1

o1o2
o3 o

Figure 1: Geometric model.
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Mξ, Mη, Mζ are the moment components that of acting on
the projectile in the body-axis coordinate system; ωξ, ωη,
ωζ are the components of angular speed.

3. Theoretical Model of Aerodynamic Heating

3.1. Surface Element Division. The domain decomposition
and surface element division are essential to derive the theo-
retical model. In this paper, the node-network method is
proposed to generate the surface elements and take the center
of each element as a compute node. The cone-shaped angle α
is equally separated into n parts, and the fan-shaped radius R
is evenly divided into n1 parts. Then, according to the rules of
equal areas, the area of a surface panel Δs and Ri is, respec-
tively, expressed as

Ri =
ffiffiffiffiffiffi
iR2

n1

s
, i = 1, n1ð Þ, ð6Þ

Δs = πdR
2nn1

: ð7Þ

The cylindrical surface is evenly divided into n2 parts in
an axial direction, and the division numbers are identical to
the cone-shaped angle in a radial direction. For equalizing
the area of the surface panel, n2 yields

n2 =
2n1L2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L1 + d2/4
� �q : ð8Þ

In the body coordinate system, column coordinates of
node (i, k) and normal vectors of the surface panel on the
conical surface are expressed as

r i, kð Þ = d
2R ×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i − 1
2n1

R2 + i
2n1

R2

s
,

φ i, kð Þ = 2π
n
k,

z i, kð Þ = −
L1
R

×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i − 1
2n1

R2 + i
2n1

R2

s
+ L1 + L2,

8>>>>>>>>>><
>>>>>>>>>>:

ð9Þ

ni =
L1
R

cos 2π
n
k

� �
, L1
R

sin 2π
n
k

� �
, d
2R

� �
: ð10Þ

Similarly, the column coordinates of node (j, k) and nor-
mal vectors of the surface panel on the cylindrical surface are
expressed as

r j, kð Þ = d
2 ,

φ j, kð Þ = 2π
n
k,

z j, kð Þ = L2
n2

m1 − j − 1ð Þ + L2
2n2

+ L2,

8>>>>>>><
>>>>>>>:

ð11Þ

nj = cos 2π
n
k

� �
, sin 2π

n
k

� �
, 0

� �
: ð12Þ

3.2. Convective Heat Transfer Model. In this section, a theo-
retical model for solving the convective heat transfer coeffi-
cient on the surface of the flight body will be constructed
from the theory of heat transmission. For taking the impacts
of spinning speed into account, the absolute velocity in the
rotating coordinate system is assumed to be the flight veloc-
ity; then, according to the velocity synthesis theorem,

0
0

50
100

150
200

250 0

1
Range (m)

𝜈0 = 830 m/s

𝜈0 = 930 m/s

𝜈0 = 1030 m/s
𝜈0 = 1130 m/s

𝜈0 = 1230 m/s

Lateral offset (m)

×104

2

3

2000

4000

6000

A
lti

tu
de

 (m
) 8000

10000

12000

Figure 2: Trajectory curves at different initial velocities.

3International Journal of Aerospace Engineering



u = v +w × r, ð13Þ

where u is the velocity vector in the rotating coordinate sys-
tem, v is the velocity vector in the inertial coordinate system,
and ω is the angular speed vector. The initial angular speed is
defined as

ω0 =
2πv0
ηd

: ð14Þ

If the standard-sea-level atmospheric parameters are
regarded as the airflow parameters of the projectile at the
launch position, and the relations between temperature, den-
sity, and pressure of the freestream can be, respectively,
expressed as

T∞ = 288:15 − 65
10000 y,

ð15Þ

ρ∞ = 1:225 T∞
288:15

� �4:2558
, ð16Þ

P∞ = 101325 T∞
288:15

� �5:2558
: ð17Þ

The adiabatic wall temperature T0 and the recovery tem-
perature Tr are formulated as

T0 = T∞ 1 + κ − 1
2 Ma2∞

� �
, ð18Þ

Tr = T∞ 1 + γ
κ − 1
2 Ma2∞

� �
, ð19Þ

where y is the flight altitude and γ is the temperature recovery
coefficient. When the flow is laminar, γ =

ffiffiffiffiffi
Pr

p
, otherwise,

γ =
ffiffiffiffiffi
Pr3

p
.

According to the fluid mechanics and heat-transfer theo-
ries, the local Nusselt number can be approximately
substituted for calculating the forced convection heat transfer
on a flat plate, when the high-speed airflow is passing over
the cylindrical surface longitudinally.

Nu∗i,v = 0:332 × Re∗i,v
� �1/2 Pr∗ð Þ1/3,  Re∗i,v ≤ 5 × 105,

Nu∗i,v = 0:0296 × Re∗i,v
� �4/5 Pr∗ð Þ1/3, 5 × 105 < Re∗i,v ≤ 107,

Nu∗i,v = 0:185 × Re∗i,v
� �

lg Re∗i,v
� �−2:584 Pr∗ð Þ1/3, 107 < Re∗i,v ≤ 109,

8>>><
>>>:

ð20Þ

where Nu∗i,v, Pr∗, Re∗i,v are the local Nusselt number, Prandtl
number: Pr∗ = μ∗c∗p/λ∗, and Reynolds number: Re∗i,v = ρ∗ux/
μ∗; xi, λ

∗, and μ∗ are the distance from a compute node to
the warhead, the thermal conductivity, and the viscosity coef-
ficient.

λ∗ = 2:72 × 10−4 T∗ð Þ4/5, ð21Þ

μ∗ = 2:27 × 10−8 T∗ð Þ3/2
T∗ + 198:6 :

ð22Þ

It is known that the compressible flow theory cannot be
used in predicating the aerodynamic heat flux using an
implicit function with the given physical quantity. In order
to solve the problem, a reference temperature method that
calculates the boundary-layer parameters in the flow field is
proposed. The transport and thermodynamic properties are
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evaluated at the reference temperature (T∗) which indicates
positions inside the boundary layer [22].

T∗ = T∞ + 0:5 Tw − T∞ð Þ + 0:22 Tr − T∞ð Þ: ð23Þ

According to the theory of heat transmission, a relation
between the local Nusselt number and the heat-transfer coef-
ficient is defined as

Nu∗i,v =
h∗i xi
λ∗

: ð24Þ

Then, the coefficient of convection heat transfer on the
cylindrical surface can be expressed as

h∗i,c = 0:332xi−1/2 μ∗c∗ð Þ1/3 λ∗ð Þ2/3 uρ∗

μ∗

� �1/2
,  Re∗i,v ≤ 5 × 105,

h∗i,c = 0:0296xi−1/5 μ∗c∗ð Þ1/3 λ∗ð Þ2/3 uρ∗

μ∗

� �4/5
, 5 × 105 < Re∗i,v ≤ 107,

h∗i,c = 0:185uρ∗ μ∗ð Þ−2/3 c∗ð Þ1/3 λ∗ð Þ2/3 lg uρ∗xi
μ∗

� �−2:584
, 107 < Re∗i,v ≤ 109:

8>>>>>>>>><
>>>>>>>>>:

ð25Þ

The coefficient of convection heat transfer on the conical
surface can be approximately calculated by the circle theorem
of hydrodynamics [31].
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h∗i,p = 0:332
ffiffiffi
3

p
xi

−1/2 μ∗c∗ð Þc∗1/3 λ∗ð Þ2/3 uρ∗

μ∗

� �1/2
,  Re∗i,v ≤ 5 × 105,

h∗i,p = 0:03481xi−1/5 μ∗c∗ð Þ1/3 λ∗ð Þ2/3 uρ∗

μ∗

� �4/5
,  Re∗i,v > 5 × 105:

8>>>><
>>>>:

ð26Þ

4. Theoretical Calculation and Discussion

4.1. Trajectory Calculation. The primary data for trajectory
calculation is shown below: the lengths of conical and cylin-
drical sections are 400mm and 500mm. The cylindrical
diameter is 155mm, and the mass is 46.5 kg. The distance

from the center of mass to the warhead is 550mm. The
launch velocity, shot angle, and flight time are 1030m/s,
45°, and 80 s, respectively. The equatorial moment of inertia
is 1.814 kg∙m2, and the pole moment of inertia is
0.163 kg∙m2. The Runge-Kutta method is adopted to simulta-
neously solve the 6-DOF trajectory model and the aerody-
namic heat transfer model, and the ballistic parameters and
the heat-transfer coefficients with flight time can be obtained
synchronously. Figure 2 presents the trajectory curves at dif-
ferent launch velocities, where the x, y, and z, respectively,
indicate the range, flight altitude, and lateral offset. The
lateral offset is caused by the gyroscopic orientation effects
and gravitational deflection in the trajectory tangent.
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Figures 3 and 4, respectively, show the flight velocity and
spinning speed at different initial velocities. It is shown that
the velocity conforms to decrease exponentially in ascending
order. Yet at the parabola apexes, there is not the minimum
before the air resistance acceleration is greater than the com-
ponent of the gravity acceleration in the vertical direction.
Moreover, the velocity approaches the minimum when the
center of mass acceleration is zero, and then, it starts to rise
reversely in the terminal trajectory. Thru comparison, it can
be found that the velocity in the ascending period is greater
than that in the descending at the same flight altitude.
Besides, the faster the initial velocity is, the quicker the atten-
uation rates will be, and the attenuation rate of angular speed
in the ascending period is faster than in the descending. It is
known that the ratio of flight velocity and rotational speed
approaches the minimum in the launch position, and the
peak appears at the parabola apexes, yet the ratio starts to
drop as the velocity is increasing in the terminal trajectory.

4.2. Dynamic Heat-Transfer Coefficients. Figure 5 presents
the 3-D distribution of the Reynolds number. As shown in
Figure 6, the average reference temperatures on the cylindri-
cal surface and conical surface can be obtained.

From the results, each compute node corresponds to a
Reynolds number and a reference temperature, and the max-
imum Re is about 3:3 × 107, which covers the calculation
range from laminar to turbulence flow. In the first 20 seconds
of the trajectory, the average reference temperature of the
conical part is significantly higher than that of the cylindrical
part, especially in a short time after launching, but the tem-
perature attenuation is also faster. After 20 seconds, the aver-
age reference temperature of the conical part is lower than
that of the cylindrical part.

Figure 7 presents the adiabatic wall temperature, recovery
temperature, and airflow temperature. As shown in Figure 8,
the transient heat transfer coefficients on the surface of the
flight body can be obtained. From the results, the trends of
adiabatic wall temperature and recovery temperature are
basically consistent with the flight velocities, but the change
extents are relatively different. The differences between adia-
batic wall temperature and recovery temperature are mainly
reflected in the first 20 seconds of the trajectory. The airflow
temperature is first to decrease and then increase with the
change in flight altitude.

Figure 9 presents the 3-D distribution of the convection
heat transfer coefficient on the surface of the flight body.
The results demonstrate that the heat-transfer coefficient is
changed similarly with flying velocity, but the extent is dis-
crepant. Firstly, the heat-transfer coefficient decreases rapidly
and then increases until reaching a maximum, after it slowly
drops off, and the former two processes that have steep
gradients are concentrated in the warhead area. For the
cone-shaped part, the coefficient of convection heat transfer
is proportional to the square root of the velocity in laminar
conditions, while the ratio is 4/5 in the turbulent flow condi-
tions. Accordingly, the coefficient of convection heat transfer
reaches a maximum at the moment of launching, and then, it
drops rapidly in the terminal trajectory. Apparently, the coef-
ficient of convection heat transfer fluctuation increases by a

small fraction in the midcourse of trajectory, which is
responsible for the laminar-turbulent transition.

To get the effects of launch conditions on the coefficient
of convection heat transfer, the influencing factors which
include the launching velocity, spinning speed, and launch-
ing angle are analyzed, as shown in Figures 10–12. It can be
found from the calculation results that the average heat-
transfer coefficient increases with launching velocity in the
first half of the trajectory, and the decrement grows rapidly
at the same time. However, the coefficient is inversely pro-
portional to the initial velocities during the second half of
the trajectory, and the launching angle yields a similar ten-
dency. Although the smaller launching angle will lead to
more serious aerodynamic heating, it will not be reflected
until the body has been launched for a short time. Further-
more, the effects of spinning speed are more noticeable at
the high-speed stage, yet the effects will be weakened gradu-
ally with a reduction of velocity.

5. Conclusions

In this article, dynamic aerothermal characteristics on the
surface of a cone-cylinder spinning flight body are recon-
structed using updated modeling approaches, and the
thermal node-network method is successfully applied for
predicting the aerothermal environment of the body cou-
pling motion of precession, spinning, and pitching. The
exterior trajectory datum and the coefficient of convection
heat transfer during the flight are synchronously obtained.
The main results of this work are as follows:

(1) The flight velocity is decreasing exponentially in the
ascending period of the trajectory, and the
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attenuation rates are quicker with the initial veloci-
ties. The exponential attenuation rate of angular
speed in the ascending period is faster than in the
descending. Besides, the average reference tempera-
ture on the surface of the conical part is significantly
higher than that of the cylindrical part in the first 20
seconds of the trajectory, especially in a short time
after launching. After 20 seconds, the average refer-
ence temperature on the conical surface is lower than
that of the cylindrical part

(2) The average coefficient of convection heat transfer is
increasing with the initial velocity and rotational
speed, and the attenuation rates are growing rapidly
at the ascending stage during the flight, whereas the
coefficient is inversely proportional to the initial
velocity at the descending stage, and the shot angle
is changed similarly. Additionally, the transient coef-
ficient of convection heat transfer is dropping sharply
at the beginning, and rising dramatically before a
slow attenuation

(3) Aerothermal characteristic is determined not only by
the current flight state but also by the heat transfer
environment during the flight, which is a progressive,
lasting, and dynamic process. In consideration of the
spinning speed, the coefficient of convection heat
transfer is obviously too high to disregard, especially
in supersonic regimes

Nomenclature

d: Diameter, m
m: Mass, kg
t: Time, s
Δs: Area of surface panel, m2

ρ: Density, kg/m3

cp: Specific heat capacity, J/(kg·K)
α: Cone-shaped angle, rad
λ: Thermal conductivity, W/(m·K)
κ: Adiabatic index
n: Normal vector of surface panel
A: Equatorial moment of inertia
C: Polar moment of inertia
v: Velocity, m/s
ω: Angular speed, rad/s
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Figure 11: Average coefficients of convection heat transfer at different initial rotational speeds.
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8 International Journal of Aerospace Engineering



μ: Dynamic viscosity, (N·s)/m2

η: Rifling angle, rad
h: Heat transfer coefficient, W/(m2·K)
δ1: Elevation attack angle, rad
δ2: Azimuth attack angle, rad
φ1: Elevation angle in the x direction, rad
φ2: Azimuth angle in the x direction, rad
ψ1: Elevation angle in the velocity direction
ψ2: Azimuth angle in the velocity direction, rad
T : Temperature, K
P: Pressure, Pa
H: Total enthalpy, J
Nu: Nusselt number
Re: Reynolds number
Pr: Prandtl number.

Subscripts

w: Wall
i: Compute node
x: Axial direction
r: Relative values
∞: Freestream condition
∗: Flow parameter at reference temperature condition.
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Numerous studies have elaborated the dominated roles of Kelvin-Helmholtz instability (KHI) and Rayleigh-Taylor instability (RTI)
in the liquid sheet breakup and primary atomization. As for applications in aeronautics, the liquid-gas mixing generally occurs at
the challenging conditions of a large density ratio and high Reynolds number. Hence, the evaluation of KHI and RTI under such
challenging conditions will have great significance in better understanding the destabilizing mechanism of the liquid layer. To this
end, a lattice Boltzmann multiple-relaxation-time (MRT) two-phase model, based on the conservative Allen-Cahn equation, is
reconstructed for the present study. Preliminarily, the numerical stability and accuracy of this MRT model are tested by
Laplace’s law under a large density ratio and high Reynolds number, including the sensitivity study to the values of mobility.
Afterward, KHI and RTI are investigated in wide ranges of the Reynolds number, density ratio, and viscosity ratio. Numerical
results indicate that the enhanced viscous force of light fluid with an increasing viscosity ratio notably suppresses the roll-ups of
heavy fluid in KHI and RTI. As for the density ratio, it generally shows negative impacts on fluid-mixing in KHI and spike-
spiraling in RTI. However, when the density ratio and the Reynolds number both arrive at high levels, the Kelvin-Helmholtz
wavelets aroused by a dominated inertia force of heavy fluid trigger severe interface disintegration. The above results once more
demonstrate the excellent ability of the present model in dealing with challenging conditions. Besides, the morphological
characteristics of KHI and RTI at a high Reynolds number and large density ratio also greatly support the typical interface
breakup mechanism observed in primary atomization.

1. Introduction

Among many fundamental and ubiquitous fluid phenomena
in nature and engineering, the Kelvin-Helmholtz instability
(KHI) and the Rayleigh-Taylor instability (RTI) have
attracted much attention for their essential roles playing in
the interface distortion and breakup [1]. To be specific,
KHI occurs at a perturbed interface between two fluid flows
with different tangential velocities, while RTI is aroused
when a heavy fluid is accelerated by gravity against a light
one [2, 3]. Recent studies have elaborated that these two
instabilities dominate the liquid sheet breakup and primary
atomization: KHI leading to the amplification of interface
perturbations and formation of longitudinal waves, followed

by RTI resulting in the formation of bulges on top of the wave
crest and subsequent destabilization of the liquid sheet [4–6].
Generally, for applications in aeronautics, the liquid-gas mix-
ing layer encountered in atomization owns a large density
contrast, and the Reynolds number of gas happens to be
much higher than that of liquid. In that perspective, it is
necessary to conduct investigations of KHI and RTI by
considering the effects of large density contrast and high
Reynolds number simultaneously, which has great signifi-
cance in better understanding the destabilizing mechanism
of the liquid layer.

In the past decades, extensive efforts have been devoted to
probe KHI and RTI through theoretical analyses [7, 8],
experiments [9, 10], and numerical simulations [11–15].
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However, few studies deal with them under the conditions of
large density contrast and high Reynolds number. In terms of
KHI, Ceniceros and Roma [12] studied the long-time
dynamics of KHI by a fully adaptive nonstiff method. They
inspected the interface evolution at a high Reynolds number
only for the cases of density- and viscosity-matched fluids.
Rangel and Sirignano [14] investigated the effects of the den-
sity ratio and surface tension on the nonlinear growth of
interface disturbance using a vortex-sheet discretization
approach. They found out that the disturbance growth was
suppressed by increasing the surface tension or the density
ratio, and a bifurcation phenomenon was observed when
density ratios were larger than 0.2. In a recent experimental
study, Wan et al. [9] observed the single-mode KHI in a
supersonic flow with the Atwood number being 0.81, and
hydrodynamic simulations reported in their work can repro-
duce the resulting interface structure fairly well. Besides, a
hydrodynamic model based on the evolution of KHI in shear
viscous flows has been proposed in the work of Konovalov
et al. [16] to specify the formation of nanostructures in
materials subjected to the action of concentrated energy
flows. As for RTI, the pioneer study was performed by Taylor
[3] via theoretical analyses to explore the factors affecting the
instability growth rate, followed by the experiment of Lewis
[10] to test the theoretical conclusions. Then, in the work of
Goncharov [17], the continuous bubble evolution of single-
mode RTI at arbitrary Atwood numbers was provided by
an analytical model from the earlier exponential growth to
the nonlinear regime. Later, Wei and Livescu [13] investi-
gated the growth of 2D single-mode RTI at low Atwood
numbers by using direct numerical simulation. The mean
quadratic growth was found at late times and sufficiently high
Reynolds numbers.

In the current work, we invoke the lattice Boltzmann
method (LBM) to investigate KHI and RTI, given its dis-
tinct advantages in tracking interface evolution with large
morphological deformations [18, 19]. To begin with KHI,
Zhang et al. [20] used the two-phase LB model proposed
by He et al. [21] to study this type of instability for
density-matched incompressible fluids, focusing on the
effects of surface tension at a low Reynolds number
(Re = 250). In order to assess KHI at a high Reynolds
number, Fakhari and Lee [22] incorporated the multiple-
relaxation-time (MRT) collision operator into a LB multi-
phase model. Their simulation, however, was limited to
low density ratios with a Reynolds number up to 10000.
Through an efficient discrete Boltzmann model, Gan
et al. [23] investigated nonequilibrium and morphological
characterizations of KHI in compressible flows, taking
the effects of viscosity and heat conduction into account.
Regarding the applications of LBM in RTI, most of the
related studies account for incompressible fluids. For
example, He et al. [21] proposed a LB multiphase model
in the nearly incompressible limit, and it was applied to
simulate RTI with a low density contrast at a moderate
Reynolds number. Later, Liang et al. [24] studied RTI via
a new phase-field-based MRT LB model in incompressible
multiphase flow systems. The Reynolds number was
increased to 30000 in their study.

Based on the research listed above, the LBM has achieved
great success in the fields of KHI and RTI. However, at pres-
ent, it is still an open subject for the LBM with many chal-
lenges, especially those relevant to a large density contrast
at a high Reynolds number. The existing multiphase LB
models dealing with a large density contrast can be roughly
classified into pseudo-potential-based type and phase-field-
based type. For the pseudo-potential-based type, the models
of Li et al. [25] and Xu et al. [26] are conducted at a density
ratio in excess of 700. For the phase-field-based type, most
of the models use the Cahn-Hilliard (CH) equation for inter-
face tracking, such as those of Zu and He [19] and Yan and
Zu [18]. Recently, Liang et al. [27] and Fakhari and Bolster
[28] also apply the Allen-Cahn (AC) equation for interface
tracking. Compared with the CH equation, the AC equation
contains a lower-order diffusion term. Thus, according to the
work of Chai et al. [29] and Wang et al. [30], the AC-based
model theoretically has a higher numerical accuracy and sta-
bility in solving the index function and density field than the
CH-based one. To this end, a lattice Boltzmann two-phase
MRT model based on the conservative AC equation is
reconstructed in this paper to enhance its numerical stabil-
ity at a large density contrast and high Reynolds number.
Then, it is adopted to investigate KHI and RTI by consid-
ering the effects of the viscosity ratio, density ratio, and
Reynolds number. Special attention is paid on morpholog-
ical characteristics under the challenging conditions of a
high Reynolds number and large density ratio, which are
rarely covered in the literature. The rest of this paper is
therefore organized as follows: In Section 2, the present
MRT model is introduced in detail. In Section 3, after
the preliminarily evaluation, the present model is utilized
to inspect KHI and RTI in wide ranges of the viscosity
ratio, density ratio, and Reynolds number. In Section 4,
some conclusions are summarized. It is worth noting that
the postprocessing tool of Tecplot 360 is utilized to visual-
ize all the numerical results in this paper.

2. Mathematical Method

2.1. The MRT LB Model for the Conservative Allen-Cahn
Equation.With the MRT collision operator [29], the gener-
alized evolution equation for the conservative AC equation
[29, 31] can be written as

f i x + ciδt, t + δtð Þ = f i x, tð Þ −Λf
ij f j − f eqj
h i

x,tð Þ
���

+ δt Fi − 0:5Λf
ijF j

h i���
x,tð Þ

,
ð1Þ

where f iðx, tÞ and f eqi ðx, tÞ are the particle distribution
function and its corresponding equilibrium distribution
function for the order parameter ϕ at position x and time
t, respectively. Here, the order parameter ϕ taking 1 and
0 is adopted to distinguish different fluids with the interface
marked by the contour level of ϕ = 0:5. ci is the discrete

velocity of the ith direction, δt is the time step. Λf
ij stands

for an element of the collision matrix Λf =M−1SfM, in
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which M is an orthogonal transformation matrix and Sf is
a diagonal matrix given by (for the D2Q9 model)

M =

1 1 1 1 1 1 1 1 1

−4 −1 −1 −1 −1 2 2 2 2

4 −2 −2 −2 −2 1 1 1 1

0 1 0 −1 0 1 −1 −1 1

0 −2 0 2 0 1 −1 −1 1

0 0 1 0 −1 1 1 −1 −1

0 0 −2 0 2 1 1 −1 −1

0 1 −1 1 −1 0 0 0 0

0 0 0 0 0 1 −1 1 −1

0
BBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCA

,

Sf = diag sf0, s
f
1, s

f
2, s

f
3, s

f
4, s

f
5, s

f
6, s

f
7, s

f
8

� �
:

ð2Þ

In Equation (1), Fi represents the forcing term in the
velocity space [27, 32], and it is defined as

Fi =
ωici · ∂t ϕuð Þ + c2sλn

� �
c2s

, ð3Þ

where ωi is the weight coefficient with the value given
by ω0 = 4/9, ω1,⋯4 = 1/9, and ω5,⋯8 = 1/36, cs = c/

ffiffiffi
3

p
is

the sound speed, and u is the macroscopic velocity.
n = ∇ϕ/∣∇ϕ∣ denotes the unit vector normal to the
interface. λ = 4ϕð1 − ϕÞ/W is a function of ϕ, and W is
the interface thickness. The time derivative term ∂tðϕuÞ
is introduced to eliminate the artificial term in the recov-
ered equation.

Through the orthogonal transformation matrix M, the
right-hand side of Equation (1) can be projected onto
the moment space via mf =Mf and meq

f =Mfeq [33, 34]
as

m∗
f =mf − Sf mf −meq

f

� �
+ δt I − Sf

2

 !
F̂, ð4Þ

where f = ð f0,⋯f8ÞT , feq = ð f eq0 ,⋯f eq8 ÞT , I is the unit tensor,
and F̂=MF=MðF0,⋯,F8ÞT is the forcing term in the moment
space. Based on feq and F in the velocity space [27, 32],meq

f and
F̂ can be easily derived for the D2Q9 model as

meq
f = ϕ 1,−2, 1, ux ,−ux, uy,−uy, 0, 0

� 	T , ð5Þ

F̂=

0
0
0

∂t ϕuxð Þ + c2sλnx

−∂t ϕuxð Þ − c2sλnx

∂t ϕuy
� 	

+ c2sλny

−∂t ϕuy
� 	

− c2sλny

0
0

0
BBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCA

, ð6Þ

where ux and uy are the components of the macroscopic
velocity u, nx and ny are the components of the unit vector n.
Afterward, the streaming process is given as

f i x + ciδt, t + δtð Þ = f ∗i x, tð Þ, ð7Þ

where the postcollision distribution function f ∗i can be obtained
via f∗ =M−1m∗

f .
Applying the Chapman-Enskog expansion to Equation

(1), the conservative AC equation [30, 35] can be recovered
correctly as

∂ϕ
∂t

+∇ · ϕuð Þ = ∇ · M ∇ϕ − λnð Þ½ �, ð8Þ

where the mobility M is determined by

M = c2s τf − 0:5
� 	

δt, ð9Þ

in which τf is the dimensionless relaxation time of f j, and it

is related to the diagonal matrix Sf with sf3 = sf5 = 1/τf . In the
present model, the order parameter is calculated as

ϕ =〠
i

f i, ð10Þ

and the fluid density ρ should be consistent with the order
parameter by taking the linear interpolation as

ρ = ϕ ρA − ρBð Þ + ρB, ð11Þ

where ρA and ρB stand for the densities of two different fluids
corresponding to the order parameter ϕA = 1 and ϕB = 0,
respectively.

2.2. The MRT LB Model for the Navier-Stokes Equations.
In order to improve the numerical stability, the lattice
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Boltzmann equation for the incompressible NS equations
is combined with the MRT collision operator as

gi x + ciδt, t + δtð Þ = gi x, tð Þ −Λ
g
ij gj − geqj
h i

x,tð Þ
���

+ δt Ri − 0:5Λg
ijRj

� ����
x,tð Þ

,
ð12Þ

where gi and geqi are the density distribution function and its
corresponding equilibrium distribution function, respec-
tively. Ri is the forcing term in the velocity space.Λg

ij is an ele-

ment of the collision matrix Λg =M−1SgM, in which Sg is a
diagonal matrix given by (for the D2Q9 model)

Sg = diag sg0 , s
g
1 , s

g
2 , s

g
3 , s

g
4 , s

g
5 , s

g
6 , s

g
7 , s

g
8

� 	
: ð13Þ

Similar to Equation (3), the right-hand side of Equation
(12) in the moment space reads

m∗
g =mg − Sg mg −meq

g

� �
+ δt I − Sg

2


 �
R̂ ð14Þ

where mg =Mg, meq
g =Mgeq, and R̂ =MR are the corre-

sponding matrices in the moment space with g =
ðg0,⋯g8ÞT , geq = ðgeq

0 ,⋯geq8 ÞT , and R = ðR0,⋯,R8ÞT . Inspired
by the BGKmodel of Liang et al. [27], the matricesmeq

g and R̂
for the D2Q9 model are evaluated as

meq
g =

0
6p + 3ρ uj j2

−9p − 3ρ uj j2

ρux

−ρux
ρuy

−ρuy

ρ u2x − u2y
� �
ρuxuy

0
BBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCA

,

R̂ =

ux∂xρ + uy∂yρ

0
−ux∂xρ − uy∂yρ

Gx

−Gx

Gy

−Gy

2 ux∂xρ − uy∂yρ
� 	

/3

ux∂yρ + uy∂xρ
� 	

/3

0
BBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCA

,

ð15Þ

where p is the hydrodynamic pressure. Gx and Gy are the
components of the total force G = Fs + Fe + Fa. Here, Fs =
−σαW∣∇ϕ∣∇ϕ∇·n is the surface tension force with the for-
mulation recommended by Kim [36] and Ren et al. [37],
where σ is the surface tension coefficient. Fe is the possible
body force. At the interface, phase-field-based LB models
fail to satisfy the continuity equation [38] and, hence, an
additional interfacial force Fa = qau is introduced with
the term qa determined by

qa =M ρA − ρBð Þ ∇2ϕ−∇ · λnð Þ� �
: ð16Þ

Ultimately, with g∗ =M−1m∗
g , the streaming process is

achieved as

gi x + ciδt, t + δtð Þ = g∗i x, tð Þ: ð17Þ

Based on the density distribution function gi, the mac-
roscopic quantities u and p can be evaluated as

u = 1
ρ − 0:5qa

〠
i

cigi +
δt
2 Fs + Feð Þ

" #
,

p = c2s
1 − ω0

〠
i≠0

gi +
δt
2 u · ∇ρ − ω0ρ

uj j2
2c2s

" #
:

ð18Þ

Besides, through the Chapman-Enskog analysis, the
kinematic viscosity ν is determined by

ν = c2s τg − 0:5
� 	

δt, ð19Þ

where τg = 1/sg7 = 1/sg8 . Note that the value of viscosity is
usually not uniform in a two-phase flow system. To make
it smoothly across the interface, the popular treatments are
supposed that the viscosity is a linear or inverse linear
function of the order parameter [18, 21, 39]. In this work,
the linear form is adopted,

ν = ϕ νA − νBð Þ + νA, ð20Þ

where νA and νB are the kinematic viscosities of two differ-
ent fluids corresponding to the order parameter ϕA = 1 and
ϕB = 0, respectively. Hence, the elements sg7 and sg8 of the
diagonal matrix Sg are not uniform in the whole system
due to its relation with the kinematic viscosity. Regarding
the derivative terms in the present model, the explicit Euler
scheme is adopted to calculate the temporal derivative in
Equation (6) [40], while the gradient and the Laplacian
operator are determined by second-order isotropic central
schemes used in the studies of Yan and Zu and Zu and
He [18, 19].

3. Results and Discussion

3.1. Static Droplet. Before the simulation of KHI and RTI, the
present model is preliminarily tested by Laplace’s law as well
as the sensitivity study to the values of mobility. Initially, a
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static droplet with the radius R = 25 surrounded by the gas
phase is placed at the center of a periodic domain with
150 × 150 grid points. To mimic the challenging condition
of the large density ratio and high Reynolds number, the
density ratio and kinematic viscosity of liquid and gas
are set as ρA/ρB = 1000 and νA = νB = 0:002, respectively.
According to Laplace’s law, the theoretical pressure differ-
ence between liquid and gas is Δp = σ/R at steady-state.
Figure 1(a) compares the theoretical and numerical values
of pressure difference for various surface tension coefficients,

which are in good agreement. In the simulation, we fix sf0 =
sf7 = sf8 = 1:0, sf1 = sf2 , and sf4 = sf6 as usual. It is found out that

0:75 ≤ sf1ð= sf2Þ ≤ 1:2 and 0:6 ≤ sf4ð= sf6Þ ≤ 1:3 all can give satis-
fying results. For simplicity, sf1ð= sf2 = sf4 = sf6Þ = 1:1 is set.
Regarding the relaxation elements in Sg, similar values are
adopted as those in Ref. [22], except sg0 = sg3 = sg5 = 1:0 and
sg7 = sg8 related to kinematic viscosity.

For the importance of mobility in the present model, a
sensitivity study to its values is necessary. Figure 1(b) depicts
the maximum kinetic energy Emax in the system for various
mobilities. Here, the kinetic energy and the dimensionless
time are defined as E = ρjuj2/2 and t∗ = tσ/ðρBνBRÞ, respec-
tively. It is noteworthy that the present MRT model can suc-
cessfully damp high-frequency oscillations of the kinetic
energy at the early stages. Besides, the undervalue of mobility
allows less damping time and lower kinetic energy, which
also means smaller spurious currents (10−9) in the system.
Taking the numerical stability into account as well, the

mobility is selected as a reasonable value of M = 0:01 in the
following study.

3.2. Kelvin-Helmholtz Instability. In this section, KHI in a
two-phase incompressible flow system is considered with
the schematic diagram depicted in Figure 2. The shear flow
of two immiscible fluids with densities ρA and ρB takes place
in a 2D channel of size (λ × 2λ), whose top and bottom walls
move in opposite directions. Four dimensionless groups are
chosen to regulate the present issue: density ratio, viscosity
ratio, Weber number We = 4U2

0λ/νA, and Reynolds number
Re = 2U0λ/νA, where U0 is the streaming velocity of the top
and bottom walls. To minimize the compressibility effects,
the Mach number is set to satisfyMa =U0/cs ≤ 0:05. Besides,
the dimensionless time is measured as t∗ = 2U0t/λ.

As specified in Ref. [12], we prescribed a vortex sheet in
the computational domain that the interface is initially per-
turbed by a uniformly concentrated vorticity distribution
ω0ðx, yÞ in the form of the Dirac δ function as

ω0 x, yð Þ = δh h x, yð Þ½ �, ð21Þ
with

h x, yð Þ = y
λ
+ 0:01 sin 2π x + yð Þ

λ


 �
, ð22Þ

where hðx, yÞ is the interface location in the dimensionless
form at t∗ = 0, and the Dirac δ function is approximated with
the following smoothed 4-point cosine function [41],
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Figure 1: Validation and sensitivity study. (a) Comparison of the pressure difference between theoretical and numerical results.
(b) Maximum kinetic energy for various mobility.
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π + 2 sin π 2h + 1ð Þ/4ð Þ − 2 sin π 2h − 1ð Þ/4ð Þ½ �/4π, ∣h∣ < 1:5,
5π − 2π ∣ h∣−4 sin π 2 ∣ h∣−1ð Þ/4ð Þ½ �/8π, 1:5 ≤ ∣h∣ ≤ 2:5,
0, ∣h∣ > 2:5:
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Based on the vorticity distribution in the whole domain,
we can find the streaming function Δψ by solving the Poisson
equation Δψ = −ω0, and subsequently, obtain the initial
velocity field via u0 = ∇ × ψ. In the simulation, the periodic
boundary conditions are applied in the streamwise direction,
while the top and bottom walls with a streaming velocity are
implemented by the general bounce-back scheme [42]. The
distribution profile of the order parameter is initialized by

ϕ x, yð Þ = 0:5 − 0:5 tanh 2 y − λ − 0:01λ sin 2πx/λð Þð Þð Þ
W


 �
,

ð24Þ

which enables the value of the order parameter to be smooth
across the interface. First, the density- and viscosity-matched
fluids are considered for grid resolution study by comparing
the results with those of the AMR scheme [12]. As shown in
Figure 3, a symmetric interface roll-up is gradually formed
with Re = 10000 and We = 400, and both vorticity contours
and interface locations agree well with the AMR results based
on the grids of 512 × 1024.

The further study focuses on the shear-layer instability of
fluids with a fixed density contrast but different viscosity
ratios (rν = νB/νA =1, 2, 4, and 8). The Reynolds number is
fixed at Re = 10000 with Weber number being We = 400.
Figure 4 shows the corresponding results of temporal inter-
face evolutions. As it can be seen, the interface roll-ups are
no longer symmetric compared to those of the density-
matched fluids, and such interface asymmetry caused by den-
sity contrast was also reported in the work of Tauber et al.
[43]. Besides, by increasing the viscosity ratio from 1 to 8,
the roll-ups of the growing mixing layer are suppressed. This
phenomenon can be reflected by the time-varying kinetic
energy in the system. Here, the kinetic energy along x- and
y-directions are defined as Ex = ρu2x/2 and Ey = ρu2y/2, respec-
tively, and their peak values (Ex∣max and Ey∣max) versus the
dimensionless time t∗ are portrayed in Figure 5. It is observed
that both Ex∣max and Ey∣max, which represent the interacting
strength of two different fluids [44], reduce with the increas-

ing of the viscosity ratio, thus leading to the weakened
interface roll-ups.

We continue with our investigations by taking the effects
of the density ratio and Reynolds number into account. In
this part, three density ratios (rρ = ρA/ρB =10, 100, and
1000) are examined at different Reynolds numbers varying
from 2000 to 10000, which intends to mimic the operating
condition in prefilming primary atomization. As shown in
Figure 6, a thick tip of the heavy fluid is stretched into a nar-
row ligament at the interface under low or moderate density
ratios (rρ ≤ 100). When the Reynolds number is high enough
(Re =10000), the ligament tends to detach from the heavy
fluid. However, such a breakup pattern is not observed in
the density-matched fluid system. This is due to that the iner-
tial force of the heavy fluid comes to dominate the viscous
force with the increasing density ratio and Reynolds number,
causing a distorted interface and its subsequent disintegra-
tion. On the other hand, once the density ratio and Reynolds
number both reach a high level, small Kelvin-Helmholtz
wavelets are formed on large-scale waves of the perturbed
interface, which trigger the chaotic interface evolution as
shown in Figure 6(b) [45]. These severe topological changes
at the interface are quite in line with those observed in the
primary breakup of liquid sheets [1, 46].

From a different perspective, the effects of the density
ratio and Reynolds number on the interface disturbance are
quantitatively assessed by the averaged order parameter
(ϕavg) with its definition given by ϕavg =

Ð λ
0ϕðx, yÞdx/λ. Tak-

ing the case of Re = 2000 and rρ = 10 as an example,
Figure 7 depicts the profiles of ϕavg against the y-direction
at different times, in which the y-coordinate is measured by
y∗ = ðy + λÞ/ð2λÞ. As seen, the profile keeps to be smooth at
the initial time, and then, it oscillates due to the mixing of
two different fluids. Therefore, the symbol dmix marked in
Figure 7 can be roughly regarded as the width of the mixing
layer. We then record the values of dmix under different den-
sity ratios and Reynolds numbers in Table 1. Evidently, the
width of the mixing layer increases with the Reynolds num-
ber, yet a reversed trend is observed by increasing the density
ratio. These results are consistent with those displayed in
Figure 6. Furthermore, a linear analysis has been carried
out for KHI in wide ranges of the density ratio and Reynolds
number. It is found out that the interface perturbation has an
exponential growth at the initial linear increasing stage of
KHI, which greatly depends on the density ratio and the
Reynolds number. To be specific, the perturbation growth
is accelerated by increasing the Reynolds number but it is
suppressed by increasing the density ratio, which is in line
with the numerical results. However, especially in the case
of the large density ratio and high Reynolds number, the per-
turbation grows nonlinearly to form small Kelvin-Helmholtz
wavelets at the later stage of KHI. The linear theory fails in
this nonlinear regime, and the numerical results in this paper
become useful alternatives.

3.3. Rayleigh-Taylor Instability. Figure 8 sketches the other
incompressible two-phase flow system involved in this paper,
where a layer of heavy fluid with density ρA is located on top

–U0
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U0
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y

𝜆

–𝜆

𝜆

𝜌B 𝜈B
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Figure 2: Schematic diagram for Kelvin-Helmholtz instability.
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of the light one with density ρB. As stated in Ref. [21], any
disturbance at the interface will be accelerated by gravity to
produce downward-moving spikes of heavy fluid and
upward-moving bubbles of light fluid. This is the so-called
RTI, a crucial type of instability that is responsible for the
interface destabilization. In this section, we pay special atten-
tion to RTI regarding fluids with different viscosity ratios and
density ratios in a wide range of the Reynolds number. The
simulation is implemented in a 2D domain of size d × 4d

with periodic and no-slip boundary conditions in the
streamwise and normal-wall directions, respectively. The
numerical results are presented in terms of dimension-
less parameters, including the viscosity ratio, Atwood
number At = ðρA − ρBÞ/ðρA + ρBÞ, and Reynolds number
Re =

ffiffiffiffiffiffi
dg

p
d/νA. Here, g is the gravity acceleration. The

time is normalized as t∗ = t/
ffiffiffiffiffiffiffi
d/g

p
.

Numerical study is started with two benchmark cases for
grid resolution study and further verification. In the first case
of viscosity-matched fluids, the initial order parameter pro-
file, that smoothly across the interface with an amplitude of
0:1d, is given as

ϕ x, yð Þ = 0:5 + 0:5 tanh 2 y − 2d − 0:1d cos 2πx/dð Þð Þð Þ
W


 �
:

ð25Þ

As specified in Ref. [21], the key parameters are fixed as
Re = 2048, At = 0:5, and

ffiffiffiffiffiffi
gd

p
= 0:04. After that, the tempo-

ral evolution of the perturbed interface is shown in Figure 9
based on the grids of 512 × 2048. It is observed that the heavy
fluid is downward accelerated by gravity, and it gradually
penetrates into the light fluid. At t∗ = 2:0, the front-end of
the heavy fluid evolves to be an umbrella-like shape. As the
light fluid is upward pressured, the velocity difference
between two fluids triggers KHI, leading to the counter-
rotating vortices of the heavy fluid (t∗ = 3:0). At a later time
(t∗ = 5:0), these two unstable vortices arouse a pair of sec-
ondary vortices at the tips of the roll-ups. The obtained
interface evolution compares well with those reported in
Refs. [21, 24]. Front-positions of the spike (hs) and bubble
(hb) measured in units of d also agree with the results of He
et al. [21], as shown in Figure 10.

The first test confirms the grid resolution and ability of
the present model in capturing the feature of RTI under a
low density ratio, but the reliability for those with large den-
sity ratios at high Reynolds numbers is not sufficiently veri-
fied. Thus, in the second benchmark case, we intend to
collect more evidence by comparing our simulation with
the analytical data [47]. It is argued in Refs. [21, 47] that

AMR results

Present results

t⁎ = 0.7 t⁎ = 1.0 t⁎ = 1.6
(a) (b) (c)

Figure 3: Vorticity contours (color) and interface locations (red line) of AMR scheme [12] and present model with Re = 10000, We = 400,
ρA = ρB, and νA = νB.

t⁎ = 1.0 t⁎ = 2.0 t⁎ = 3.0

 rv = 1

 rv = 2

 rv = 4

 rv = 8

(d)

(c)

(b)

(a)

Figure 4: Snapshots of interface evolutions for different viscosity
ratios (Re = 10000, We = 400, and ρA/ρB = 2).
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the slightly perturbed interface has an exponential growth in
the early stage,

a = a0e
αt , ð26Þ

where α is the growth rate, and a is the temporal interface
amplitude with its initial value of a0. For the viscosity-
matched fluids with negligible surface tension, the growth
rate will be a function of Atwood number and wavenumber
(k = 2π/d). For presenting the results, the dimensionless
growth rate and wavenumber are defined as α∗ = α/

ffiffiffiffiffiffiffiffiffi
g2/ν3

p
and k∗ = k/

ffiffiffiffiffiffiffiffiffi
g/ν23

p
, respectively. Figure 11 depicts the results

of α∗ obtained from the present model at At = 0:998 with
0:01 ≤ k∗ ≤ 2:0, as well as those predicted by linear theory

[47]. In this case, the grids are 512 × 2048 as well, but the
initial interface amplitude is set with a much small value of
a0 = 0:01d. Noting that in this case, At = 0:998 represents a
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Figure 6: Snapshots of KHI for various density ratios and Reynolds
numbers (We = 400, νA = νB, and t∗ = 4:0).
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Table 1: Widths of the mixing layer for different density ratios and
Reynolds numbers.

Re dmix
rρ = 10 rρ = 50 rρ = 100 rρ = 1000

2000 0.280 0.250 0.203 0.162

5000 0.427 0.392 0.307 0.266

10000 0.478 0.467 0.341 0.269
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large density ratio of ρA/ρB = 1000, and 0:01 ≤ k∗ ≤ 2:0 indi-
cates the Reynolds number varying in the range of 5:6 ≤ Re
≤ 15749:6. Compared with the numerical results in Ref.
[48], our results are in better agreement with the analytical
data [47]. The above results once more demonstrate the abil-
ity of the present model in dealing with challenging condi-
tions and also affirm the grid resolution for the following
study.

In the above two benchmark cases, the simulation focuses
on viscosity-matched fluids. However, the actual fluids gen-
erally own a viscosity contrast. Hence, we assess the effects
of viscosity ratio (rν = νB/νA) on the interface evolution of
RTI in this part. To reduce the influence of density ratio,
the Atwood number is fixed at At = 0:5. The numerical study
then considers four viscosity ratios, including rν =1, 2, 4, and
8 at Re = 256 and Re = 2048, respectively.

Figure 12 shows the snapshots of the interface shape of
different viscosity ratios for Re = 256 at t∗ = 5:0. Compared
with those in Figure 13 for Re = 2048, the heavy fluid at a
low Reynolds number still rolls up as two side spikes, but
the spiral vortices are not observed. By increasing the viscos-
ity ratio, it is found out that roll-ups of the heavy fluid and
the subsequent spiral vortices are all suppressed. This is due
to the enhanced viscous force of the light fluid that reduces
the strength of KHI, which is consistent with the results
reported in Section 3.2. As plotted in Figures 14 and 15, the
viscosity ratio also demonstrates distinct impacts on bubble
position and velocity. Here, the bubble velocity ub is mea-
sured in units of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Atgd/ð1 + AtÞp

. As seen, the motion of
the bubble is restrained with the increasing viscosity ratio
and such effects are more evident at a low Reynolds number.
The possible reason is that the decrease of vortical effects
stemmed from KHI results in a poor acceleration of bubbles.
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Figure 8: Schematic diagram for Rayleigh-Taylor instability.
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Such an adverse impact on the bubble motion happens to be
more remarkable when the viscous force dominates the iner-
tia force at a low Reynolds number (Re = 256).

Ultimately, the effects of density ratio (rρ = ρA/ρB) on the
interface evolution of RTI are investigated with the viscosity
ratio fixed at rν = 2. The following study examines four
different density ratios (rρ =3, 10, 100, and 1000) at Re =
2048 and Re = 10000. As shown in Figure 16, the snapshots
of interface at Re = 2048 for different density ratios are cap-
tured when the spike-front is close to the bottom wall. For
the low density ratios (rρ =3 and 10), we can observe the
umbrella-like spikes with spiral vortices appearing at the tails
of the side roll-ups. By increasing the density ratio to rρ =, the
roll-ups of heavy fluid shrink to be small fingers, which is in
line with the evolving trend predicted in Ref. [21] and the

behavior of KHI at moderate density ratios [22]. Once the
density ratio reaches a sufficiently large value (rρ = 1000),
the umbrella-like spike-front evolve to be a rocket-like con-
figuration with small serrated waves growing on the spike
sides. These small serrated waves are born out of Kelvin-
Helmholtz wavelets, which are exactly the characteristics of
KHI at large density ratios [45]. Such topological interface
deformations are more pronounced at a higher Reynolds
number (Re = 10000). As depicted in Figures 17(c) and
17(d), the small-scale ligaments are stretched and then tend
to detach from the spikes due to the dominated effects of
inertia force under present challenging conditions. This kind
of severe breakup pattern is generally observed in the liquid
jet at the large density ratio and high Reynolds number
[1, 48]. Likewise, we compare the temporal variations of
the normalized bubble position and velocity for different
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Figure 12: Snapshots of interface shape for different viscosity ratios (Re = 256, At = 0:5, and t∗ = 5:0).
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Figure 13: Snapshots of interface shape for different viscosity ratios (Re = 2048, At = 0:5, and t∗ = 5:0).
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density ratios in Figure 18. Apparently, the bubble of light
fluid under a larger density ratio grows much faster than
those under lower density ratios.

4. Conclusions

Recent studies have revealed that KHI and RTI dominate the
processes of liquid sheet breakup and primary atomization.
Generally, the liquid and gas own a large density contrast
and high Reynolds number in these applications. Hence,
the investigations of KHI and RTI by considering the effects
of the large density contrast and high Reynolds number have

great significance in better understanding the destabilizing
mechanism of the liquid layer. Unfortunately, the related
investigations of KHI and RTI are rarely conducted in such
challenging conditions. To this end, the morphological char-
acteristics of KHI and RTI are inspected in wide ranges of the
density ratio, Reynolds number, and viscosity ratio in this
paper. First, a lattice Boltzmann MRT model based on the
conservative AC equation is reconstructed with necessary
modifications, and its numerical ability at challenging condi-
tions is well verified together with sensitive study to the
values of mobility. Afterward, the numerical simulations are
implemented, and the corresponding results indicate that
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Figure 14: Temporal variations of the normalized bubble position and velocity for different viscosity ratios (Re = 256 and At = 0:5).
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Figure 16: Snapshots of interface shape for different density ratios (Re = 2048 and rν = 2).
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Figure 17: Snapshots of interface shape for different density ratios (Re = 10000 and rν = 2).
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the viscosity ratio and density ratio tend to suppress the
interface disturbance, while the Reynolds number favors the
fluids interpenetrating. Nonetheless, when the density ratio
and the Reynolds number are both increased to large values,
the aroused Kelvin-Helmholtz wavelets trigger severe inter-
face evolutions due to the dominated inertia force of heavy
fluid. Noting that the aforementioned results of KHI and
RTI, particularly, under a large density ratio and high Reyn-
olds number greatly support the typical mechanisms
observed in the primary atomization process.
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Boundary layer transition is a hot research topic in fluid mechanics and aerospace engineering. In low-speed flows, two-
dimensional Tollmien-Schlichting (T-S) waves always dominate the flow instability, which has been modeled by Coder and
Maughmer from 2013. However, in supersonic flows, three-dimensional oblique Tollmien-Schlichting waves become
dominant in flow instability. Inspired by Coder and Maughmer’s NTS amplification factor transport equation for two-
dimensional Tollmien-Schlichting waves in low-speed flows and Kroo and Sturdza’s linear stability theory (LST) analysis
results for oblique Tollmien-Schlichting waves in supersonic flows, a new amplification factor transport equation for oblique
Tollmien-Schlichting waves has been developed based on LST. The compressible Falkner-Skan similarity equations are
introduced to build the relationships between nonlocal variables and local variables so that all the variables used in the
present model can be calculated using local variables. Applications of this new transport equation to the flows over
supersonic flat plate, 3% thick biconvex airfoil, and one modified supersonic laminar airfoil show promising results compared
with the standard LST analysis results.

1. Introduction

Since laminar flow has less drag than turbulent flow, laminar
flow design technology has been a research hotspot in energy
conservation of the green aviation [1]. In the process of
laminar flow design, the accuracy of transition prediction
plays a crucial role on the design effect. Therefore, it is
very important and meaningful for aircraft designers to
pay close attention to smart and efficient transition predic-
tion methods. In recent years, there are two main routes
to predict transition for airplanes and other complex aero-
dynamic configurations. One is the local transition models
established by experimental data and stability analysis
results, such as Menter et al.’s γ − Reθt correlation-based
transition model [2–4], Walters et al.’s k‐kL‐ω model based
on laminar kinetic energy mechanism [5, 6], Fu and
Wang’s k‐ω‐γ transition model for high-speed flows [7],

and Xu et al.’s physical mode-based transition models
[8–11]. These models play an important role to predict
transition for three-dimensional complex aerodynamic
flows. The advantages of these transition models are local,
convenient, efficient, and compatible with CFD parallel
computations. The disadvantage is relying too much on
experimental data and empirical parameters.

Compared with the local transition models mentioned
above, in the 1950s, a semiempirical method named eN based
on linear stability theory, proposed by Smith and Gamberoni
[12] and Van Ingen [13], is widely used to predict transi-
tion in industry aerodynamic applications [14]. This LST-
based method has been chosen for transition prediction in
subsonic and transonic boundary layers by Boeing Inc.,
Airbus Inc., German Aerospace Center (DLR), National
Aeronautics and Space Administration (NASA), France
Aerospace Center (ONERA), etc. Subsequently, the eN
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method was simplified by Drela and Giles [15] based on
LST analysis results of similarity solutions for laminar flow.
This simplified method built the functions between the
most unstable amplification factor and the streamwise
boundary layer shape factor H12, which has been imple-
mented into the famous airfoil design soft “X-foil” [16].
With the development of CFD technique, Krimmelbein
and Krumbein [17], Bégou et al. [18], Pascal et al. [19],
and Shi et al. [20] coupled the LST-based eN method with
Reynolds-averaged Navier-Stokes (RANS) code. This kind
of coupling is reliable, but it is still complex because it also
needs to solve boundary layer equations and linear stability
theory equations, to integrate the eigenvalues, and to search
nonlocal flow variables at the edge of boundary layers.

Based on Drela’s idea, Coder and Maughmer [21] estab-
lished an amplification factor transport equation to solve
the amplification factor based on the approximate envelope
method, which was extended using new local pressure gradi-
ent parameters [22, 23] recently. This transition model can
predict the two-dimensional Tollmien-Schlichting (T-S)
instabilities and laminar separation bubble- (LSB-) induced
transition in low-speed flows. It is worth mentioning that this
transport equation forNTS factor combines the advantages of
eN method and local transition models. All the variables in
Coder and Maughmer’s transport equation can be calculated
using local flow variables so that it can be compatible with
modern CFD codes conveniently, especially for unstructured
codes.

In 2016, Xu et al. [24] constructed a transport equation for
amplification factor of crossflow waves, which is restricted to
winglike geometries. In 2019, Xu et al. [25] established a local
amplification factor transport equation for crossflow instabil-
ity in low-speed boundary layers, which performs well in sev-
eral classical transition prediction cases. Hence, it is time to
develop this modeling idea to high-speed flows. As known,
in subsonic and low-transonic flows, two-dimensional T-S
waves dominate the T-S instabilities. However, in supersonic
boundary layers, oblique T-S waves play a dominant role
[25]. In this paper, we are trying to build a brand new
amplification factor transport equation for the oblique
T-S waves in supersonic flows. Because the instability mech-
anism of two-dimensional T-S waves and oblique T-S waves
is different, the present transport equation only has the sim-
ilar form but different content compared with Coder’s trans-
port equation. Note that all the nonlocal variables are fitted
using the solution database of compressible Falkner-Skan
similarity equations. Since a suitable critical value of amplifi-
cation factor can be found in the flows below Mach number
3.0 using Mack’s relations [14, 26, 27] with freestream turbu-
lence intensity, the present work is very valuable and
meaningful for natural laminar flow (NLF) optimizations of
supersonic airfoils and wings.

2. Modeling of the Transport Equation

2.1. Compressible Falkner-Skan Similarity Equations. In
order to localize the nonlocal variables, two-dimensional
compressible similarity equations are introduced to build
the relation functions.

ξ =
ðx
0
ρeUeμedx,

η =
Ueffiffiffiffiffi
2ξ

p ðy
0
ρdy =

ffiffiffiffiffiffiffiffiffiffi
ρeUe
2μex

s ðy
0

ρ

ρe
dy:

8>>>><
>>>>:

ð1Þ

With Illingworth transformation, the two-dimensional
boundary equations can be written as [28]

ρμ

ρeμe
f ″

� �
′ + f f ″ + βH

ρe
ρ

− f ′2
� �

= 0,

1
Pr

ρμ

ρeμe
g′

� �
′ + f g′ + γH − 1ð ÞM2

e
ρμ

ρeμe
f ″2

+ γH − 1ð ÞM2
e f ′β f ′2 − g

� �
= 0,

ð2Þ

subject to the boundary conditions

η = 0⟶ f = f ′ = 0, g = gw org′ = 0 for adiabatic wall
� �

,

η =∞⟶ f ′ = 1, g = 1:
ð3Þ

In the equations above, f ′ = u/Ue and g = T/Te indicate
the velocity profile and temperature profile, respectively.
βH = ð2ξ/UeÞðdUe/dξÞ is the Falkner-Skan pressure gradient
parameter, Pr is the Prandtl number, γH is the ratio of specific
heats, M is the Mach number, ρ is the density, and μ is the
dynamic viscosity. Note that the subscript “e” means the
variables at the edge of boundary layer.

2.2. Transport Equation Description for Oblique T-S Waves.
Firstly, the transport equation takes the form

∂ ρNTSð Þ
∂t

+
∂ ρuiNTSð Þ

∂xi
= ρSFcritFgrowth

dNTS
d Reθ

+
∂
∂xi

μ + μtð Þ ∂NTS
∂xi

� �
,

ð4Þ

where S is the strain rate magnitude, Fcrit indicates the onset
function, Fgrowth stands for the development function of
growth rate, and dNTS/d Reθ represents the slop of the ampli-
fication factorNTS and momentum thickness Reynolds num-
ber Reθ. The source term is mainly established based on the
extensive linear stability analysis results by Kroo and Sturdza
[29] for oblique T-S waves in supersonic flows. The details
can be found in Ref. [29].

Secondly, the onset function, Fcrit, is given by

Fcrit =
0, Reθ < Reθ,crit,

1, Reθ ≥ Reθ,crit,

(
ð5Þ

where Reθ,crit is the critical momentum thickness Reynolds
number with the following expressions [29]:
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Here, Hk , proposed by Drela and Giles [15] and defined
as Hk =

Ð ð1 − u/UeÞdy/
Ð ð1 − u/UeÞu/Uedy, means the kine-

matic shape parameter.
Thirdly, the function Fgrowth is similar to Drela and

Giles’s [15] and Coder and Maughmer’s [21] formulations:

Fgrowth =D Hkð Þ 1 +m Hkð Þl Hkð Þ½ �
2

, ð7Þ

where

D Hkð Þ = 2:775Hk − 2:083
Hk − 1:948

,

l Hkð Þ = 6:54Hk − 14:07
H2

k
,

m Hkð Þ = 0:058
Hk − 4ð Þ2
Hk − 1

− 0:068
" #

1
l Hkð Þ :

ð8Þ

The functions lðHkÞ and mðHkÞ have the same expres-
sions with Drela and Giles’s formulations. The DðHkÞ
correlation is developed to modify the behavior of the source
term at various kinematic shape parameters through lots
of calibrations.

Fourthly, the slope function is modeled as

dNTS
d Reθ

=
0:01K1
Kb

2:4HkKa − 3:7 + 2:5Kc tanh 1:5Hk − 4:65ð Þ½ �2	
+ 0:125 + Kd − Kmg,

K1 = 0:5463 0:4811
Tw
Te

+ 1
� �

,

Ka = 1 + 0:2 Hk − 2:5918ð Þ 1 −
Te
Tw

� �
,

Kb = 4:7
Tw
Te

− 1
� �

+ 1,

Kc =
Tw
Te

,

Kd = 1:2
Tw
Te

− 1
� �3/2

,

ð9Þ

where K1, Ka, Kb, Kc, and Kd are all the compressibility
correction coefficients and Tw is the wall temperature. It
is worth mentioning that Km means the history effect.
Kroo and Sturdza use Km = 11:5

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Tw/Te

p ðHk avg −HkÞand
Hk avg = ð1/s − s0Þ

Ð s
s0
Hkds to calculate Km, which is very

difficult to compute using local variables. For the integral,
transport equation with additional source term can be
applied. However, it seems very difficult to compute the aver-
age of upstream parameter Hk using local variables. There-
fore, in this paper, the history effect term is set as zero
temporarily and this term will be developed in the next step.

Not only two-dimensional T-S waves but also three-
dimensional oblique T-S waves are stabilized by favorable
pressure gradient and increase near the adverse pressure gra-
dient region. It should be mentioned that theHk ranges from
2.5 to 3.0 for these formulations above, which means this
transport equation can only be used to describe the develop-
ment of pure oblique T-S waves in the supersonic flows with
moderate favorable pressure gradient and adverse pressure
gradient. For the flows with strong favorable pressure gradi-
ent, like the stagnation point flows around blunt leading
edge, subsonic regions always appear so that Hk exceeds the
current modeling scope. The present model cannot predict
the two-dimensional T-S waves which are different from
the oblique T-S waves.
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Figure 2: CFD mesh and boundary conditions.
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Fifthly, after filtering the existing parameters to describe
the pressure gradient, the local parameter HL = Sy/Ue, pro-
posed by Coder and Maughmer [21], was adopted to calcu-
late the kinematic shape parameter Hk . In the definition, y
is the distance to the nearest wall. Figure 1 plots the function
among Mach number Me, HL, and Hk , which is obtained by
similarity solutions and can be formulated as

Hk = 1:261 + 0:2083Me − 0:006437M2
e − 0:00006606M3

e

+ 0:0184M2
eHL + 0:06087MeH

2
L − 0:449MeHL

+ 1:407H2
L + 1:658HL:

ð10Þ

Sixthly, Xu et al.’s engineering estimation method [9] for
Mach number at the edge of boundary layer is chosen, which
has the expressions as follows:

γH
γH − 1

� �
P∞
ρ∞

+
U2

∞
2

=
γH

γH − 1
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P
ρe

+
U2

e
2
, ð11Þ

a2∞
γH − 1

+
U2

∞
2

=
a2e

γH − 1
+
U2

e
2
, ð12Þ

where a stands for the sound speed, P is the pressure, and the
subscript∞ denotes variables in freestream. Furthermore, ρe
could be given by ρe = ½ðργH∞ /P∞ÞP�1/γH and theMach number
at the edge of boundary layer is determined asMe =Ue/ae. In
some nonlocal models, Me can be obtained through search-
ing operations. However, through the aerodynamic equa-
tions (11) and (12), it can get a relatively accurate
estimation of Me, which is much more accurate than using
the freestream Mach number M∞ directly. It should point
out that the prediction of Me is a CFD issue, which can
be computed by the aerodynamic formulations and CFD

variables. This part does not belong to the transition
modeling content.

Finally, the last unknown parameter is the local
momentum thickness Reynolds number Reθ = ρUeθ/μ. From
the similarity solution database, the relationship between
Reθ and the vorticity Reynolds number ReV = ρSy2/μ is
described as

Θ Með Þ = ReV
2:193 Reθ

= 1 +
γH − 1ð Þ

2
M2

e : ð13Þ

Since there is a small height difference between the max-
imum value of ReV and HL in favorable pressure gradient
boundary layers, a minor height correction is introduced:

Reθ = Reθ 1:086 exp 0:3455λθ′
� �

+ 0:01279 exp 18:28λθ′
� �h i

,

ð14Þ

where λθ = ðρθ2/μÞðdUe/dsÞ is the Thwaites pressure gradi-
ent factor and λθ′ can be computed using the following
equations [25, 30]:

θ =
max d2S
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Figure 3: Predicted results of amplification factor. (a) Comparison with standard LST analysis results. (b) Contour atMach number = 2:2 and
Reynolds number = 5:6 × 107/m.
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Note that the incompressibility correction for λθ comes
from Ref. [31] and λθ′ corresponds to the modified Thwaites
pressure gradient factor.

Finally, the effective intermittency factor takes the form

γeff = max γ, exp 2 max NTS −NTS,critð Þ½ �	 �
, ð16Þ

where γ is the intermittency factor and the effective inter-
mittency factor γeff is used to trigger transition in the tur-
bulence model. The coupling way between the transition
model and the Menter’s Shear Stress Transport (SST) tur-
bulence model from Coder and Maughmer’s paper [32] in
2013 is selected in this paper, which is given by

∂ ρkð Þ
∂t

+
∂ ρuikð Þ
∂xi

= γeffPk,original

−min max γeff , 0:1ð Þ, 1:0ð ÞDk,original

+
∂
∂xi

μ + σkμtð Þ ∂k∂xi

� �
:

ð17Þ

Note that γeff is the switch function for the generation
of turbulent kinetic energy by the production term
Pk,original and the destruction term Dk,original in the SST tur-
bulence model. For comparison, the saddle point method,
proposed by Cebeci and Stewartson [33], is adopted for
the standard LST analysis.
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Figure 5: Predicted results of amplification factor. (a) Comparison with standard LST analysis results. (b) Contour atMach number = 2:2 and
Reynolds number = 3:0 × 107/m.
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Figure 4: Predicted results of amplification factor. (a) Comparison with standard LST analysis results. (b) Contour atMach number = 1:5 and
Reynolds number = 5:4 × 107/m.
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3. Results and Discussion

In the present work, the open-source structured Reynolds-
averaged Navier-Stokes solver named CFL3D was used as
the basic flow solver. Details of this solver could be found
in NASA’s website (data available online at https://cfl3d.larc
.nasa.gov/) and documents [34]. In this work, all of the tran-
sition prediction results were obtained by the present trans-
port equation coupling with Menter’s k‐ω SST turbulence
model.

3.1. Validation Test Case 1: Supersonic Flat Plate. The first
case is the zero-pressure-gradient supersonic flat plate. The
basic mesh with boundary conditions for the following com-
putations is shown in Figure 2. At first, the 149 × 97-point
mesh, 201 × 201-point mesh, and 301 × 301-point mesh are
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Figure 8: Supersonic airfoils.
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Figure 7: Predicted results of amplification factor (a) Comparison with standard LST analysis results; (b) contour atMach number = 3:5 and
Reynolds number = 5:89 × 107/m.
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Figure 6: Predicted results of amplification factor. (a) Comparison with standard LST analysis results. (b) Contour atMach number = 3:0 and
Reynolds number = 5:6 × 107/m.
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employed to conduct the mesh sensitive test, and the results
are illustrated in Figure 3(a). The Mach number is 2.2 and
Reynolds number is 5:6 × 107/m. The near-wall mesh is fine
enough so that y+ð1Þ of the cell next to the wall is smaller
than 1.0. It can be seen that as the amount of the grid
increases, the results converge gradually, demonstrating the
robustness of the new transport equation. Figure 3(b) dis-
plays the contour of NTS factor calculated by the present
transport equation. Note that the predicted maximum value
of NTS factor is extracted from the NTS contour at each
streamwise location. With further validations, various free-
stream conditions were considered. Figure 4 displays the
contour of predicted NTS factor and the comparison with
the standard LST analysis results under the conditions of
M∞ = 1:5 and Re = 5:4 × 107/m. Meanwhile, the Mach num-
ber is 2.2 in Figure 5 and 3.0 in Figure 6. Moreover, the unit
Reynolds number in Figure 5 is 3:0 × 107/m and 5:6 × 107/m
in Figure 6. Although the Mach numbers and Reynolds num-

bers change, the predicted results of NTS factor seem robust
and accurate. When a critical value of NTS factor was set as
10.0, the results in the case with M∞ = 3:5 and Re = 5:89 ×
107/m are plotted in Figure 7. Before the threshold value of
NTS factor, the development of NTS factor is described accu-
rate and transition occurs near the threshold. Subsequently,
in the turbulent region, NTS factor will be quickly dissipated.
As a result, the whole process of oblique T-S wave-induced
transition is simulated reasonably.

3.2. Validation Test Case 2: Biconvex Laminar Airfoil. Sec-
ondly, the 3% thick biconvex airfoil, i.e., the “Airfoil-1” as
plotted in Figure 8, is chosen for validations. Note that the
coordinates of this classical airfoil are formulated
asz/c = 0:06x/cð1 − x/cÞ. The following airfoil cases use the
same topology structure of mesh with the flat plate cases.
The freestream conditions are set as M∞ = 2:0 and Re =
5:4 × 107/m. When the angle of attack (AoA) is zero, the
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Figure 10: The predicted (a) NTS contour and (b) comparison with standard LST analysis results when angle of attack is 0°.
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predicted Mach number at the edge of boundary layer is
shown in Figure 9, compared with the contour of local Mach
number. The predicted value ofMe agrees well with the con-
tour of local Mach number. The calculated NTS contour and
the maximum value at each streamwise location are sketched
in Figure 10.

When the angle of attack is 2 degrees, Figure 11 demon-
strates the predicted Mach number at the edge of boundary
layer which is in accord with the value at the outer edge of
the boundary layer in the local Mach number contour. The
predicted NTS contour is displayed in Figure 12. Further-
more, the extracted data on the upper surface and lower sur-
face are plotted in Figures 13(a) and 13(b), respectively. It can
be seen that most of the NTS factor are simulated accurately.

It is worth noting that the defects without history effect term
gradually appear downstream. This is the main reason of the
deviations between the predicted value and the standard LST
results in the downstream region. Certainly, even though the
nonlocal methods are used, there are still deviations com-
pared with the standard LST analysis data [18]. Conse-
quently, the small deviations predicted here can be accepted.

3.3. Validation Test Case 3: Modified Laminar Airfoil. The third
case for validation is the “Airfoil-2” as shown in Figure 8, which
has a larger radius of curvature near the leading edge. The free-
stream Mach number is 1.8 and the unit Reynolds numbers
contain Re = 3:5 × 107/m, 5:4 × 107/m, and 8:0 × 107/m. The
estimatedMe is still in good agreement with the reference data
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shown in Figure 14. In addition, Figures 15–17 illustrate the
computed NTS factor contour and the comparison with
standard LST analysis results. Overall, the present transport
equation works well. However, due to the lack of history effect
term, there are obvious deviations between the predicted value
of NTS and the standard LST results. Therefore, for the compu-
tations in moderate or strong favorable pressure gradient flows,
it seems quite difficult to compute the average of upstream
integrated variables using local variables. This problem will be
solved in the future research.

4. Conclusions

In summary, a new amplification factor transport equation
for the oblique T-S waves in supersonic flows has been devel-
oped based on linear stability analysis results and validated in
several typical two-dimensional supersonic flows. The good

agreement between the present transport equation and the
standard LST analysis results in two-dimensional supersonic
airfoils which show that the present transport equation is
very promising and encouraging. Obviously, this model has
the potential to be extended and applied to predict the obli-
que T-S waves on three-dimensional wings with sharp lead-
ing edge and cones with sharp nose. Moreover, crossflow
instability, playing an important role in 3D boundary layers,
should be taken into account in the future research.

It should be pointed out that the present model can
only simulate the pure oblique T-S waves, which means it
cannot predict the airfoils with blunt leading edge. Because
there is a subsonic region near the blunt leading edge, the
instability mechanism near the leading edge may start from
two-dimensional T-S waves to oblique T-S waves. Hence,
this complex process cannot be captured using the present
model.

z

–0.3

–0.2

–0.1

0.1

0

0.2

0.3

x

0 0.2 0.4 0.6 10.8

1 1.18 1.36 1.54 1.72 1.9
M

(a)

1 1.18 1.36 1.54 1.72 1.9
Me

z

–0.3

–0.2

–0.1

0.1

0

0.2

0.3

x

0 0.2 0.4 0.6 10.8

(b)

Figure 14: Comparison between (a) local Mach number and (b) predicted Me with Mach number of 1.8.

0

2

4

6

8

10

N
TS

x/c
0 0.2 0.4 0.6 0.8 1

LST
Present

(a)

0

1

2

3

4

5

6

7

8

9

10

N
TS

x/c
0 0.2 0.4 0.6 0.8 1

LST
Present

(b)

Figure 13: The predicted NTS factor on the (a) upper surface and (b) lower surface with angle of attack of 2°.

9International Journal of Aerospace Engineering



0

z

0

0.02

0.015

0.01

0.005

0 0.2 0.4 0.6 0.8 1
x

NTS
8.56.85.13.41.7

(a)

0

2

4

6

8

10

0.2 0.4 0.6 0.8
x

N
CF

(b)

Figure 17: The predicted (a) NTS contour and (b) comparison with standard LST analysis results at Re = 8:0 × 107/m.

0 1.4 2.8 4.2 5.6 7

z

0

0.02

0.015

0.01

0.005

0 0.2 0.4 0.6 0.8 1
x/c

NTS

(a)

0
1
2
3
4
5
6
7
8
9
10

0 0.2 0.4 0.6 0.8 1
x/c

N
TS

LST
Present

(b)

Figure 16: The predicted (a) NTS contour and (b) comparison with standard LST analysis results at Re = 5:4 × 107/m.

z

0 0.2 0.4 0.6 0.8 1
0

0.02

0.015

0.01

0.005

x/c
NTS

0 1 1.5 2 2.5 3 3.5 4 4.5 50.5

(a)

2

0

4

6

8

10

0 0.2 0.4 0.6 0.8 1
x/c

N
CF

LST
Present

(b)

Figure 15: The predicted (a) NTS contour and (b) comparison with standard LST analysis results at Re = 3:5 × 107/m.

10 International Journal of Aerospace Engineering



On the whole, although the application scope is limited to
supersonic configurations with sharp leading edge, all the
formulations established in this model provide a good idea
and a reasonable fundamental framework for the modeling
of oblique T-S waves in supersonic boundary layers. The
extensive validations at various Mach numbers, Reynolds
numbers, and angles of attack are all in accord with the stan-
dard LST analysis results, which has proven that the present
transport equation is constructed reasonably and correctly.
As for the history effect term, it should be taken into account
by a new transport equation in the next step.
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