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The presence of robotics and its application is becoming
widespread. It is a reality that in the past few years robots
have been revolutionizing the manufacturing and production
as indicated by the International Federation of Robotics
(IFR) in World Robotics Statistics. But also, robots are being
successfully used in other fields, outside industry. Therefore,
service robots are conquering various areas such as the
domestic environment, transport, agriculture, security, edu-
cation, medical and health care, and personal or professional
assistance, among others. In these contexts, the sensing
techniques are essential to enable robots to perform tasks
autonomously. The sensorial perception from visual/tactile
sensors is vital to develop autonomous robots with abilities
for specific applications. On the one hand, visual sensors are
widely used in mobile robots for mapping and exploration
by land, sea, or air. But also, visual sensors are useful to
recognize and locate objects in an environment. On the other
hand, tactile sensors provide data for intelligent manipu-
lation of located objects and to add semantic information
such as hardness, flexibility, elasticity, roughness, or shape.
Consequently, both sensors working together or separately
allow researchers to implement new approaches, methods,
and algorithms to achieve a robust sensing of dynamic and
complex environments, improving the robot’s abilities for
specific applications in which there is interaction between a
robot and its surrounding area.

This special issue consists of eight articles on various
topics about robotics perception from six countries: China,
Croatia, Germany, Korea, Mexico, and Spain. The aim of
this special issue is an attempt to gather and cover recent

advances in robotic perception. In particular, the editors wish
to explore the challenges and solutions to improve robot
perception in both indoor and outdoor environments.

The location and navigation problem has traditionally
been addressed for land mobile robots in indoors and more
recently for robots and autonomous vehicles in outdoors. In
this line of work, the paper by J. Duque et al. presents a
new indoor positioning system based on the combination
of data obtained from a Wi-Fi signal and RGB-D images
acquired from cameras based on Time of Flight technology
to estimate people location in indoor environments. The
proposed system is able to detect more than one person in
the same room using a nonintrusive method and low cost
and easy installation technology. Besides, the paper by L.
Fernandez et al. presents a comparison among five known
image descriptors such as SURF with Harris corner detector,
HOG, DFT, Fourier signature, and gist-Gabor descriptor. The
authors assess these descriptors using spherical panorama
images obtained from the services of Google Street View.
The goal is to use the proposed descriptors to build outdoor
visual maps from Google images which are applied to both
autonomous navigation and localization processes of mobile
robots. The descriptors goodness to achieve that goal is
measured using the relationship between precision and recall
for each descriptor as well as the computational cost.

Recently, the research which proposes solutions for navi-
gation problems has been applied to other contexts, resulting
in marine robots and underwater vehicles. In this field, F.
Mandic et al. propose a method for navigation by tracking
an underwater target with a robot marine named BUDDY
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AUV which uses data fusion between USBL measurements
and sonar images in real scenarios. The proposed algorithm
obtains precise and reliable underwater object tracking at
steady rate, even in cases when either sonar or USBL
measurements are faulty or are not available. Moreover, the
paper by R. Pérez-Alcocer et al. addresses the underwater
navigation problem in poor visibility conditions. The under-
water image tends to be blurred and/or colour depleted. The
authors have developed a visual system based on laf3 space
colour for detection of artificial landmarks underwater in
poor visibility conditions without requiring the adjustment
of parameters when marine environmental conditions are
changed. This visual system has been integrated in a nav-
igation control system. Furthermore, in the same line as
these aforementioned works, A. Maldonado-Ramirez and
L. A. Torres-Méndez present a method of detection and
tracking of visual targets which can be relevant for ocean
bed exploration. Authors have demonstrated the method’s
effectiveness with experiments applied to explorations of
natural underwater structures like coral reefs carried out by
a marine robot guided by visual features but with no human
intervention.

Service robots tend to be autonomous robots with intel-
ligence to perform behaviours in the real world. Probabilistic
methods and algorithms are a growing area in the field of
robotics. Accordingly, probabilistic robotics is widely used
to estimate the robot pose and location as well as planning
and controlling their trajectory and movements. Probabilistic
robotics uses statistics and mathematical tools of artificial
intelligence such as Bayes/Kalman/Particle filters as well as
other Markov and Monte Carlo techniques. In this way, the
paper by C. Rink et al. is focused on Monte Carlo registration
methods. They present techniques for object modelling and
pose estimations for further manipulation by a robot. Authors
show various experiments with depth images acquired from
Time-of-Flight camera and laser striper in real-time.

J.-H. Kim et al. show a detection method based on visual
feature selection for autonomous firefighting robot. In that
work, authors use FLIR cameras to classify fire, smoke, and
both thermal reflections in indoor fire environments where
there is dense smoke with bad visibility. The cameras were
mounted in SAFFiR robot to extract motion information
and texture features. Additionally, a Bayesian classification is
carried out to probabilistically identify multiple instances of
each target in real-time.

Robotic applications as intelligent manipulation often
require not only sense of sight but also sense of touch. In
these cases, the robots mount grippers and hands at the
effector which is equipped with a tactile sensing system.
Design, performance, and fabrication of tactile systems are
usually based on a conductive material and/or a circuit of
networked resistive sensor arrays. The wire features and the
connections among electronic components cause problems
such as crosstalk. J. Wu and L. Wang’s paper introduces the
design of a new S-NSDE-EP circuit using two wires for every
driving-electrode and every sampling-electrode to reduce the
crosstalk caused by the connected cables in the 2D networked
resistive sensor array.
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A comparative analysis between several methods to describe outdoor panoramic images is presented. The main objective consists in
studying the performance of these methods in the localization process of a mobile robot (vehicle) in an outdoor environment, when
a visual map that contains images acquired from different positions of the environment is available. With this aim, we make use
of the database provided by Google Street View, which contains spherical panoramic images captured in urban environments and
their GPS position. The main benefit of using these images resides in the fact that it permits testing any novel localization algorithm
in countless outdoor environments anywhere in the world and under realistic capture conditions. The main contribution of this
work consists in performing a comparative evaluation of different methods to describe images to solve the localization problem
in an outdoor dense map using only visual information. We have tested our algorithms using several sets of panoramic images
captured in different outdoor environments. The results obtained in the work can be useful to select an appropriate description
method for visual navigation tasks in outdoor environments using the Google Street View database and taking into consideration

both the accuracy in localization and the computational efficiency of the algorithm.

1. Introduction

Designing vehicles capable of navigating autonomously, in
a previously unknown environment and with no human
intervention, is a fundamental objective in mobile robotics.
To achieve this objective, the vehicle must be able to build
a model (or map) of the environment and to estimate its
position within this model. A great variety of localization
approaches can be found in the literature. In general, the
position and orientation of the robot can be obtained from
proprioceptive (odometer) or exteroceptive (laser, camera, or
sonar) sensors, as presented in the works of Thrun et al. [1]
and Gil et al. [2].

With the exteroceptive approach, the use of computer
vision to create a representation of the environment is very
extended due to the good relationship quantity of infor-
mation/cost that the cameras offer. The research developed
during the last years in the topic of map creation using
visual information is enormous, and new algorithms are
presented continuously. Usually, one of the key points of these

algorithms is the description of the visual information to
extract relevant information which is useful for the robot to
estimate its position and orientation. In general, the problem
can be approached from two points of view: local features
extraction and global-appearance approaches. In the first one,
a number of landmarks (distinctive points or regions) are
extracted from each scene and each landmark is described to
obtain a descriptor which is invariant against changes in the
robot position and orientation. Murillo et al. [3] presented
an algorithm that made use of the SURF (Speeded Up Robust
Features) description method [4] to improve the performance
of appearance-based localization methods using omnidirec-
tional images in large data sets. On the other hand, global-
appearance approaches consist in representing each scene
by a single descriptor which is computed working with the
scene as a whole, with no local feature extraction. This
approach has recently become popular and some examples
can be found. Rossi et al. [5] present a metric to compute
the image similarity using the Fourier Transform of spherical
omnidirectional images in order to carry out the localization
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of a mobile robot. Paya et al. [6] present a framework to
carry out multirobot route following using an appearance-
based approach with omnidirectional images to represent
the environment and a probabilistic method to estimate the
localization of the robot. Finally, Ferndndez et al. [7] deal with
the problem of robot localization using the visual information
provided by a single omnidirectional camera mounted on the
robot, using techniques based on the global appearance of
panoramic images and a Monte Carlo Localization (MCL)
algorithm [8].

The availability of spherical images that represent outdoor
environments is nowadays almost unlimited, thanks to the
services of Google Street View. Furthermore, these images
provide a complete 360-degree view of the scenery in the
ground plane and 180-degree view vertically. Thanks to this
great amount of information, these images can be used to
carry out autonomous navigation tasks robustly. Using a set
of these previously available spherical images as a dense
visual map of an environment, it is possible to develop an
autonomous localization and navigation system employing
the images captured by a mobile robot or vehicle and
comparing them with the map information in order to resolve
the localization problem. This way, in this paper, we consider
the use of the images provided by Google Street View as
a visual map of the environment in which a mobile robot
must be localized using the image acquired from an unknown
position.

The literature regarding the navigation problem using
Google Street View information is somewhat sparse but
growing in recent years. For example, Gamallo et al. [9] pro-
posed the combination of a low cost GPS with a particle filter
to implement a vision based localization system that com-
pares traversable regions detected by a camera with regions
previously labeled in a map (composed of Google Maps
images). The main contribution of this work is that a synthetic
image of what the robot should see from the predicted
position is generated and compared with the real observation
to calculate the weight of each particle. Torii et al. [10] tried to
predict the GPS location of a query image given the Google
Street View database. This work presents a design of a match-
ing procedure that considers linear combinations of bag-of-
feature vectors of database images. With respect to indoor
pose estimation, Aly and Bouguet [11] present an algorithm
that takes as input spherical Google Street View images and as
output their relative pose up to a global scale. Finally, Taneja
et al. [12] proposed a method to refine the calibration of the
Google Street View images leveraging cadastral 3D informa-
tion.

The localization of the vehicle/robot can be formulated
as the problem of matching the currently captured image
with the images previously stored in the dense map (images
in the database). Nowadays, a great variety of detection and
description methods have been proposed in the context of
visual navigation but, in our opinion, there exists no consen-
sus on this matter when we use outdoor images.

Amors et al. [13] carried out a review and comparison
of different global-appearance methods to create descriptors
of panoramic scenes in order to extract the most relevant
information. The authors of this work developed a set of
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experiments with panoramic images captured in indoor envi-
ronments to demonstrate the applicability of some appear-
ance descriptors to robotic navigation tasks and to measure
their quality in position and orientation estimation. However,
as far as outdoor scenarios are concerned, there is no revision
of methods that offer good results. This situation, combined
with the fact that using Google Street View images has barely
been tested in autonomous navigation systems, has motivated
the work presented here. Following this philosophy, we made
a comparison between different descriptors of panoramic
images but, in this case, we used Google Street View images
captured in outdoor environments. This is a more challenging
problem due to several features: the openness of the images
(i.e., the degree of dominance of some structures such as
the sky and the road which do not add distinctiveness to
the image), their changing lighting conditions, and the large
geometrical distance between the points where the images
were captured.

Taking these features into account, we consider that it is
worth carrying out a comparative evaluation of the perfor-
mance of different image descriptors under real conditions of
autonomous outdoor localization, since it would be a nec-
essary step prior to the implementation of a visual nav-
igation framework. In this paper, we evaluate two differ-
ent approaches: approaches based on local features and
approaches based on global appearance. In both cases we test
the performance of the descriptor depending on the main
parameters that configure it and we make a graphical repre-
sentation of the precision of each method versus the recall [14].

When a robot has to navigate autonomously outdoors,
very often a rough estimation of the area where the robot
moves is available, and the robot must be able to estimate its
position in this wide zone. This work focus on this task; we
assume the zone where the robot navigates is approximately
known and it must estimate its position more accurately in
this area. With this aim, two different wide areas have been
chosen to evaluate the performance of the localization algo-
rithms, and a set of images per area has been obtained from
the Google Street View database.

The remainder of the paper is organized as follows. In Sec-
tion 2, we present the description methods evaluated in this
work. In Section 3, the experimental setup and the databases
we have used are described. Section 4 describes the method
we have followed to evaluate the descriptors in a localization
process. Section 5 presents the experimental results. Finally,
in Section 6, we outline the conclusions and the future works.

2. Image Descriptors

In this section, we present five different image descriptors that
are suitable to build a compact description of the appearance
of each scene [13-15]. One of the methods, previously denoted
as a feature-based approach, consists in representing the
image as a set of landmarks extracted from the scene along
with the description of such landmarks. The method selected
for this landmarks description is SURF (Speeded Up Robust
Features). The other methods chosen to carry out the compar-
ative analysis are the following appearance-based methods:
the two-dimensional Discrete Fourier Transform (DFT), the
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Fourier Signature (FS), gist, and the Histogram of Oriented
Gradients (HOG). Each method uses a different mechanism
to express the global information of the scene. First, DFT
and FS are based on the analysis in the frequency domain
in two dimensions and one dimension, respectively. Second,
the approach of gist we use is built from edges information,
obtained through Gabor filtering and analyzed in several
scales. Finally, HOG gathers systematic information from the
orientation of the gradient in local areas of the image. The
choice of these description methods will permit analyzing
the influence of each kind of information in the localization
process.

The initial objective of this study was to compare some
global-appearance methods. However, we have decided to
include in this comparative evaluation a local features descri-
ption method to make a more complete study. With this aim,
we have chosen SURF due to its relatively low computa-
tional cost comparing with other classical feature-based
approaches.

The next subsections present briefly the description
methods included in the comparative evaluation.

2.1. SURF and Harris Corner Detector. The Speeded Up
Robust Features (SURF) were introduced by Bay et al. [4].
This study showed that SURF outperform existing methods
with respect to repeatability, robustness, and distinctiveness
of the descriptors. The detection method uses integral images
to reduce the computational time and is based on the Hessian
matrix. On the other hand, the descriptor represents a
distribution of Haar-wavelet responses within the interest
point neighborhood and makes an efficient use of integral
images. In this work we only include the standard SURF
descriptor, which has a dimension of 64 components per
landmark, but there are two more versions: the extended
version (E-SURF) with 128 elements and the upright version
(U-SUREF), that is not invariant to rotation and has a length
of 64 elements. On the other hand, we perform the detection
of the features using the Harris corner detector (based on the
eigenvalues of the second moment matrix [16]) because our
experiments showed that this method extracted most robust
points in outdoor images comparing to the SURF extraction
method.

This way the method we use in this work is a combination
of these two algorithms. More specifically, the Harris corner
detector is used to extract the features from the image, and the
standard SURF descriptor is used to characterize and describe
each one of the landmarks previously detected.

2.2. Two-Dimensional Discrete Fourier Transform. From an
image f(x, y) with N, rows and N, columns, the 2D Discrete
Fourier Transform (DFT) can be defined as follows:

Flf ()] = F(wv)

1 N,-1N,-1
_ =2mj(ux/N,+vy/N,)
= fxy) e 7, (1)
NN, 2 2
u=0,...,N, -1, v=0,....,N, -1,

where (u, v) are the frequency variables and the transformed
function F(u, v) is a complex function which can be decom-
posed into a magnitudes matrix and an arguments matrix.
This transformation presents some interesting properties
which are helpful in robot localization tasks. First, the most
relevant information in the Fourier domain concentrates in
the low frequency components, so it is possible to reduce
the amount of memory and to optimize the computational
cost by retaining only the first k, rows and k,, columns in
the transform. Second, when f(x, y) is a panoramic scene, a
translation in the rows and/or columns of the original image
produces a change only in the arguments matrix [15]. This
way, the magnitudes matrix contains information which is
invariant to rotations of the robot in the ground plane, and the
arguments matrix contains information that can be useful to
estimate the orientation of the robot in this plane with respect
to a reference image (using the DFT shift theorem).

Taking these facts into account, the global description of
the image f(x, y) consists of the magnitudes matrix A(u, v)
and the arguments matrix ®(u,v) of its two-dimensional
DFT. The dimensions of both matrices are k, < N, rows
and ky <N y columns. On the one hand, A(u, v) is useful to
estimate the robot position and, on the other hand, the infor-
mation in ®(u, v) can be used to estimate the robot orienta-
tion.

2.3. Fourier Signature. The third image description method
used in this comparative analysis is the Fourier Signature
(FS), described initially by Menegatti et al. [17]. From an
image f(x, y) with N, rows and N, columns, the FS consists
in obtaining the one-dimensional DFT of each row. This
method presents some advantages, such as its simplicity, its
low computational cost, and the fact that it exploits better the
invariance against rotations of the robot in the ground plane
when we work with panoramic views.

More specifically, the process to compute the FS consists
in transforming each row x of the original panoramic image

{fe = {fx,O’fx,l"">fx,Ny—l}’ x = 0,...,N, — 1, into the

sequence of complex numbers {F, } = {F, , F

%005 x, 100000 Fx,Nyfl}’

x=0,...,N, — 1, according to the ID-DFT expression:

N,—-

1
—j(2m/N,)k
Fe= ) fan e 0700,
n=0 (2)

k=0,..,N,-1, x=0,...,N, - 1.

The result is a complex matrix F(x,v), where v is a fre-
quency variable, which can be decomposed into a magnitudes
matrix and an arguments matrix.

Thanks to the 1ID-DFT properties it is possible to repre-
sent each row of F(x, v) with the first coefficients since the
most relevant information is concentrated in the low fre-
quency components of each row in the descriptor, so it is
possible to reduce the amount of memory by retaining only
k, first columns in signature F(x, v). Also, when f(x, y) is
a panoramic scene, the modules matrix is invariant against
robot rotations in the ground plane and the magnitudes
matrix permits estimating the change in the robot orientation
using the DFT shift theorem [15, 17, 18].



Taking these facts into account, the global description of
the image f(x, y) consists of the magnitudes matrix A(x, v)
and the arguments matrix ®(x, v) of the Fourier Signature.
The dimensions of both matrices are N, rows and k,, < N,
columns. First, the position of the robot can be estimated
using the information in A(x,v), since it is invariant to
changes in robot orientation and second ®(x, v) can be used
to estimate the robot orientation.

2.4. Gist. 'The concept of the gist of an image can be defined as
an abstract representation that activates the memory of scene
categories [19]. The gist-based descriptors try to represent the
image by obtaining its essential information simulating the
human perception system and its ability to recognize a scene
through the identification of color saliency or remarkable
structures. Torralba [20] presents a model to obtain global
scene features, working in several spatial frequencies and
using different scales based on Gabor filtering. They use these
features in a scene recognition and classification task. In
previous works [13] we employed a gist-Gabor descriptor in
order to obtain frequency and orientation information. Due
to the good results obtained in indoor environments when
the mobile robot presents 3 DOF (degrees of freedom) move-
ments on the ground plane, the fourth method employed in
the comparative analysis presented in this paper is the gist
descriptor of panoramic images.

The method starts with two versions of the initial
panoramic image f(x, y): the original one, with N, rows and
N, columns, and a new version after applying a Gaussian
low-pass filter and subsampling to a new size equal to 0.5 -
N, x0.5-N,,. After that, both images are filtered with a bank
of ny Gabor filters whose orientations are evenly distributed
to cover the whole circle. Then, to reduce the amount of
information, the pixels into both images are grouped into k;
horizontal blocks per image, whose width is equal to N, in the
firstimage and 0.5-N,, in the second one. The average value of
the pixels in each group is calculated and all this information
is arranged into a final descriptor, which is a column vector
g with 2 - k; - ny components. This descriptor is invariant
against rotations of the vehicle on the ground plane. More
information about the method can be found in [13].

2.5. Histogram of Oriented Gradients. The Histogram of
Oriented Gradients (HOG) descriptors are based on the
orientation of the gradient in local areas of an image. It was
described initially by Dalal and Triggs [21]. More concisely,
it consists first in obtaining the magnitude and orientation
of the gradient of each pixel of the original image. This
image is divided then into a set of cells and a histogram of
gradient orientation is compiled for each cell, aggregating the
information of the gradient orientation of each pixel within
the cell, weighting with the magnitude of the pixel.

The omnidirectional images captured from a specific
position of the ground plane contain the same pixels in a row,
independently on the orientation of the robot in this plane,
but in a different order. Taking this fact into account, if we
calculate the histogram of cells that have the same width of
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the original image, we obtain a descriptor which is invariant
against rotations of the robot.

The method we use is described in depth in [22] and
can be summarized as follows. The initial panoramic image
f(x,y) with N, rows and N,, columns is first filtered to
obtain two images with the information of the horizontal and
vertical edges, f,(x, y) and f,(x, y). From these two images,
the magnitude of the gradient and its orientation is obtained,
pixel by pixel, and the results are stored in matrices M (x, y)
and O(x, y), respectively. Matrix O(x, y) is then divided into
k, horizontal cells, whose width is equal to N . For each cell,
an orientation histogram with b bins is compifed. During this
process, each pixel in @(x, y) is weighted with the magnitude
of the corresponding pixel in M(x, y). At the end of the
process, the set of histograms constitutes the final descriptor

h which is a column vector with k, - b components.

3. Experiments Setup

The main objective of this work consists in carrying out an
exhaustive evaluation of the performance of the description
methods presented in the previous section. All these methods
will be included in a localization algorithm and their per-
formance will be evaluated and compared both in terms of
computational cost and localization accuracy. The results of
this comparative evaluation will give us an idea of which is
the description method that offers the best results in outdoor
environments when using Google Street View images.

With this aim, two different regions in the city of Elche
(Spain) have been selected and the Google Maps images of
these two areas have been obtained and stored in two data
sets. Each one of these data sets will constitute a map and
will be used subsequently to estimate the position of the
vehicle within the map by comparing the image captured
by the vehicle from the unknown position with the images
previously stored in each map.

The main features of the two sets of images are as follows.

Set1. Set1consists of 177 full spherical panorama images with
resolution generally up to 3328 x 1664 pixels. Each image
covers a fleld of view of 360 degrees in the ground plane and
180 degrees vertically. Figure 1 shows the GPS position where
each image was captured (blue dots) and two examples of
the panoramic images after a preprocessing process. This set
corresponds with a mesh topography database that contains
images of various streets and open areas. The images cover an
area of approximately 700 m x 300 m.

Set 2. Set 2 consists of 144 full spherical panorama images.
The images have been captured along the same street with a
linear topology covering approximately 1700 m. The appear-
ance of these images is more urban. Figure 2 shows the GPS
position where each image was captured (blue dots) and
three examples of the panoramic images after a preprocessing
process.

3.1. Image Preprocessing and Map Creation. Due to the wide
vertical field of view of the acquisition system, the sky is
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FIGURE I: Bird eye’s view of the region chosen as map 1 prior to the localization experiment. The blue dots represent the coordinates where
the images of the Set 1 were captured. Two examples of Google Street View images after a preprocessing step are also shown.

FIGURE 2: Bird eye’s view of the region chosen as map 2 prior to the localization experiment. The blue dots represent the coordinates where
the images of Set 2 were captured. Three examples of Google Street View images after a preprocessing step are also shown.

often a big portion of the Google Street View images. The
appearance of this area will be very prone to changes when
the localization process is carried out in a different time of day
with respect to the time of day when the map was captured.
Taking this fact into account, a preprocessing step has been
carried out to remove part of the sky in the scenes.

Once part of the sky has been removed from all the scenes,
the images are converted into grayscale and their resoluti