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The Industrial Internet of Things (IIoT) is a recent research area that links digital equipment and services to physical systems. The
IIoT has been used to generate large quantities of data from multiple sensors, and the device has encountered several issues. The
IIoT has faced various forms of cyberattacks that jeopardize its capacity to supply organizations with seamless operations. Such
risks result in financial and reputational damages for businesses, as well as the theft of sensitive information. Hence, several
Network Intrusion Detection Systems (NIDSs) have been developed to fight and protect IIoT systems, but the collections of
information that can be used in the development of an intelligent NIDS are a difficult task; thus, there are serious challenges in
detecting existing and new attacks. Therefore, the study provides a deep learning-based intrusion detection paradigm for IToT
with hybrid rule-based feature selection to train and verify information captured from TCP/IP packets. The training process
was implemented using a hybrid rule-based feature selection and deep feedforward neural network model. The proposed
scheme was tested utilizing two well-known network datasets, NSL-KDD and UNSW-NB15. The suggested method beats other
relevant methods in terms of accuracy, detection rate, and FPR by 99.0%, 99.0%, and 1.0%, respectively, for the NSL-KDD
dataset, and 98.9%, 99.9%, and 1.1%, respectively, for the UNSW-NBI15 dataset, according to the results of the performance
comparison. Finally, simulation experiments using various evaluation metrics revealed that the suggested method is
appropriate for IIOT intrusion network attack classification.

1. Introduction

A modern industrial revolution brings deep change and
human growth, resulting in “Automation of Everything.” It
uses computer networks to link both digital devices, data
mining, and real-world application management [1]. This
revolution’s opportunity helps everybody to access trillions
of data and information that brings new opportunities. Sig-
nificant increases in efficiency in the physical and digital
industries may be felt by humans, resulting in a better quality
of life and a more prosperous society. The creation of vast
quantities of data from various sensors is popular in the
Industrial Internet of Things (IIoT) world. These applica-
tions can be felt in various industries like healthcare, retail,

automotive, and transport. In many industries, the IIoT can
greatly increase efliciency, productivity, and operational effi-
ciency. The IIoT will first develop existing processes and
facilities, but the ultimate aim is to create completely new
and vastly enhanced goods and services. Many companies rec-
ognize how and where IToT innovations and solutions can lead
to organizational changes, new and improved goods and ser-
vices, and entirely new business models. On the IIoT, machine
learning and deep learning algorithms can increase reliability,
production, and customer satisfaction by combining techno-
logical innovations, sensors, programs, and applications.
Anything necessitates a wide range of technology that
must be carefully integrated and orchestrated. These
advancements in technology allow intelligent machines,


https://orcid.org/0000-0002-1020-4432
https://orcid.org/0000-0002-4385-0975
https://orcid.org/0000-0002-2728-0116
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/7154587

machinery, appliances, and integrated automation systems
[2, 3] to automate routine operations and solve complex
problems without human interference. Improvements in
the smart workplace, smart data exploration, cognitive auto-
mation, and other aspects of business smartness should all
be included. A digital twin is a virtual representation of
physical assets, systems, and so on. It is commonly known
as the Internet of Things (IoT), which is constantly develop-
ing all of these appliances and supplying us with an incred-
ibly growing dataset that can be evaluated for efliciency,
architecture, maintenance, and a host of other issues. A
key feature of any digital twin is that it is constantly updated
and “learns” any changes that arise in real-time. The IoT
concept and its solutions have made a lot of changes in the
physical world.

Since the cloud has altered how individuals and organi-
zations communicate and perform business online, cyber-
space plays an important role in today’s societies and
economies [4, 5]. As a result, the IIoT encompasses a variety
of devices, software, and facilities that bridge the gap
between the virtual and physical worlds [6]. Due to the con-
nectivity of information technology (IT) and organizational
technology (OT), industrial systems that depend on locked
and exclusive communication systems are vulnerable to a
wide range of interference activities [7, 8].

Machine-to-machine (M2M) and machine-to-person
(M2P) connections to the network are used in IIoTs using
the TCP/IP interface using various IIoT protocols [9, 10].
The number IIoTs have the number of flaws and bugs that
can be abused using a range of advanced attack methods
which has increased significantly. The attackers attempt to
take advantage of these processes to steal sensitive informa-
tion, commit financial funds, and corrupt device resources
[11]. If the cybersecurity domain does not discover interest-
ing mitigation strategies for stopping cyberthreats to the
IIoT, it is estimated that they will cost up to $90 trillion by
2030 [12].

Protecting vital services and infrastructure is becoming a
more critical problem in every organization as the volume of
IIoT devices and implementations continues to grow [13].
Among the most frequent risks in IIoT networks is malware
that abuses zero-day vulnerabilities. The perpetrators infect
vulnerable computers to track and change their activities,
using a variety of techniques like Progressive Determined
Risk (PDR), Denial-of-Service (DoS), and Decentralized
DoS. (DDoS). For instance, in 2010, the Stuxnet worm
attacked Iran’s nuclear program, in 2013, Iranian hackers
hacked into the ICS of a dam in New York, and in 2015,
the black-energy passive attack was explicitly equivalent to
approximately 80.000 power outages in Ukraine [14, 15].
These nefarious practices showed that conventional cyber-
threat methods, like security protocols, cryptography, access
controls, and biometrics Interruption Discovery Systems
(IDSs), are no longer sufficient for delivering successful vital
infrastructure protection.

As a network security tonic, the network intrusion detec-
tion system (NIDS) is important in detecting and addressing
all Internet attacks. The IIoT has become an essential por-
tion of present machinery for data and knowledge transfer,
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necessitating the need for global network security [16]. To
safeguard workstation schemes from multiple grid invasions,
network intrusion detection systems (NIDS) are often used
to recognize system traffic. In [17], intrusion is a framework
that attempts to break information system’s security ser-
vices. Researchers have been inspired to create new IDSs in
response to the threats posed by these invasive frameworks.
Several intrusion detection systems (IDS) have previously
been developed and upgraded, but they are still susceptible
to a range of assaults. An increasing interest in anomaly
detection research is due to IDS’ ability to track and forecast
malicious behavior unknown assaults. However, current
machine learning-based irregularity discovery methods still
have a high false alarm rate [18].

Recently, findings indicate that feature extraction is now
at the core of a more accurate IDS [19, 20]. In most detection
methods, the feature selection technique is used to pick the
fitness values which input attributes for classification
models, with the goal of aggregate discovery performance
and reducing error rate in NIDS [8]. In particular, classifier
feature vectors are massive, and not all of them apply to
the groups to be categorized, requiring the use of a feature
selection strategy. Conversely, feature selection approaches
can be divided into three categories: filter approach, wrapper
approach, and embedded approach [21]. The most popular
feature selection strategy focused on selecting the best-
fitted functionality which relies on dataset measurements
lacking seeing classifier’s performance. The wrapper
method, on the other hand, is superior since the classifier
feedback is used to evaluate the quality of the feature sub-
class, leading to higher prediction performance. The inte-
grated process is analogous to wrapper approaches in that
an intrinsic process modeling function in the classifier could
be used to improve the learning algorithm’s search
efficiency.

Until now, several various categories for IDSs have been
planned. Depending on the classification algorithm utilized,
intrusion detection systems (IDSs) may be categorized as
rule-based, misappropriation discovery, or diverse schemes.
IDSs may either be classified as real-time if they use persis-
tent system tracking or as sporadic or inactive if the tracking
occurs only occasionally taking place at fixed times or even
offline using data collected and processed over some time.
Furthermore, new classifications have recently been intro-
duced while discussing Industrial Control Systems (ICSs)
with unique criteria and characteristics. The authors of
[22] suggested a new classification system for IDSs called
ICS, which are classified into three types: protocol review,
traffic processing, and control process modeling.

Countermeasures are taken based on the information
gathered from the detection systems about the identified
attacks. The more accurately the type of attack is classified,
the more effective the chosen countermeasures will be, and
the less they will interfere with the device or network’s
proper operation. Furthermore, in some situations, counter-
measures may have more severe effects than the attack itself
if we do not detect the same form of attack. As a result, we
aim to develop an intrusion prevention method that has
proven expertise in each type of attack Moreover, for both
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routine and irregular assaults, our system must have a low
false alarm rate and a high detection accuracy, allowing lim-
ited processing to correctly classify. The latter function is
important because intrusion detection systems are used in
industrial control systems that operate critical infrastruc-
tures, where reliable and timely warning of cyberthreats is
critical [23].

The feature extraction strategy is effective for the design
and execution of legitimate security solutions, as well as for
improving IDS performance [24-26]. In certain phenome-
non detection methods, the need for greater accuracy and
a lowered false alarm rate inspired the concept of data pre-
processing and identification as the two mutual levels for
IDS prototypes [27, 28]. The preprocessing phase removes
the identification process which uses the reduction of attri-
butes after removing redundant features from the dataset,
retaining a decreased feature set that can be used to generate
a high-performance version to predict attack classes using
the base classifier.

Therefore, based on [8], this paper integrates the emerg-
ing infrastructure for applications of the Industrial Internet
of Things. The authors reviewed the proposed scheme,
offered the incorporation of work into a three-tier design
for IIoT systems, and tested it against the NSL-KDD and
UNSW-NBI15 datasets. A rule-based model and a genetic
search tool were used for the hybrid feature selection; thus,
the evaluator subset was used to compute the connection
between the class and each feature. The highest correlation
from the attribute and class relationship is then chosen for
selection. The merits of each attribute were then evaluated;
function selection is known as the genetic search method,
which produces attributes with the greatest value. If two
attribute segments have the same performance score, the
rule-based algorithm (rule assessment phase) produces the
feature subset with the fewest volume of subset features.
Finally, the features that have been selected are loaded into
the ANN for template matching and assault selection. The
ability of rule-based schemes combined with learning
techniques to improve output precision has been demon-
strated [29].

This was inspired by the assumption that integrating
classifier optimization techniques into the feature represen-
tation and driving it with a rule-based algorithm would
improve the performance of an IDS. The paper identifies
intrusion in the IIoT network using the proposed model.
The datasets used has huge features and parameters; an
effective feature selection has to be employed to effectively
reduce the high dimensionality of the datasets. This was
done to reduce the burden this will have on the classifier.
Furthermore, a feature extraction technique would make it
easier for the classifier to select the most relevant qualities
and exclude those that have a detrimental impact on classi-
fier’s performance. This motivated the creation of a new
model using rule-based feature selection to effectively select
the most relevant features from the datasets. The DFFNN
classifier is used to train the features selected using this
hybrid rule-based feature selection. The suggested model’s
performance is then assessed using current methodologies.

This paper’s contributions are as follows:

(i) A system for intrusion prevention in the Industrial
Internet of Things network is suggested

(ii) A hybrid approach focused on hybrid deep learning
and rule-based feature selection for in-depth intru-
sion detection analysis

(iii) A relation of the current approach to prior methods
for intrusion detection in the IToT network is made.
The proposed approach is stable, more efficient, and
less resource-intensive, according to experimental
results

2. Industrial Internet of Things
Analytics Overview

Manufacturing, transportation, electricity, and healthcare
are all affected by the Industry 4.0 revolution, which necessi-
tates a change in industries that depend heavily on
operational technology (OT). Previously, fog and edge com-
puting [30] technologies were needed for Industrial IoT to
ensure the required integration across Industry 4.0. How-
ever, this uprising introduces a new interrelated aspect that
is critical for IIoT Analytics. The DL algorithms improve
big data analytics capabilities, while IIoT Technologies
enhance the utility of each of these categories. These algo-
rithms can aid in the identification, categorization, and
decision-making of each of these data types. The DL in com-
bination with big data technologies generates practical and
valuable data for policymaking. DL will be critical in IIoT
and data analytics for effective and efficient selection, specif-
ically in the field of streaming data and real-time insights in
conjunction with edge computing systems [1].

Several business verticals, such as healthcare, grocery,
automobiles, and transportation, are using IIoT applications.
In many industries, the IIoT can greatly increase depend-
ability, performance, and service quality. The IIoT will first
develop current procedures and facilities, but the eventual
aim is to create completely novel and vastly enhanced goods
and services. Many companies recognize how and where IoT
innovations and solutions can lead to organizational
changes, new and improved goods and services, and entirely
new business models. On the IIoT, machine learning and
deep learning algorithms can increase reliability, production,
and customer satisfaction by combining various machinery,
procedures, apps, and applications. Anything necessitates a
wide range of technology that must be carefully integrated
and orchestrated.

These advancements in technology allow intelligent
machines, tools, engines, and integrated control systems to
execute repetitive duties to solve difficult problems without
the need for human involvement [31]. Smart workplace
advancements, intelligent data discovery, cognitive automa-
tion, and other aspects of business smartness should all be
included. A digital twin is a virtual representation of physical
assets, systems, and so on. This is generally alluded to as a
result of the Internet of Things, which increasingly extends
all of these appliances while providing us with a similarly
increasing data collection that can be evaluated for



efficiency, architecture, and repair, among other things. Any
digital twin’s main advantage is that it is continually updated
and “learns” any updates that occur in almost real time. The
IToT model and its applications are creating significant dis-
ruptions in the market globally.

2.1. The Four Key Components of Industrial IoT Architecture.
Intelligent Edge Gateway: An intelligent edge gateway is a
computer program closely aligned with sensor nodes that
can capture, aggregate, and sanitize light data streaming. It
allows one to upload tabulated and relevant data to the
Internet of Things network. It acts as a connection between
the hardware and the cloud IoT network in general.

IoT Cloud: The main IoT framework that uses data pro-
cessing, machine knowledge, and artificial intelligence
methods to handle massive quantities of data. The process-
ing capabilities including device control, stream analytics,
event management, a rules engine, alerts, and updates are
all available. It offers components like big data analytics, as
well as authorization, virtualization, end-to-end encryption,
SDKs, and application APIs.

Business Incorporation and Platform: This is a backend
framework that connects many IT schemes to certify that
computer data is collected and processed in the full opera-
tional loop. ERP, QMS, planning and scheduling, and other
systems are examples of such systems. Data analysis can be
divided into three groups depending on the form of the
result obtained. There are three types of analysis: descriptive,
predictive, and prescriptive. Figure 1 displays IIoT architec-
ture with four (4) layers including things, intelligent gate-
way, IoT cloud, and business application and integrations.

3. Related Work

As Anomaly Detection System (ADS) is an essential security
management system that functions as a sniffer and deciding
driver for routing traffic and spot suspicious activities [32], it
functions as a packet capture and decoding engine for ensur-
ing security and recognizing anomalous behavior. Since it
can track both visible and invisible (zero-day) threats, the
focus is on creating a pattern from standard data and treat-
ing any variance from it as an intrusion [33]. For example,
the aim of [34, 35] centered on finding ADS using Particle
Swarm Optimization (PSO) techniques for optimizing the
performance of the One-Class Support Vector Machine
(OCSVM) method by harvesting Modbus/TCP message net-
work streams for testing and verifying the system. In [36],
the authors built an IDS/ADS centered on this design, which
was learned on offline data from a SCADA setting using net-
work traces.

In [37], the authors constructed an IDS centered on the
Modbus/TCP protocol setting using a K-NN classifier.
While the aforementioned mechanisms performed admira-
bly in certain cases, they were designed for particular config-
urations with a strong FPR. Similarly, in [38], the authors
proposed an improved intrusion detection system (IDS) for
matching the diverse structures of SCADA schemes using
diverse OCSVM frameworks to select the right one for effi-
ciently identifying multiple assaults. When operating, never-
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theless, this computer used a large amount of computational
power and had a high false warning rate for identification.
Using SCADA mechanisms to obtain different aspects of
contact events and using an SVM algorithm to identify
attacks, authors in [39] suggested an ADS for detecting
Modbus/TCP protocol-infiltrated assaults. The detection
method, on the other hand, was ineffective in detecting
irregular behaviors.

To prevent the effects of factors associated with the
OCSVM'’s ability to track network attacks successfully, the
authors in [40] merged the OCSVM method, and the recur-
rent K-means clustering algorithm was used. In another
valuable effort, [41] proposed a critical infrastructure intru-
sion detection system centered on an artificial neural
network (ANN) method that trained a multiperceptron
ANN to identify anomalous network activity using fault
back-propagation and Levenberg-Marquard features. Using
a virtual network, in a relevant try, [42] used an ANN to
detect DoS/DDoS attacks in IoTs, and in [43], the authors
proposed a decentralized IDS based on artificial immunity
for IoT devices. In [44], another set of researchers projected
a Possibility Risk Identification-centered Intrusion Detec-
tion System (PRI-IDS) method for detecting replay attacks
by inspecting Modbus TCP/IP protocol network traffic.
However, these schemes had a high rate of false alarms
and had trouble identifying certain new attacks.

In a related effort, the authors of [45] create a learning
firewall that receives tagged samples and automatically con-
figures itself by writing conservative preventive rules to
avoid false alerts. We create a novel classifier family called
classifiers that, unlike standard classifiers that just focus on
accuracy, use zero false positive as the decision-making cri-
terion. The authors first illustrate why naive modifications
of current classifiers, such as SVM, do not produce accept-
able results and then present a generic iterative technique
to achieve this goal. The proposed classifier, which is based
on CART, is used to create a firewall for a Power Grid Mon-
itoring System. We also put the technique to the test on the
KDD CUP’99 dataset to see how well it works. The out-
comes support the efficacy of our strategy.

IDSs have indeed been analyzed utilizing subsurface net-
works for identifying irregular findings from host and
network-based systems by several researchers [46-48]. An
ANN with a shallow network has one or two hidden layers,
while a deep network has several hidden states of various
architectures [49]. Deep learning is a form of a common
machine-learning technique used by academic and indus-
trial researchers because it can learn a detailed computa-
tional mechanism that mimics the normal behaviors of the
human mind [50].

Several researcher has proved that the swiftness which
received system signals is converted into massive datasets
which pose a significant obstacle to IDS architectures’ ability
to analyze the subsequent large amounts of data for actual
processing [51-53]. The authors in [54] suggested a new
rule-based approach for detecting DoS assaults that relied
on domain expert knowledge. For identifying DoS attacks,
a rule-based classification algorithm was used, and the final
classification was carried out by applying the rules from
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the rule base and was confirmed using a domain expert. Fea-
ture selection techniques, also known as spatial removal, can
aid in the conversion of databases from an elevated to a
lesser spatial domain that better represents the problem
space with the same efficacy [55, 56]. Unconnected variables
may be eliminated without lowering data’s importance to the
detection model, which is the foundation of introduced fea-
ture collection [57, 58]. Most datasets have several attributes
but few examples, according to [59, 60], possibly requiring
and using feature selection techniques.

In [61], the authors provide an attack taxonomy based
on the several layers of the IoT stack, such as device, infra-
structure, communication, and service, as well as the specific
characteristics of each layer that can be exploited by adver-
saries. Furthermore, we explain IoT-related vulnerabilities,
exploitation techniques, attacks, impacts, and potential mit-
igation mechanisms and defense strategies using nine real-
world cybersecurity incidents that attacked IoT devices
deployed in the consumer, commercial, and industrial sec-
tors. These with various additional examples emphasize the
fundamental security vulnerabilities of IoT systems and
indicate the possible attack implications of such intercon-
nected ecosystems, while the suggested taxonomy provides
a systematic approach for categorizing attacks based on the
impacted layer and its impact.

A rule-based classifier-based data reduction strategy has
been proposed in [62]. The suggested dimension reduction
technique is an innovative data preparation technique that
decreases both attributes and occurrences in testing speci-
mens while keeping classifier precision. In [63], the authors
suggested a fuzzy-based semisupervised learning method
for IDS that constitutes a significant quantity of unlabelled
data powered by labeled data to increase classification per-
formance. The authors used the fuzzy measure to produce
a trained independent hidden node feedforward neural net-
work used to generate a fuzzy set vector of small, medium,
and large specimen classification on unlabelled data. The
training set is reused after using each vector of data classifi-
cation independently in the initial training dataset. In a
related work, the authors in [21] suggested a new method
wrapper-based NIDS architecture based on Bayesian net-
works. The feature selection technique is used in this context
to extract the appropriate features from the sample so that
the Bayesian network classifier can reliably predict attack
types.

For intrusion detection, [64] suggested a crossbreed
method combining SVM and the ant colony. The aim of

integrating the two machine learning techniques is to
account for the shortcomings and capabilities of both
methods to provide a more precise occurrence grouping.
Similarly, in [65], the authors projected a wrapper approach
for lightweight malware discovery based on decision trees.
The suggested technique has four processes: preprocessing
or removal of duplicate attack patterns, feature selection
centered on a genetic algorithm (GA), postprocessing for
standardized results, and traffic classification techniques
centered on a neurotree technique. Similarly, in [66], a wrap-
ping suitability purpose centered on a violation word for a
wide amount of attributes with good classification precision
and strict enforcement. The suggested wrapping fitness value
is effective for feature extraction while maintaining predic-
tion performance, according to the experiments. In [67],
the paper suggested a decision tree classifier-based NIDS
function collection depending on GA. The researchers used
a GA to derive input data for decision trees as a classification
algorithm to improve identification and reduce false alarms
in cyberthreat detection.

In [53], the authors proposed a smart rule-based identi-
fication scheme for detecting Deprivation of Service (DoS)
assaults in cloud servers scheme. The study used scoring
and rating algorithms to simulate a cloud service, assault
identities, and choose the best functionality. To discover
assaults, a rule-based grouping procedure grounded on qual-
ity expertise was used to the selected features. The key ben-
efit of their proposed model is a lower rate of false alarms
and increased protection. But, due to the complex nature
of attacks, the risk of confusion was not addressed. A mod-
ern feature selection strategy and a more effective KKN clas-
sifier were proposed in [68] for intrusion detection. The
introduced feature set significantly reduces the existence of
irrelevant features, thus improving KNN classifier’s classifi-
cation ability to distinguish kinds of invasion. Furthermore,
the suggested feature selection algorithm reduces classifier’s
error warning rate dramatically. In a related work in [69],
the authors suggested a new sophisticated artificial potential
field technique for selecting features, as well as the imple-
mentation of a phased architecture as a base classifier for
assault identification, when the suggested algorithm had a
better classification exactness and a low wrong alarm degree
as opposed to other approaches.

A machine learning classification algorithm to extract
malware photographs with a mix of local and global charac-
teristics was propped in [70, 71]. Their processes had a clas-
sification precision of 98.4% on a broad-scale study, using



9339 samples from 25 malware relatives in the Malimg data-
set. Their methods achieved 99.21% classification accuracy
in small-scale research, with 5288 samples from 8 malware
relatives in the Malimg dataset. The authors in [72] created
a CNN model that is used to separate threats from a corpus
of binary executables. Moreover, this method had a classifi-
cation accuracy of 98.52% when tested against a dataset of
9339 samples from 25 malware executables. Besides that, this
template is used to randomly select 10% of samples in each
loop to assess a malware family. In [73], the authors pro-
posed a CNN-based malware classification model. From a
dataset of 9339 samples, this model had a 98% accuracy. In
each loop, a random method is used to pick 10% of samples
to evaluate the malware family in question.

CNN used to create a malware classification model in
[74]. The study used a corpus of 9339 samples from 25
diverse malware groups; this method had a 94.5% accuracy
rate. In the same vein, in [75], the authors created a deep
convolutional neural network that uses color image visuali-
zation to discover malware assaults on the Internet. Their
findings showed that their classification efficiency for mea-
suring cybersecurity threats had improved. The authors in
[76] suggested a system built on Random Coefficient Selec-
tion and Mean Adjustment Method (RCSMMA). RCSMMA
performs well against a variety of modern cyberattacks.
Authors in [77] outlined the most important smart city
applications and discussed the major issues of privacy and
protection in smart city application architecture as a result
of malware attacks. To avoid antagonists in the global sensor
network, the authors in [78] proposed a stable steering and
watching protocol using multivariant tuples.

To establish a powerful defense system against invaders,
authors in [79] recommend developing strong intrusion
detection systems that can detect intruders. In this paper,
an ensemble classifier based on Crowd-Search is employed
to categorize the UNSW-NBI15 dataset, which is based on
IoT. The most important characteristics from the dataset
are first identified using the Crow-Search method and then
provided to the ensemble classifier for training using the lin-
ear regression, Random Forest, and XGBoost algorithms.
The proposed model’s performance is then compared to that
of state-of-the-art models to ensure that it is effective. The
experimental results show that the suggested model outper-
forms the other models studied.

The widespread use of the internet in all aspects of
human existence has raised the possibility of malicious
attacks on the network. Intrusion detection systems have
emerged as a result of the ease with which activities carried
out via the network can spread. The patterns of attacks are
also dynamic, necessitating effective cyberattack classifica-
tion and prediction. To identify intrusion detection system
(IDS) datasets, in [80], the authors proposed a hybrid prin-
cipal component analysis (PCA)-firefly-based machine
learning model. The dataset for this study was obtained from
Kaggle. For the transformation of the IDS datasets, the
model first uses One-Hot encoding. For dimensionality
reduction, the hybrid PCA-firefly method is used. For classi-
fication, the XGBoost algorithm is used on the reduced data-
set. To demonstrate the superiority of our suggested strategy,
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we undertake a detailed evaluation of the model using state-
of-the-art machine learning approaches. The results of the
experiments show that the suggested model outperforms
the existing machine learning models.

From the existing related work, it can be seen that DL
algorithms can considerably be used to increase the effi-
ciency of IDS for IIoT by achieving the highest prediction
performance while maintaining a low false alarm rate.
Thus, motivating the use of the DL model with a hybrid
rule-based technique for the automatic feature selection
and sensing anomaly trends in data as suspect vectors
using data transmission depth coverage. The proposed
DFENN based with hybrid rule-based feature selection
model contains a rule-based model using a genetic search
engine to select the relevant features and the DAE-
DFENN algorithm to classify IIoT network by classifying
the constraint values of the DAE. It can find a good
approximation for communication networks and transform
high-dimensional data to low-dimensional data using
DAE-DFFNN model’s decreased layer, as explained in the
following subsections.

4. The Proposed Intrusion Detection for
Industrial Internet of Things Network

In this analysis, the deep feedforward neural network
(DFENN) is used to generate an effective ADS for IIoT loca-
tions. In the testing stage, a dual feature extraction employs a
genetic search system as well as a rule-based algorithm. The
subsection assesses or calculates the connection between
individual features as well as the category. The class-
attribute interaction with the highest similarity is used for
filtering. This is referred to as function assessment. The
genetic search procedure determines the qualities of each
feature based on this function assessment and returns the
attributes with the uppermost suitability value. If two attri-
bute subsections have the same performance score, the
rule-based algorithm (rule assessment phase) yields the fea-
ture vectors with the fewest quantity of subsection attributes.
Finally, the chosen attributes are fed into the ANN, which is
used to create models and classify attacks. These parameters
are used to set up a standard DFFNN for discovering current
and new attack instances. The DFFNN is used to detect mis-
chievous vectors during the testing process. By translating
the reduced hidden units, various hidden layers in the meth-
odology will properly develop a detailed feature vector and
grab the most important features. The subsections go into
the specifics of the proposed system methodology.

4.1. Deep Feedforward Neural Network (DFFNN). The fun-
damental deep learning models are deep feedforward net-
works, often known as feedforward neural networks or
multilayer perceptrons (MLPs). A feedforward network’s
purpose is to approximate a function f*. For example, y =
f*(x) transfers an input x to a category y in a classifier. A
teedforward network learns the values of the parameters that
result in the best function approximation by defining a map-
ping y = f(x). Because information flows through the func-
tion being evaluated from x, the intermediate calculations
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necessary to define f, and finally, to the output y, these
models are referred to as feedforward models. There are no
feedback links; therefore, model’s outputs do not feedback
into it. Recurrent neural networks are feedforward neural
networks that have been extended to incorporate feedback
connections. The DFENN is usually described as an ANN
method with input neurons, several hidden nodes, and an
output neuron that are all directly connected without the
use of a cycle [81].

The secret surface of each node reflects indistinct attri-
butes dependent on the preceding stage’s display, which
are dynamically computed and processed in multiple layers
to produce the outputs. This strategy is trained using a
stochastic slope descent back-propagation methodology
[82]. You can give a deeper feedforward neural network
the ability to capture more complicated representations
by creating a deeper feedforward neural network. If the
complexity is justifiable, this could be justified. It has the
advantage of being able to readily represent more complex
functions.

The source data is fed into input nodes before being for-
warded on to the hidden units, which generates a nonlinear
manipulation of the information before being moved on to
the output nodes in this deep-learning technique. To calcu-
late the quality of the result, a feature role or back-
propagation fault [83] is calculated, which is the discrepancy
between the predicted and real presentation, and its value is
transmitted backward across the unknown nodes to change
the masses. The loss function is measured utilizing sole or
minibatch specimens of the training examples rather than
the whole set, with loads calibrated during each test to deter-
mine that the model is correctly suited.

This computation training data approach is based on the
random chance of neural network variable activation, which
results in the template being put in minima solutions with
poor normalization [84]. To improve the convergence rate
and the results of supervised learning, pretraining unsuper-
vised strategies, specifically an AE, can be used to build the
activation specifications [11].

4.2. Deep Autoencoder (DAE). A DAE is a feedforward neu-
ral network strategy for fast unsupervised computing execu-
tion [85]. It investigates the estimation of a unique task,
where the result (x) is equal to the input (x) to construct a
definition of a collection of data, that is, (x — x), (x). Its

schematic representation consists of vectors (x()) in the
input nodes and several concealed units of nonlinear initia-
tion attributes. To learn compact features of the input data,
the extracted features employ fewer neurons than the input
nodes. As a result, it knows the most significant attributes
and lowers spatial size and views the input data as an
abstraction. At the end of the method, the output layer

(x') is shown as a close depiction of the input layer.

An AFE’s simplest framework comprises three layers:
input, secret, and output. If the training data (x() has n
samples, each (x()(ie(1, -+, n)) has several proportions, as
well as a spatial function vector (d0); the Tanhinitiation
function [85] is used and calculated using

1-— e—Zt

T lyet’

I(t) (1)

The encoder and decoder are the two key components of
the AE algorithm [86, 87]. A deterministic mapping called
an encoder method () is used [86] to transform the input

vector (x")) into a hidden layer representation (z), and the

dimensionality x) is reduced to provide the right number of
codes.

1o (x(i)) =T(W,u +b), (2)

where Wisa d’xd", d" weight matrix, d" is the number of
neurons in a concealed level (d0 <d" ), b is the bias vector,
T is the Tanhinitiation utility, and 6, [W, b] are the mapping
parameters.

The product of the concealed layer’s depiction is plotted,
and the translator method is calculated by the deterministic

plotting (g6') as an approximation (x') to restructure the
input as an estimate (x').

g6’ (xo')) - T(Wz(g + b’). (3)

W'isad’xd" weight matrix, b’ is a bias vector, and 6’
represents the mapping parameters [W', b'].

The information in that compressed representation is
then used as inputs to reconstruct the original information
after being transformed to fit the secret surface. The reform
mistake (i.e., the alteration between the raw document and
its low-dimensional reproduction) for a standard or mini-
batch training set(s) is calculated by the training process.

E<x,)€)= %Zs:

N )2 .
Xl = 5 | .0={W,b} =argmingE(x, x).

(4)
Feature selection phase:

Definition 1 (subset). A feature V; is said to be relevant if
there exists some v; and ¢ for which p(V;=v;) >0 such that

p(C=clVi=v)#p(C~c). (5)

Definition 2 (SubsetEval). If the connection between an indi-
vidual component of when the association between a func-
tion and the outside parameter is understood, as well as
the intercorrelation across each set of parameters, the con-
nection between a standardized test made up of the com-
bined modules and the outside parameter can be estimated
in (6).

R rE— 6
T k=D, ©)
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where 7, seems to be the association between the sum of the
modules and the external parameter and k is the number of
elements, r; is the average of the component-to-outside-var-
iable correlations, and r;; is the average component-to-out-
side-variable intercorrelation.

Definition 3 (Genetic search). The term “genetic search”
refers to an exploration that is motivated by normal progres-
sion. A suitability task that is a lined grouping of an accuracy
duration and an effortlessness duration is used in this
genetic search.

Fitness(X) =

where X represents a function subset, A represents DFFNN’s
average cross-validation precision, S represents the number
of instances or training samples, and F represents the num-
ber of subset features.

Definition 4 (Rule engine). If there are several feature subsets
(F>) with identical fitness values, the rule-based instru-
ment yields a feature subgroup (V) with fewer features
(Xp), else, it yields the feature subgroup with the uppermost
appropriateness value (F,;) to the base classifier as in (8).

Vi ifVieF>nX,,
R= (8)
Vi if Fing.

This study suggests an effective intrusion discovery
model for safeguarding the IToT system against the mischie-
vous activity. Figure 2 displayed the architecture of the
projected model with the training and testing phases.

Figure 2 shows the proposed intrusion detection in IIoT
network. In an IIoT setting, the proposed scheme investi-
gates and chooses critical information from large-scale data.
The first phase in the suggested method is data preprocess-
ing, which includes function translation and regularization
model.
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4.2.1. Feature Transformation. Since the suggested frame-
work only embraces mathematical properties, the apiece
rhetorical attribute value is transformed into a mathematical
formula; for instance, the NSL-KDD dataset contains multi-
ple figurative attributes like procedure natures with reference
values like ICMP, TCP, and UDP, which are plotted to 1, 2,
and 3, respectively.

4.2.2. Feature Normalization. Since DL relies on different
features based on masses. Data could be skewed into various
spots due to levels, causing some values to update quicker
than others [8, 11]. As a result, it is important to deal with
this problem using statistical normalization, in which the Z
— score function for each feature value (v\")) is calculated by

z0 = , (9)

where o is the standard deviation and is the mean of the y
values for a given function (v (i€ 1,2,3, -+, n)).

Since networks have high dimensionality, it is important
to minimize it to increase computing resources and develop
a compact and flexible ADS strategy [88]. As a result, the
suggested DAE-DFFNN method is used to decrease high
proportions to low proportions via a main reduced surface.
More specifically, the model contains a nonlinear mecha-
nism that encrypts a lot of features into the lesser feature
set in the reduced hidden state, requiring dimensionality
reduction to be realistic without the necessity for profes-
sional acquaintance. The purpose of the rule based with
DAE-DFFNN dimension reduction is to identify excellently
embodiments from the unclear framework in the probability
model in terms of increased learning and also processed and
decreased attributes.

4.3. Details of the Datasets Used. The testing, examining, and
assessing of the behavior of the discovery scheme depends
solely on the dataset, and this plays a vital role in getting a
better result. A high-performance one not only yields effec-
tive outcomes for an offline device but can be successful in
an actual setting. Most authors also used the well-known
NSL-KDD datasets, which is a revised variant of the KDD
CUP 99 database that solves the KDD CUP 99’s main prob-
lems by deleting duplicate information and selecting docu-
ments concerning their proportions. It comprises 148,517
documents (77,054 standards and 71,460 assaults) after pre-
processing, apiece of which includes 41 attributes and a class
mark. Probing, DoS, user to root (U2R), remote to local
(R2L), and normal are the five classes [89, 90]. However,
despite being commonly used in IDSs, it is now obsolete
[91]. As a result, a novel dataset called UNSW-NB15 is used
to effectively test our proposed work. It includes contempo-
rary synthesized attack activities and represents actual cur-
rent normal behaviors [92]. It has a total of 257,673
records (93,000 regular and 164,673 attacks), each with 41
features and a classification mark. Fuzzers, examination,
backdoors, DoS, vulnerabilities, standard, reconnaissance,
shellcode, and worm are all among the ten separate class
labels, one standard, and nine attacks.

4.4. Performance Analysis. To assess the performance and
comparison of the proposed algorithm using DL and hybrid
rule-based model with other existing models, the following
performance metrics were used. The amount of correct
and incorrect outcomes in a classification problem was
summed and compared; the results were with the reference
results. Accuracy, precision, recall, specificity, and F1-score
are just a few of the most common matrices. True-positive
(TP), true-negative (TN), false-positive (FP), and false-
negative (FN) statistical indices were calculated to solve the
confusion matrix, as shown in Equations (10)-(16).

TP+ TN
A : , 10
Y TP FP+ IN + TN (10)
TP
recision TP+ TP (11)
TP
Sensitivity or Recall : TP+ FN’ (12)
TN
Specificity : —————, 13
pecificity TN+ TP (13)
F1 — score - 2 * Pr(.ec.ision * Recall (14)
Precision + Recall
TP
TPR= ——, 15
TP + FN ( )
FP
FPR= ———. 16
FP + TN (16)

From Equations (10) to (16), accuracy denotes how often
the prediction is correct, whereas precision denotes how
often the class will be correct during prediction. However,
recall indicates how much of the all-positive class was cor-
rectly predicted, whereas specificity assesses how well the
negatives were identified. The F1-score is a combination of
exactness and recall. The quantity of correct negative esti-
mates distributed by the total quantity of negative forecasts
is known as specificity. The true-positive rate (TPR) is
defined as the proportion of properly recognized attacks
over the total quantity of dataset classes, as seen in Equation
(15). The TPR stands for discovery rate. The false alarm rate
(FAR) is calculated by dividing the number of records
wrongly denied by the total number of normal records.
Equation (16) defines the FAR evaluation metric. As a result,
in the IIoT system, the impetus for intrusion detection pre-
diction is to achieve a higher accuracy and detection rate
(DR) with a lower false alarm rate.

5. Results and Discussion

The R programming language platforms were used to
implement the proposed model, and the evaluation was
done using the explained performance metrics. Both data-
sets with the relevant DAE-DFFNN with dual rule-based
design are used to seamlessly incorporate all characteris-
tics. The NSL-KDD dataset contains 77,054 regular docu-
ments and 71,460 assault documents, as well as different
samples from the UNSW-NB15 dataset, which contains
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TaBLE 1: Proposed method evaluation.
Dataset TP rate FP rate Precision Recall F-measure ROC Class
0.998 0.1 0.967 0.998 0.989 0.989 Attack
UNSW-NB15
0.999 0.001 0.998 0.996 0.967 0.998 Normal
0.996 0.1 0.984 0.999 0.997 0.997 Attack
NSL-KDD
0.999 0.001 0.998 0.993 0.969 0.998 Normal
1.2
0.8 e —
0.6 e —
0.4 - e :
02 R :
0 - T I T T T T T
TP rate FP rate Precision Recall F-measure ROC
= UNSW-NBI15 = NSL-KDD

FIGURE 3: The performance evaluation of the proposed model on both datasets.

93,000 regular documents and 92,000 assault documents,
with 20 percent of the normal records represents 40%,
20%, and 60% of the testers which were used for testing,
respectively.

The network structures and parameters adopted based
on the experiments yield the peak DR and lowermost FPR.
The proposed model used the best network structures for
both datasets after the best features are selected using the
hybrid rule-based genetic search engine in addition to the
DAE feature selection model are 41 nodes for one input
layer, 10, 3, and 10 nodes for the three hidden layers and
41 nodes for the output layer for the DAE technique, and
2 nodes for the DFFNN model for the output layer with 2
nodes. For the NSL-KDD dataset, 0.0015 is the learning rate
and 0.2 momenta start, and for UNSW-NBI15 dataset, L1
and L2 regularizations of L1 =12 = le — 6, momentum start
of 0.2, momentum stable of 0.4, le7 ramp momentum,
annealing rate of 2e-6, and 100 epochs; 0.002 learning rate
for the Tanh activation function was used.

Table 1 and Figure 3 show the performance of the pro-
jected model using both NSL-KDD and UNSW-NB15 data-
sets using numerous metrics. The results obtained using
various metrics show that the projected model is very impor-
tant and relevant in intrusion detection of IIoT network for
attack prediction and classification.

Table 2 displays the accuracy, detection rate, and FPR of
the proposed model on the datasets. The findings reveal that
the model outperforms the UNSW-NB15 dataset on NSL-

TaBLE 2: Evaluation of performances for two datasets.

Dataset Accuracy Detection rate FPR
NSL-KDD 99.0% 99.0% 1.0%
UNSW-NBI15 98.9% 99.9% 1.1%

KDD, with a precision of 99.0 percent, a detection rate of
99.0 percent, and an FPR of 1.0 percent.

Table 3 shows the discovery rates for the classes in the
NSL-KDD and UNSW-NBI15 datasets using the projected
model. The outcomes for the UNSW-NB15 dataset are dis-
played in Table 3 and Figure 3 for the discovery rates of
the record types classes: analysis (92.3%), backdoor
(95.2%), DoS (97.3%), exploits (98.0%), fuzzer (67.1%),
generic (99.8%), normal (99.6%), salicode (90.3%), worm
(81.7%), reconnaissance (92%), and shellcode (90.2%),
respectively. The results for the NSL-KDD dataset using
the projected model are displayed in Table 3 and Figures 4
and 5 to determine the records types like DoS, normal,
U2R, R2L, and probe with discovery rates of 99.2%, 99.7%,
75.5%, 94.3%, and 99.0%, respectively. The proposed model
demonstrated overall better performance for intrusion
detection in both used datasets even though some results like
U2R, fuzzer, and worms are not too high in both datasets.

5.1. The Comparison of the Proposed Model with Existing
Methods. To show how feature selection affects classification
algorithm’s detection efficiency, Table 4 compares the
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FiGure 5: Detection rates for NSL-KDD dataset classes.

proposed approach to several known approaches. Table 4
displays the cumulative performance measures for the pro-
posed system and other models using the decreased
UNSW-NBI15 dataset. The precision and FPR of the sug-
gested approach are better than those of other approaches.
The suggested network intrusion detection method, in gen-
eral, has a 98.9 percent accuracy, which is 0.1 percent higher
than the modified KNN with the second-highest accuracy.
Similarly, as compared to other classifiers, the proposed
method’s FPR has a very low error percentage of 1.1 percent.
When equated to other techniques using the reduced
UNSW-NBI15 dataset, the proposed approach performed

better across all evaluation metrics. The proposed method’s
marginally higher accuracy is due to its robust feature selec-
tion and rule-based fitness assessment.

The suggested model’s efficiency is contrasted to that of
nine recently developed anomaly detection techniques,
including the ADS system based on DL, the Filter-based
Support Vector Machine (F-SVM) [95], the Computer
Vision Method (CVT) [96], the Dirichlet Mixture Model
(DMM) [91], the Triangular Area Nearest Neighbors
(TANN) [97], DBN [98], RNN [52], DNN [81], and
Ensemble-DNN [99]. Table 5 compares the identification
rate and false-positive rate of our proposed system to other
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TaBLE 4: Summary of performance comparison for UNSW-NB15 dataset.

Performance metrics

Model Accuracy (%)  FPR (%)  F-score (%) Recall (%) Precision (%) ROC curve (%)
Wrapper + neurotree [67] 98.38 1.62 0.984 0.980 0.989 0.998
SVM+EML+K-means [58] 95.75 1.87 0.944 0.997 0.897 0.986
GA +SVM [93] 97.3 0.017 0.966 0.997 0.938 0.981
CNN+LSTM [94] 94.12 — 0.956 0.989 0.925 0.984
Modified KNN [70] 98.7 1.3 0.992 0.996 0.988 0.998
CfsSubsetEval + GA+RuleEval+ANN [8] 98.8 1.2 0.989 0.989 0.989 0.998
Proposed model 98.9 1.1 0.989 0.998 0.967 0.989

TaBLE 5: For the NSL-KDD dataset, the results of the proposed
model have been compared with nine other classifiers.

Technique Detection rate FPR
F-SVM [95] 92.2% 8.7%
CVT [96] 95.3% 5.6%
DMM [91] 97.2% 2.4%
TANN [97] 91.1% 9.4%
DBN [98] 95.1% 4.5%
RNN ([52] 73% 3.6%
DNN [81] 76% 15%
Ensemble-DNN [99] 98% 14.7%
ADS-DL [11] 99% 1.8%
Proposed model 98.9 1.1%

models tested on the NSL-KDD dataset. Our developed
scheme delivers the desired performance, with 99 percent
DR and 1.8 percent FPR. The first four models demonstrated
rational results in identifying destructive events after a fea-
ture selection process. F-SVM used shared information to
solve linear and nonlinear data properties, which was then
paired with the SVM for attack detection. Nevertheless, to
improve IDS efficiency, this model’s search strategy must
be refined. CVT and TANN used the PCA technique to
reduce the data measurements.

The F-SVM has a detection rate of 92.2% and FPR of
8.7%, CVT with a detection rate of 95.3% and FPR of
5.6%, DMM with a detection rate of 97.2% and FPR of
2.4%, TANN with a detection rate of 91.1% and FPR of
9.4%, DBN with a detection rate of 95.1% and FPR of
4.5%, RNN with a detection rate of 73.0% and FPR of
3.6%, DNN with a detection rate of 76.0% and FPR of
15%, ensemble-DNN with a detection rate of 98.0% and
FPR of 14.7%, and ADS with detection rate of 99.0% and
FPR of 1.8%. The proposed model differs from previous
DL-based IDSs in that it uses a basic mathematical algo-
rithm (DAE) and a hybrid rule-based function selection to
estimate parameters that are appropriate DFFNN input to
create its classification effectively and efficiently. Moreover,
the model knows and examines high-level functionality,
automatically decreases data dimensionality, and effectively
portrays important features due to the reduced hidden layer.
As a consequence, the proposed model is optimal for use in a

real-world industrial environment with a vast amount of
unlabeled and unstructured data, such as IIoT.

6. Conclusion

This paper proposes an ADS model for identifying destruc-
tive activities in IToT networks utilizing data from TCP/IP
packets. It employs unsupervised DL strategies that are
hybrid rule-based with automated dimensionality reductions
to provide a good description of standard network structures
for unsupervised learning. The suggested DAE-DFENN with
hybrid rule-based design is successfully used to develop and
remove essential features that improve its overall efficiency.
As compared to other strategies developed in recent
research, the proposed model achieves the maximum identi-
fication rate of 99.0 percent and the fewest false alarms of 1.0
percent when checked on different data samples from the
NSL-KDD and NSW-NB15 datasets. Both NSL-KDD and
NSW-NB15 were included in the proposed model since they
are often used by researchers in intrusion detection and as a
benchmark. The use of hybrid rule-based feature collection
improves the consistency of the proposed model by using
only appropriate features for class classification in the data-
sets. The future analysis would consider the use of real-world
data gathered by the IIoT system to determine the effective-
ness of its operation in these settings. In addition, in future
work, the proposed model will be extended to accommodate
different protocols.
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Communication is one of the most important foundations in the Internet of Things. Although some cutting-edge technologies,
such as 5G, have greatly empowered edge computing, electromagnetic interference and pollution make them impracticable in
many environments. The visible light communication (VLC) is a new type of wireless communication technology with
appealing benefits not presented in radio communications. VLC allows a lamp or other light source to not only serve as
illumination but also simultaneously transmit data. Although traditional VLC multiplexing technologies have been able to
achieve a high-speed data transmission rate, they require all receivers to use the same modulation means. In many scenarios,
various-type receivers coexist; it is costly to incorporate multiple senders to implement adaptive content distribution in on-
demand services. In this paper, we propose a new type of VLC multiplexing system, which realizes end-edge data transmission
through pulse position modulation (PPM), pulse width modulation (PWM), and pulse amplitude modulation (PAM)
simultaneously. Therefore, one edge server can serve multiple types of end-users without interference. In order to evaluate the
performance of the system, we conduct experiments with different settings of communication distance, communication angle,
and different environmental light conditions. For three modulations, the proposed system can achieve a transmission speed

three times as that for a single modulation, and reach the accuracy rate of up to 99% within the proper communication range.

1. Introduction

Along with the incredible growth of mobile devices in the
Internet of Things (IoT) and the explosion of demands for
energy and resource-hungry applications, such as online
shopping [1], video streaming [2], data processing [3], data
sharing [4], and space-air-ground communications [5], the
multiaccess edge computing demonstrates the possibility to
provide infrastructure, platform, and software as a service
for end-users from edge servers with a fixed or wireless net-
work connection [6]. In many cases, an edge server may need
to serve multiple end-users simultaneously, where conges-
tion and latency could be very high due to the spectrum
crunch problem of wireless communications. Only extending
spectrum resources cannot solve the end-edge data transmis-
sion problem effectively [7]. Therefore, to reduce the wireless
transmission latency between end-users and edge servers,

future wireless communications with different radio access
technologies, transmission backhauls, and network slices
are evaluated in the emerging edge computing paradigm [8].

Different from the emerging RF radio communication
system which needs complex signal processing and spectrum
sensing means [9], visible light communication (VLC) uses
low-cost, energy-saving, and efficient light-emitting diode
(LED) to encode the data into high-frequency changes of
light intensity that cannot be sensed by human eyes [10].
Various optical sensors (photodiode) can demodulate data
by monitoring the change of light intensity. In many cases,
the off-the-shelf equipment can be used to realize data com-
munication on the basis of lighting [11]. VLC works in the
unregulated spectrum range, and the bandwidth is 10* times
of the RF [12]. Furthermore, it is free of electromagnetic
interference and pollution; therefore, it can be applied in
the electromagnetism-sensitive environment, such as inside


https://orcid.org/0000-0002-6629-8976
https://orcid.org/0000-0001-9227-3855
https://orcid.org/0000-0001-5470-5282
https://orcid.org/0000-0002-0018-4335
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9970972

airplanes, hospitals, and scientific machineries. Another
important advantage of VLC is being able to provide better
security and privacy in some scenarios since light cannot
penetrate walls and requires line-of-sight contact with the
receiver [13]. For these reasons, VLC can bring communica-
tion capabilities between end-users and edge servers, which is
characterized by low latency, low cost, good scalability, and
privacy protection.

One-to-many communication instances are very com-
mon in the edge computing, such as user-specific task ser-
vices and personalized information deliveries [14]. In such
a scenario, multiplexing, which refers to the use of a trans-
mission medium to achieve multichannel signal communica-
tion such as MIMO [15] (multi-input and multioutput), can
improve the utilization of the link and achieve Burst-Mode
communications [16]. In VLC systems, common multiplex-
ing technologies include WDM (Wavelength Division Multi-
plexing), SDM (Space Division Multiplexing), TDM (Time
Division Multiplexing), and FDM (Frequency Division Mul-
tiplexing) [17]. WDM and SDM need to use multiple LEDs as
transmitters to form a MIMO system. TDM will bring down
the transmission rate under the same hardware conditions.
FDM is much complex to achieve, and the hardware equip-
ment is more expensive, which is not suitable for simple text
data transmission. The transmission rate of these highly
complicated VLC devices can reach Gbps, but so far, none
of them has been put into use. Therefore, our goal is to use
single LED and existing low-cost hardware to design a simple
VLC multiplex data communication system and improve the
system transmission capacity, where multiple end-users
share a communication link.

In this paper, we propose a multiplex data transmission
system based on pulse position modulation (PPM) [18],
pulse width modulation (PWM) [19], and pulse amplitude
modulation (PAM) [20]. The key idea is to use these three
modulation methods to encode three groups of data, respec-
tively, then combine three signals into one signal, and send
the data stream through a single LED to three categories of
end-users simultaneously. Each end-user uses a different
demodulation rule to get its dedicated data information, with
time-overlapping. This is very useful in many scenarios,
especially in a dynamic environment, where end-users come
and go frequently. They may expect for different message
contents in terms of the group they belong to. By combining
multiple modulation methods into one signal, the sender can
broadcast different contents to different end-users at one
time, without interference.

For instance, the proposed VLC system can be deployed
in a vehicular environment where mobility is the main chal-
lenge in vehicular edge computing [21, 22]. The free space in
the frequency spectrum for all normal communication spec-
ifications is very full. Therefore, using radio wireless commu-
nication to transfer information may have interference from
other wireless signals, which could lead to a traffic accident
for vehicles. As can be seen from Figure 1, three vehicles have
overlapped communication range (shown in different
colors), which is potential to cause conflicts. If personalized
information has to be transmitted, the time needs to be
divided into small slots. Therefore, it is important to use
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FIGURE 1: Demonstration of multiplexing in edge computing.

new technologies to avoid this happen. Also, the VLC multi-
plexing system has better and low-cost privacy performance
since each group of users uses a different coding scheme.
Regarding wireless multiplexing, applying different cipher
keys is a common solution. The proposed VLC system is suit-
able for the problem. Also, it is energy efficient since it is
based on LED, and very healthy for humans since the change
of lights is undetectable by eyes.

The rest of the paper is organized as follows. We first
briefly introduce the latest literatures on data transmission
in edge computing and VLC-related research. Then, we draw
the big picture of the overall model of the system. After that,
the system design, including modulation, demodulation,
hardware implementation, and software coding, is described
in detail, followed by the experiment results and performance
analysis. Finally, we conclude the paper and suggest some
open issues for future work.

2. Related Work

2.1. Communication in Edge and Industrial Computing.
Communication is the key foundation in Edge and Industrial
Computing, through which task oftfloading and data trans-
mission must go with. To enhance communication capabil-
ity, MIMO is often used in IIoT [23], where multiple
antennas are installed. In [24], QoE (Quality of Experience)
of the edge-cloud architecture is enhanced by adopting
application-level coding (e.g., transcoding, rate control) to
match the estimated capacity at the radio downlink. In the
Edge Computing-Internet of Vehicles system, two communi-
cation models between edge servers and users are considered,
i.e., the single-hop communication and the multihop com-
munication [25]. Tasks from user vehicles may be offloaded
to 5G base stations for processing. 5G can provide fast and
reliable data transmission between base stations and cloud
servers; however, interference management of wireless com-
munications within a base station deserves further investiga-
tions, not to mention security communication problem for
drones [26]. In another scenario, where service robots are
deployed for healthcare, data is collected from people and
sent to the cloud. Robots also act as edge servers to alleviate
the burden of the cloud as well as reduce latency [27]. The
result of edge computing is exchanged through rapid
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machine-to-machine communication. Low-cost large-scale
communication is also very important for mobile edge com-
puting in the maritime Internet of Things, where the channel
allocation and power allocation problems are two major
means to optimize the offloading policy [28]. With the rapid
growth of federated learning in the end-edge-cloud orches-
tra, in most cases, it may suffer from a large number of
rounds to convergence, which leads to high communication
costs. Some work [29] proposes novel compression tech-
niques called FedAvg to produce communication-efficient.

2.2. VLC System and Multiplexing. The early research of VLC
was initiated by a team led by Nakagawa of Japan. They envi-
sioned the combination of VLC and PLC to provide indoor net-
work communication [30] and firstly studied the environmental
characteristics of VLC indoor propagation [10]. Since then,
increasing communication rate has become a major research
direction of VLC, including filtering yellow light [31], designing
complex modulation schemes (for example, CSK [32]), and
using multiple inputs and multiple outputs to realize parallel
data stream transmission [33]. At present, the fastest VLC com-
munication system can reach a speed of 10 Gbps.

Professor Chi Nan of the Fudan University introduced the
use of several traditional multiplexing technologies in VLC
and verified the feasibility of multiplexing technology in
improving the transmission capacity of the VLC system [12].
The multiplexing technologies that can be used include wave-
length division multiplexing, space division multiplexing,
polarization multiplexing, and frequency division multiplex-
ing [12]. Wavelength division multiplexing (WDM) refers to
using visible light of different wavelengths as carrier waves to
modulate signals. For RGB-LED, red, green, and blue visible
light of different wavelengths can be used to modulate differ-
ent signals, respectively. Space division multiplexing uses mul-
tiple transmitters to send data and multiple receivers to receive
data at the same time, to realize parallel transmission of space
multiplexing. Polarization multiplexing is to modulate the sig-
nal to the linearly polarized light in different directions by
using the visible polarizer and to carry out multichannel par-
allel transmission. Frequency division multiplexing (FDM) is
to realize multiclient parallel transmission in frequency by
using subcarrier modulation signals with different center fre-
quencies of LED. The transmission rate of these traditional
multiplexing technologies can be up to gigabits per second.

At present, there are a bunch of researches on VLC mod-
ulation methods. We can divide it into two categories: (1)
single carrier modulation mechanism [34], such as pulse
width modulation (PWM), pulse amplitude modulation
(PAM), and pulse position modulation (PPM); (2) multicar-
rier modulation mechanism [35], which requires more com-
plex hardware support, such as orthogonal frequency
division multiplexing (OFDM). Different from existing
research, we developed a new VLC multiplexing system for
low data rate and cost-sensitive applications.

3. System Model

The overall diagram of the core time-overlapping multiplex
VLC system is shown in Figure 2. For different applications,

LEDs can vary in power, and the driver circuit should be
designed correspondingly. The proposed communication
system can support up to three categories of end-users in
the same direction. Each category can have multiple end-
users. In the figure, each category is represented by one
end-user. The edge server is used to transmit the data stream
to the agent microcontroller. The microcontroller modulates
the data going to be sent, uses the modulated signal to control
the MOSFET, and loads it on the LED light source. Under the
control of the MOSFET, the LED lights up quickly, and
finally, the visible light is carried in the communication chan-
nel with data dissemination. At the receiving end, the rapid
intensity change of LED will be captured by photodiodes.
Each photodiode converts the optical signal containing infor-
mation into an electrical signal and then uses the microcon-
troller connected with the photodiode to sample the electrical
signal generated by the photodiode. Finally, each end-user
will process the sampling data according to its dedicated
demodulation rule, restore the original information as it been
sent.

4. System Design

The VLC multiplexing data transmission system encodes the
data of different categories and then sends the data to each
end-user simultaneously through the modulation mode of
PPM, PWM, and PAM. Each end-user uses different demod-
ulation methods to obtain their data. Each end-user does not
interfere with another end-user, nor affects each other, and is
not able to extract data belonging to other end-users.

4.1. Channel Model. Let us assume that the proposed visible
light communication system is composed of LED transmit-
ters and end-users. Then, the received signal can be consid-
ered as in Equation (1) [36]:

¥(t) = VBH(t) 8 5(1) + n(1), 1)

where p = (r2P})/0? denotes the average electrical SNR at
each receive unit, ® is time convolution, Py = (1/K)X p{
represents the average received optical power, and r denotes
the photodiode responsivity. The vector n(t) indicates K
-dimensional noise. The noise includes the receiver thermal
noise and shot noise due to ambient light. Thus, n(f) can
be modeled as independent and identically distributed addi-
tive white Gaussian noise with power spectral density o? =
0% ot + 0% ermay Where 02 is the shot noise variance and
atzh ermal 18 the thermal noise variance [37].

For VLC systems, the direct line-of-sight (LOS) and the
nondirect line-of-sight (NLOS) are the two general models.
In this paper, we only consider the LOS propagation path
since LOS accounts for the most total received optical power
at the receiver. Let H; € R"N7 denotes the channel matrix
between transmitter and receiver (as shown in Equation (2)):

Hy = [l higs -+ Iy, ] (2)

where hy; represents the direct current gain between the k-th
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FIGURE 2: Core model of the proposed time-overlapping multiplex VLC system.

end-user and the i-th transmitter. In terms of the LOS case,
hy; is given by [10] as shown in Equation (3):

Ar

— LT (¥1)9(Yii) cos (), O<yy<¥o,
hy = dki

0, 1//ki > ch'

(3)

where A, is the active area of the photodiode and dj; is the
distance from the LED to the photodiode. T'(y,,) is the gain
of the optical filter and v,; denotes the angle of incidence.
The optical field of the view of the photodiode can be denoted
by V.. Finally, g(y,;) denotes the optical concentrator gain.

4.2. Modulation. The PPM is based on the position of the
pulse. PPM is to divide the time of a cycle into several time
slots of equal intervals, and the transmission of the pulse is
done in any one of the slots. According to the corresponding
relationship between data and pulse position, the sender
chooses to send a pulse signal in a certain time slot to realize
data transmission. The design principle of PPM is shown in
Figure 3(a). A cycle is divided into two time slots. The first
slot has a pulse signal indicating data bit “1,” and the second
slot has a pulse signal indicating bit “0.”

The PWM uses pulse duration to control the LED drive
current; thus, it can adjust the brightness. The advantage of
the PWM is that it does not suffer from the wavelength shift
due to the current variation in the intensity or amplitude
modulation-based scheme. In PWM, brightness level with a
wide range (0-100%) can be achieved by directly adjusting
the modulation index. Moreover, the human eyes cannot
sense the current switching since the dimming signal fre-

quency is usually above 100 Hz. PWM uses different widths
of the pulse signal to realize data modulation. The design prin-
ciple of PWM is shown in Figure 3(b). Different width of the
pulse signal in a cycle time represents bit “1” and bit “0.”

PAM refers to a modulation mode in which the pulse
height changes with the encoding. It is a bandwidth efficient
scheme since it can improve spectral efficiency. Data is mod-
ulated into different amplitudes of the signal pulse. PAM may
suffer nonlinearity in LEDs’ luminous efficacy due to the
modulation schemes employing different intensity levels.
Since the light emitted by an LED depends on the input cur-
rent and temperature, it changes at multiple symbol levels of
the PAM along with changes in the drive current. The design
principle of PAM is shown in Figure 3(c). The different
heights of the pulse signal in a cycle time are used to repre-
sent bit “1” and bit “0.”

The visible light communication system adopts intensity
modulation and direct detection mechanism. The power of
LED can be expressed as Equation (4):

Pled = Vled * Iled' (4)

where V)4 is the voltage of LED light source and I;.4 is the
current of LED light source. The peak intensity of LED light
source is mainly affected by the LED power. Therefore, by
using different input voltage, it can generate pulse signals of
different heights and, finally, act on the LED to change the
peak intensity of the LED light source.

In this paper, we propose to use PPM, PWM, and PAM
modulation technologies to implement the VLC multiplexing
data transmission system for end-edge data transmission. By
modulating the pulse position, pulse width, and pulse ampli-
tude simultaneously, we can send data to three categories of
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FI1GURE 4: PPM, PWM, and PAM joint modulation signal diagram.

end-users at the same time, for instance, end-user 1 with
PPM, end-user 2 with PWM, and end-user 3 with PAM. Sup-
pose that data stream “0010” is going to be sent to the end-
user 1, data stream “1010” is going to be sent to the end-
user 2, and data stream “1100” is going to be sent to the
end-user 3. The modulation design is shown in Figure 4;
the server first encodes data into light pulse modulations
for each end-user and then integrates them into one signal
with changing position, width, and height. The first bits of
three users are, respectively “0,” “1,” and “1.” Therefore, the
corresponding joint modulation signal starts with a low pulse
and ends with a high pulse in the time slot, and the high pulse
has a larger width and a higher amplitude. Each end-user can
extract the exclusive data from the same signal waveform.
However, in some hybrid system where both 5V and
3.3V power are mixed, if a previous data starts with a low
pulse, ends with a high pulse of 5 V power supply, and the fol-
lowing data starts with a high pulse of 3.3V power supply,
ends with a low pulse, there will be a direct conversion from
5V to 3.3V between two data. The problem is before the 5V
power supply has been completely turned off, the 3.3 V power

supply has been turned on, so chaotic data will be generated,
increasing the difficulty of decoding. Our solution is to check
whether a signal starts with a low pulse and ends with a high
pulse, immediately add a low pulse delay after the high pulse
to ensure that the power supply is completely shut down.

4.3. Demodulation. The receiving end-user continuously
senses the intensity of the incident light through the photodi-
ode, processes the collected intensity value, and restores the
original data. For each end-user, first of all, we need to locate
the rising edge and the falling edge of each periodic optical
pulse [13]. We can find the local maximum value to locate
the edge of the optical pulse by calculating the first derivative

I'(x) of the intensity value as shown in Equation (5):
/ 1 1
I(x)=—5‘1(x—1)+0-1(x)+§-I(x+1), (5)

where I(x) is the intensity perceived by the photodiode.

Each end-user applies different demodulation methods.
For end-user 1, the data is decoded by the PPM principle to
find the relative positions of high pulse and low pulse in the
cycle, and the original data information is restored according
to different positions of the pulse. For end-user 2, data is
decoded by the PWM principle, the high pulse width is calcu-
lated by a rising edge and a falling edge of the pulse, and orig-
inal data information is restored according to different width
values. For end-user 3, we decode the data by the PAM prin-
ciple, find the maximum light intensity detected in each
cycle, and compare it with the peak intensity of LED when
connecting to 5V power supply and 3.3V power supply,
respectively, and finally, restore the original data informa-
tion. However, the peak intensity of LED decays with the
square of the distance between the LED and the photodiode,
and the different distance between the LED and the photodi-
ode will produce a difference in the peak intensity detected by
the photodiode. Therefore, our solution is to add two bits of
light intensity calibration before sending each data packet,
where the first bit uses a 5V power supply, and the second
one uses a 3.3 V power supply (as shown in Figure 5). Finally,
when restoring the data information, the peak intensity of the
data bits only needs to be compared with that of the first two
calibration bits.
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In many practical data transmission processes, the length
of data stream to be sent to each end-user is different. A
binary bit with no meaning could be recognized as data for
end-users improperly. Therefore, we add a stop bit at the
end of each data stream, according to which the end-user
judge whether to continue to accept the data. Bit “1” means
continuing to receive and bit “0” means stopping receiving.

4.4. Error Detection and Correction. In this paper, we build an
Arduino UNO-based experiment platform as the validation
system, due to the limited sampling rate; the pulse width cor-
responding to a bit may be inaccurate during decoding,
resulting in decoding error of that bit in the process of data
transmission. Moreover, consider that many VLC systems
only need a one-way transmission, where it is not possible
to get the receiver’s feedback information; hence, we use
FEC (Forward Error Correction) to detect and correct errors
to achieve reliable transmission. Hamming code is a type of
linear block code, which has been widely used in the telecom-
munication system. It can correct random errors and burst
errors. In our design, Hamming code is adopted to add
redundant bits in data to realize error detection and correc-
tion. It organizes data bits into groups, determines whether
there are any errors in the group through parity check, in
terms of the principle of odd or even matching. Concretely,
the total length of the data frame is 14 bits, which includes
2 calibration bits, 8 data bits, and 4 parity check bits. Ham-
ming code can only recover 1 bit error. If more than 1 data
bits flip during the transmission, Hamming code will not
work. However, during the experiment, we find that very
few bit errors occur and the vast majority of them is 1 bit
error, providing that the communication range is within
the proper distance. The reason we chose Hamming code is
that it is very simple and easy to implement. It also puts little
cost over transmission.

4.5. Design of the Validation System. The evaluation system
includes a sending module and a receiving module. The sending
module mainly includes one microcontroller, one MOSFET
Driver Module, and one LED light source. The receiving end
mainly includes one microcontroller, one resistor, and one pho-
todiode. The specifications of the LED light source and the pho-
todiode used in the experiment are shown in Table 1.

On the transmitter side, the microcontroller is Arduino
UNO [38], with a clock frequency of 16 MHz, which can gen-
erate microsecond level pulses. Two pins (pin 9 and pin 10)
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TaBLE 1: Component parameters.

Component Parameter

Voltage range: 3.3-5V
Power: 5W
Angle of view: 90°
Intensity: 200-300 Ix
Wavelength: 300-760 nm
Photocurrent: 10 uA
Rise/fall time: 12 ns

Parameters of LED

Parameters of Photodiode
Peak wavelength: 850 nm

of the microcontroller are connected with two p-type MOS-
FET driver modules. The two p-type MOSFET modules are,
respectively, connected with 3.3V and 5V voltage, and one
LED light source. Through controlling the two MOSFET
drivers, the LED can be quickly switched on and off. The con-
trol circuit of the transmitter is shown in Figure 6.

The receiver also uses Arduino UNO as the microcon-
troller to connect the photodiode at pin A0 and sample the
data of the photodiode with a sampling frequency of
50 kHz. It can map the voltage collected from the photodiode
to a value from 0 until 1023. A 1 mQ resistor is connected at
the receiving end to improve the gain of the photodiode. The
control circuit of the receiving end is shown in Figure 7.

5. Results and Analysis

We test the proposed time-overlapping multiplex VLC sys-
tem from two aspects: (1) system function test: whether the
transmitter (edge server) and the receiver (end-user) can reli-
ably conduct one to three communications; (2) system per-
formance test: test the speed and accuracy of the system
under different link distance, different perspective, and dif-
ferent ambient light conditions. Due to a limited budget, we
only build a minimal system that can fulfill the evaluation
purpose. The prototype of the experiment system is shown
in Figure 8. One LED controlled by the Arduino board acts
as the edge server (Figure 8(a)) while three Arduino boards
with photodiodes are end-users (each of which uses PPM,
PWM, and PAM, respectively, Figure 8(b)). By default, the
experiment is carried out indoor and under the condition
of turning on the fluorescent lamp, the photodiode is directly
below the LED, with a height of 13 cm. The period of trans-
mitting signal is set as 220 s, and the pulse width modulated
high pulse width is 140 us and 100 ps, respectively.

5.1. System Function Experiment. The system function test
experiment is carried out by sending text data to receivers.
The text data needed to be sent to end-users is input from
the console. In the test, we arbitrarily select the characters
“a,” “6,” and “s,” corresponding to end-user 1, end-user 2,
and end-user 3, respectively. The received data printed on
the end-user console validates that the letter, the number,
and the symbol can be correctly transmitted.

In order to ensure that the system can work normally, we
draw the pulse shape diagram of the transmitter and the
receiver (as shown in Figure 9). The pulse shape diagram
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shows that the receiver can correctly receive the signal from  tigate the influence of communication channel parameters

the transmitter. and environmental factors on the system performance.
Throughput is the number of bits received correctly per sec-
5.2. System Performance Experiment. By testing the through- ~ ond, and accuracy is the ratio of the number of bits received

put and accuracy of the VLC multiplexing system, we inves-  correctly to all bits sent. In each experiment, the sender sends
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FiGure 10: Influence of communication distance on the system.

512 random bits of data to each end-user at the same time.
We repeat the experiment ten times to calculate the average
throughput and accuracy.

5.2.1. The Influence of Link Distance on the System. The link
distance between LED and photodiode is one of the impor-
tant parameters that affect the accuracy of data transmission.
We adjust the distance from the LED to the photodiode from
5cm to 22 cm and keep the LED directly below the photodi-
ode. The experimental results are shown in Figures 10(a) and
10(b). We can see that the system can support a 16 cm com-
munication distance, and the throughput of each end-user is
about 1.29 Kbps; the total throughput is 3.87 kbps. As long as
the distance between the sender and the receiver is within the
communication range, the data can be transmitted reliably.
When the communication distance is more than 20 cm, its
data transmission accuracy becomes 0%. We can see that
no matter what kind of modulation means are used, the
curves are highly coincident. This is because once the com-
munication range is over length, the current generated by

the photodiode induced light intensity changes very little,
which makes Arduino unable to sample it.

Due to the low power of the LED (5 W) in the validation
system, the valid distance is around 16 cm. The power used in
related work is around 20 W to 30 W. Therefore, the effective
distance can be extended by applying a LED with larger
power. Under the same condition, it is expected that our mul-
tiplexing system can achieve the same distance performance
as in the related work (up to 100 meters). Furthermore, the
distance can be extended by adding an optical lens at the
receiving end. Finally, increasing the frequency of the micro-
controller (in our system, Arduino UNO is a low-end micro-
controller) can directly improve the data rate to a much
higher level (15 Gbps in a report).

5.2.2. The Influence of Different Ambient Light Conditions on
the System. To test the robustness of the system, we carry out
experiments at 2:00 pm and 7:00 pm, respectively, under
different ambient light conditions and turn on the fluorescent
lamp in both cases. The experimental results of end-user 1
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FiGure 12: Influence of different angle of view on the system.

under different ambient light conditions are shown in
Figure 11. We can see that at two o’clock in the afternoon,
when the ambient illumination is high, the maximum sup-
ported communication distance of the system is 16cm,
which is the same as the experiment at 7:00 pm. When the
communication distance is more than 18.cm, the effect of
the ambient light starts to appear; however, the result got at
2:00 pm has little improvement. Therefore, we can say that
the system has a strong tolerance to ambient light.

5.2.3. The Influence of Angle of View on the System. The angle
of view is also another important parameter to measure the
system. It refers to the angle between the LED and photodi-
ode line and the LED normal. We adjust the viewing angle
from 0° to and 35°. The experiment is carried out at 7:00
pm and the distance between LED and photodiode is
13cm. The experimental results are shown in Figure 12.
We can see that the angle of view supported by the system
is about 40° (+20°).

5.2.4. The Performance Comparison with PWM Multiplexing.
As most of recent work is moved to use multiple-input
multiple-output (MIMO) hybrid multiplexing in VLC due
to achievable very high data rate, there are few researches
insisting on using single LED. However, not all applications
need such high data rate. They may concern more on deploy-
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FI1GURE 13: The performance comparison with PWM multiplexing.

ing cost, where multiplexing with a single LED is very useful.
To our best knowledge, there is no such work combining
PPM, PWM, and PAM as we do, therefore, we compare
our method with a traditional multiplexing method only
using pulse width modulation (PWM).

As shown in Figure 13, the total throughput of PWM
multiplexing with three users is around 3.27 Kbps, which is
only 84% of the throughput of our method. Furthermore,
with the increase of the number of users, the number of pulse
width will also increase in an exponential manner, which will
greatly lower per user throughput.

5.2.5. The Test on Vast Transmission. Since large data files,
such as images and videos, are very common in data trans-
mission, to test the robustness of the proposed system, we
have carried out image transmission experiments. We choose
the most famous image “Lena” as the test object. First, we
convert the standard “tif” file into “.eps” format, which size
is around 1560 KB. Second, we send the image using PPM,
PWM, and PAM modulation simultaneously. In this step,
we read the eps file byte by byte and apply Hamming code
before transmission. The actual size of each image transmit-
ted is 2730 KB. Third, we analyze the difference of the origi-
nal image and the received image. Since the data rate is
about 1.29 Kbps, it costs around 2100 seconds (35 minutes)
to finish one transmission. We repeat the experiment for
100 times and find that, in 93% of the cases, we get the equal
images. In the remaining 7 cases, the differences between two
images are less than 2 bytes in 5 results. Most of bit errors
have already been corrected by Hamming code. As shown
in Figure 14, (a) is the original image and (b) is the received
image. The differences between them are 41 bytes (possessing
0.00256% of total bits), which is the worst case in the 100
time experiments. However, the human eyes still cannot tell
the difference between them.

Therefore, the proposed system can handle most of prac-
tical application scenarios with reasonable cost. However, if
the hard robustness data transmission needs to be guaran-
teed, either a two-way communication means or much com-
plex Forward Error Correction Encoding must be adopted,
which violates the design purpose of this system.



10

(a) Lena-original
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FIGURE 14: Image transmission result.

5.3. Potential Applications. Besides end-edge data transmis-
sion, the proposed system can be applied in many IoT appli-
cations, such as underwater communication, medical
treatment, and indoor positioning.

Because of the high attenuation rate of electromagnetic
wave, it is difficult to use radio waves for underwater wireless
communication. Compared with traditional underwater
sonar communication, visible light optical communication
has higher directivity and confidentiality. Taiyo Yuden and
Toyo Electric Co jointly developed a high-speed underwater
wireless communication device based on visible light. Using
the general blue LED with low attenuation rate in water,
the maximum communication speed of 50 Mbps is achieved.

For hospital and medical field, visible light communica-
tion is considered to be the most suitable wireless communi-
cation mode since it does not cause electromagnetic
interference to electronic equipment. Whether it is to realize
the dynamic monitoring of patients or the communication
between medical devices, VLC provides a safe and reliable
way of information transmission. The hospital is likely to
be the first large-scale popularization of VLC system.

The proposed VLC system uses LED as transmitter,
which are currently being installed in most buildings, for
instance, large shopping malls, office, and classroom. Since
the global positioning system (GPS) signals are difficult to
pass through building walls, the VLC-based indoor position-
ing system can be a good substitute. It estimates location by
the geometric properties of triangles. Specifically, this tech-
nique uses difference reference points to get target position,
where the reference points are LEDs, and target is the optical
receiver. Comparing to radio frequency-based indoor posi-
tioning system, VLC is electromagnetic interference free
and can achieve a good accuracy.

6. Conclusion

In this paper, we proposed a new VLC system to use PPM,
PWM, and PAM modulation technology to realize the VLC
multiplexing communication system for end-edge data
transmission. We designed the modulation methods and

solved the problem of the nonfixed length of individual infor-
mation. Also, a delay was added to fit the mixed voltage sys-
tem. We used a low-cost hardware solution, in which an off-
the-shelf LED and photodiode are adopted to build the pre-
liminary validation prototype. The proposed VLC system
successfully completed a one-to-three communication. The
communication rate of a single client can reach 1.29 Kbps,
the communication distance can reach 16 cm, and the accu-
racy is near 99%.

Future research issues include further improving com-
munication range and data rate and efficient two-ways VLC
communications. With the more powerful LEDs and micro-
controllers, the range and the rate can be easily extended to a
level that has the potential to be used in many scenarios, such
as underwater communication, medical treatment, and
indoor positioning to avoid radio communication interfer-
ence and also improve safety.
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With the increasing demand for location-based services such as railway stations, airports, and shopping malls, indoor positioning
technology has become one of the most attractive research areas. Due to the effects of multipath propagation, wireless-based indoor
localization methods such as WiFi, bluetooth, and pseudolite have difficulty achieving high precision position. In this work, we
present an image-based localization approach which can get the position just by taking a picture of the surrounding
environment. This paper proposes a novel approach which classifies different scenes based on deep belief networks and solves
the camera position with several spatial reference points extracted from depth images by the perspective-n-point algorithm. To
evaluate the performance, experiments are conducted on public data and real scenes; the result demonstrates that our approach
can achieve submeter positioning accuracy. Compared with other methods, image-based indoor localization methods do not

require infrastructure and have a wide range of applications that include self-driving, robot navigation, and augmented reality.

1. Introduction

According to statistics, more than 80 percent of people’s
living time is in an indoor environment such as shopping
malls, airports, libraries, campuses, and hospitals. The pur-
pose of the indoor localization system is to provide accurate
positions in large buildings. It is vital to applications such
as evacuation of trapped people at fire scenes, tracking of
valuable assets, and indoor service robot. For these applica-
tions to be widely accepted, indoor localization requires an
accurate and reliable position estimation scheme [1].

In order to provide a stable indoor location service, a
large number of technologies are researched including
pseudolite, bluetooth, ultrasonic, WiFi, ultra wideband, and
LED [2, 3]. It is almost impossible to obtain very accurate
results for a radio-based approach in view of the multipath
interference through arrival time and arrival angle methods.
The time-varying indoor environment and the movement
of pedestrians also have adverse effects on the stability of
fingerprint information [4-6]. In addition, the high cost of
hardware equipment, construction, and installation as well
as maintenance and update is also an important factor limit-

ing the development of indoor positioning technology.
Besides, these kinds of methods can only output the position
(X, Y, and Z coordinates) but not the view angle (pitch, yaw,
and roll angles).

The vision-based positioning method is a kind of passive
positioning technology which can achieve high positioning
accuracy and does not need extra infrastructure. Moreover,
it can not only output the position but also the view angle
at the same time. Therefore, it has gradually become a
hotspot of indoor positioning technology [7, 8]. Such
methods typically involve four steps: first, establishing an
indoor image dataset collected by depth cameras with exact
positional information; second, comparing the images
collected by a camera to the images in the database which
established the last step; third, retrieving some of the most
similar pictures, then extracting the feature and matching
the points; at last, solving the perspective-n-point problem
[9-12]. However, the application of scene recognition to
mobile location implies several challenges [13-15]. The com-
plex three-dimensional shape of the environment results in
occlusions, overlaps, shadows, and reflections which require
arobust description of the scene [16]. To address these issues,
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we propose a particularly efficient approach based on a
deep belief network with local binary pattern feature
descriptors. It enables us to find out the most similar
pictures quickly. In addition, we restrict the search space
according to adaptive visibility constraints which allows us
to cope with extensive maps.

2. Related Work

Before presenting the proposed approach, we review previ-
ous work on image-based localization methods and divide
these methods into three categories roughly.

Manual mark-based localization methods completely rely
on the natural features of the image which lacks robustness,
especially under conditions of varying illumination. In order
to improve the robustness and accuracy of the reference
point, special coding marks are used to meet the higher posi-
tioning requirements of the system. There are three benefits:
simplify the automatic detection of corresponding points,
introduce system dimensions, and distinguish and identify
targets by using a unique code for each mark. Common types
of marks include concentric rings, QR codes, or patterns
composed of colored dots. The advantage is raising the recog-
nition rate and effectively reducing the complexity of posi-
tioning methods. The disadvantage is that the installation
and maintenance costs are high, some targets are easily
obstructed, and the scope of application is limited [17, 18].

Natural mark-based localization methods usually detect
objects on the image and match them with an existing build-
ing database. The database contains the location information
of the natural marks in the building. The advantage of this
method is that it does not require additional local infrastruc-
ture. In other words, the reference object is actually a series
of digital reference points (control points in photogramme-
try) in the database. Therefore, this type of system is suitable
for large-scale coverage without increasing too much cost.
The disadvantage is that the recognition algorithm is
complex and easy to be affected by the environment, the
characteristics are easy to change, and the dataset needs to
be updated [19-22].

Learning-based localization methods have emerged in
the past few years. It is an end-to-end method that directly
obtains 6dof pose, which has been proposed to solve loop-
closure detection and pose estimation [23]. This method
does not require feature extraction, feature matching, and
complex geometric calculations and is intuitive and concise.
It is robust in weak textures, repeated textures, motion blur,
and lighting changes. In the training phase, the calculative
scale is very large, and GPU servers are usually required,
which cannot run smoothly on mobile platforms [20]. In
many scenarios, learning-based features are not as effective
as traditional features such as SIFT, and the interpretability
is poor [24-27].

3. Framework and Method

In this section, first, we introduce the overview of the frame-
work. Then, the key modules are explained in more detail in
the subsequent sections.
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3.1. Framework Overview. The whole pipeline of the visual
localization system is shown in Figure 1. In the following,
we briefly provide an overview of our system.

In the offline stage, the RGB-D cameras are held to collect
enough RGB images and depth images around the indoor
environment. At the same time, the pose of the camera and
the 3D point cloud are constructed. The RGB image is used
as a learning dataset to train the network model, and then,
the network model parameters are saved until the loss func-
tion value does not decrease. In the online stage, after the pre-
vious step is completed, anyone enters the room, downloads
the trained network model parameters to the mobile phone,
and takes a picture with the mobile phone, and the most
similar image is identified according to the deep learning net-
work. The unmatched points are eliminated, and the pixel
coordinates of the matched points and the depth of the
corresponding points are extracted. According to the pin-
hole imaging model, the n-point perspective projection
problem-solving method can be used to calculate the pose
of the mobile phone in the world coordinate system. Finally,
the posture is converted into a real position and displayed
on the map.

3.2. Camera Calibration and Image Correction. Due to the
processing error and installation error of camera lens, the
image has radial distortion and tangential distortion. There-
fore, we must calibrate the camera and correct the images in
the preprocessing stage. The checkerboard contains some cal-
ibration reference points, and the coordinates of each point are
disturbed by the same noise. Establishing the function y:

>y

j=1

(1)

K
™=

pij- PAA R 1P

Il
—
-

where p;; is the coordinate of the projection points on image i

for reference point j in the three-dimensional space. R; and ¢;
are the rotation and translation vectors of image i. P; is the
three-dimensional coordinate of reference point i in the world
coordinate system. p(A,R; t;, P;) is the two-dimensional
coordinate in the image coordinate system.

3.3. Scene Recognition. In this section, we use the deep belief
network (DBN) to categorize the different indoor scenes. The
framework includes image preprocessing, LBP feature
extracting, DBN training, and scene classification.

3.3.1. Local Binary Pattern. The improved LBP feature is
insensitive to rotation and illumination changes. The LBP
operator can be specifically described as the following: the
gray values in the window center pixel are defined as the
threshold, and the gray values of the surrounding 8 pixels
are, respectively, compared with the threshold in a clockwise
direction, and if the gray value is bigger than the threshold,
then mark the pixel as 1; otherwise, mark 0, and then get
an 8-bit binary number through the comparison. After the
decimal conversion, get the LBP value of the center pixel in
this window. The value reflects the texture information of
the point at this position. The calculation process is shown
in Figure 2.
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FIGURE 1: The framework of the visual localization system.
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FIGURE 2: Local binary pattern calculation process.

The formula of local binary pattern:

LBP(x,y,) =

22” s(i, —1i.)

1, ifx>0,
s(x) =

0, else,

where (x,, y,) is the horizontal and vertical coordinate of the
center pixel; N is number 8; i, i, are the gray values of the
center pixel and the nelghborhood pixel, respectively; and s
(+) is the two-valued symbol function.

The earliest proposed LBP operator can only cover a
small range of images, so the optimization and improvement
methods for the LBP operator are constantly proposed by
researchers. We adopt the method which improves the
insufficiency of the window size of the original LBP operator
by replacing the traditional square neighborhood with a
circular neighborhood and expanding the window size as
shown in Figure 3.

In order to make the LBP operator have rotation invari-
ance, the circular neighborhood is rotated clockwise to obtain
a series of binary strings, and the minimum binary value is
obtained, and then, the value is converted into decimal,
which is the LBP value of the point. The process of obtaining
the rotation-invariant LBP operator is shown in Figure 4.

3.3.2. Deep Belief Network. The deep belief network consists
of a multirestricted Boltzmann machine (RBM) and a back-
propagation (BP) neural network. The Boltzmann machine
is a neural network based on learning rules. It consists of a

visible layer and a hidden layer. The neurons in the same
layer and the neurons in different layers are connected to
each other. There are two types of neuron output states:
active and inactive, represented by numbers 1 and 0. The
advantage of the Boltzmann machine is its powerful unsuper-
vised learning ability, which can learn complex rules from a
large amount of data; the disadvantages are the huge amount
of calculation and the long training time. The restricted
Boltzmann machine canceled the connection between neu-
rons in the same layer; each hidden unit and visible layer unit
are independent of each other. Roux and Bengio theoretically
prove that as long as the number of neurons in the hidden
layer and the training samples are sufficient, the arbitrary
discrete distribution can be fitted. The structure of BM and
RBM is shown in Figure 5.

The joint configuration energy of its visible and hidden
layers is defined as

E(v, h|0) = i icj

i=1 j=1 [§

Z viwgh,  (3)

=1

Ms

Il
—

where 6 ={W;, b, c;} are parameters in RBM, b; is bias of
visible layer i, c; is bias of visible layer j, and w;; is the weight.
The output of the hidden layer unit is

h;=

M-

Il
—

vw;; +b;. (4)
j

When the parameters are known, based on the above
energy function, the joint probability distribution of (v, 1)

P( h|9) e—E(v,h\G)
V’ = bl
Z(0)
(5)
Z(e) — Ze—E(V,h|9))
v,h

where Z(60) is the normalization factor. Distribution of v is
P(v|0), joint probability distribution P(v, h|0):

P(v|f) = Zp v, h|0) = (G)Ze—b’w@). (6)
h

Since the activation state of each hidden unit and visible
unit is conditionally independent, therefore, when the state
of the visible and hidden units is given, the activation proba-
bility of the first implicit unit and visible elements is

P(hj =1, 9) =0<bj + Zviwij>,
im1

P(v;=1]h,0) :o<ci + Zhjwij>,
=

where o(x) =1/(1 + e™) is the sigmoid activation function.
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FIGURE 4: Rotation-invariant LBP schematic.

3.4. Feature Point Detection and Matching. In this paper, we
propose a multifeature point fusion algorithm. The combina-
tion of the edge detection algorithm and the ORB detection
algorithm enables the detection algorithm to extract the edge
information, thereby increasing the number of matching
points with fewer textures. The feature points of the edge
are obtained by the Canny algorithm to ensure that the object
with less texture has feature points. ORB have scale and rota-
tion invariance, and the speed is faster than SIFT. The BRIEF
description algorithm is used to construct the feature point
descriptor [28-31].

The Brute force algorithm is adopted as the feature
matching strategy. It calculates the Hamming distance
between each point of the template image and each feature
point of the sample image. Then compare the minimum
Hamming distance value with the threshold value; if the dis-
tance is less than the threshold value, regard these two points
as the matching points; otherwise, they are not matching
points. The framework of feature extraction and matching
is shown in Figure 6.

3.5. Pose Estimation. The core idea is to select four noncopla-
nar virtual control points; then, all the spatial reference
points are represented by the four virtual control points,
and then, the coordinates of the virtual control points are
solved by the correspondence between the spatial reference
points and the projection points, thereby obtaining the coor-
dinates of all the spatial reference points. Finally, the rotation
matrix and the translation vector are solved. The specific
algorithm is described as follows.

Given n reference points, the world coordinate is P;
= (xpyp2) "5 i=1,2,---,n. The coordinates of the corre-

where A; is the depth of the reference point and K is the
internal parameter matrix of the camera:

f 0y
K=|0 f v/ (9)
0 0 1

where f=f, =f, is the focal length of the camera and
(ug>vy) = (0,0) is the optical center coordinate.

First, select four noncoplanar virtual control points in
the world coordinate system. The relationship between
the virtual control points and their projection points is
shown in Figure 7.

In Figure 7, C¥=[0,0,0,1]", C¥=11,0,0,1]", C¥=
0,1,0,1]", and C{=1[0,0,1,1]". {C5j=1,23,4} are
homogeneous coordinates of the virtual control point in the
camera coordinate system, {Cj, j=1,2,3,4} is the corre-
sponding nonhomogeneous coordinate, {C;,j=1,2,3,4} is
the homogeneous coordinate of the projection point corre-
sponding in the image coordinate system, and {Cj, j=12,
3,4} is the corresponding nonhomogeneous coordinate.
{P{,i=1,2,---,n} is the homogeneous coordinate of the
reference point in the camera coordinate system; {f’f,i
=1,2,---,n} is the corresponding nonhomogeneous coor-
dinate. The relationship between the spatial reference
points and the control points in the world coordinate is
as follows:

(10)

4
PY= Y aCY,i=1,2,-m,
=
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FIGURE 5: Boltzmann machine and restricted Boltzmann machine. v is the visible layer, m indicates the number of input data, & is the hidden
layer, and w is the connection weight between two layers,Vi, j, v; € {0,1}, h; € {0, 1}.
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FIGURE 6: The process of multifeature fusion extraction and matching.
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FiGure 7: Virtual control point and its projection point
correspondence.

where vector |a;;, &y, &, a]" is the coordinate of the
Euclidean space based on the control point Cj. From
the invariance of the linear relationship under the Euclid-
ean transformation,

4
Pf: Zaijcj’ i=1,2,---,m,
= 11
4 (11)
AiuiZKPiZKzaijCj’ i=1,2,---,n.
i1

Assume C]c = [x5, 5% ZﬂTa then
4
A=Y ;25 (12)
=1

J

Then, obtain the equation:
4
Z (xijfx; - ocijuiz]c» =0,
=1
4
Z (xijfy; - ocijvizjc- =0.
=1

T 7T 7T el T T .
Assume Z=[Z1,Z5,25, 2y |, Z; = [fx;, [y} 2] s j=
1,2, 3, 4, then the equations are obtained from the correspon-
dence between spatial points and image points as follows:

MZ=0. (14)
The solution Z is the kernel space of the matrix M:
N
z=Y W, (15)
i=1

where W, is the eigenvector of M' M, N is the dimension of
the kernel, and f3; is the undetermined coefficient. For a
perspective projection model, the value of N is 1, resulting in

Z=BW, (16)
where W = [w], w!,w], wZ]T, w; = [, w, wj3]T; then, the
image coordinates of the four virtual control points are

w; Wiy .
Cj:{_] —],1}, ]:1>233)4' (17)

b
wj3 ‘LUJ-3



The image coordinates of the four virtual control points
obtained by the solution and the camera focal length obtained
during the calibration process are taken into the absolute posi-
tioning algorithm to obtain the rotation matrix and the trans-
lation vector.

4. Experiments

We conducted two experiments to evaluate the proposed
system. In the first experiment, we compare the proposed
algorithm with other state-of-the-art algorithms on public
datasets and then perform numerical analysis to show the
accuracy of our system. The second experiment evaluated
the performance of accuracy in the real world.

4.1. Experiment Setup. The experimental devices include an
Android mobile phone (Lenovo Phab 2 Pro) and a depth
camera (Intel RealSense D435) as shown in Figure 8. The
user interface of the proposed visual positioning system on
a smart mobile phone running in an indoor environment is
shown in Figure 9.

4.2. Experiment on Public Dataset. In this experiment, we
adopted the ICL-NUIM dataset which consists of RGB-D
images from camera trajectories from two indoor scenes.
The ICL-NUIM dataset is aimed at benchmarking RGB-D,
Visual Odometry, and SLAM algorithms [32-34]. Two dif-
ferent scenes (the living room and the office room scene)
are provided with ground truth. The living room has 3D sur-
face ground truth together with the depth maps as well as
camera poses and as a result perfectly suits not only for
benchmarking camera trajectory but also for reconstruction.
The office room scene comes with only trajectory data and
does not have any explicit 3D model with it. The images were
captured at 640480 resolutions.

Table 1 shows localization results for our approach
compared with state-of-the-art methods. The proposed local-
ization method is implemented on Intel Core i5-4460
CPU@3.20 GHz. The total procedure from scene recognition
to pose estimation takes about 0.17 s to output a location for a
single image.

4.3. Experiment on Real Scenes. The images are acquired by
a handheld depth camera at a series of locations. The
image size is 640 x 480 pixels, and the focal length of the
camera is known. Several images of the laboratory are
shown in Figure 10.

Using the RTAB-Map algorithm, we get the 3D point
cloud of the laboratory. It is shown in Figure 11. The blue
points are the position of the camera, and the blue line is
the trajectory.

The 2D map of our laboratory is shown in Figure 12. The
length and width of the laboratory are 9.7m and 7.8m,
respectively. First, select a point in the laboratory as the
origin of the coordinate system and establish a world coordi-
nate system. Then, hold the mobile phone, walk along
different routes, and take photos, respectively, as indicated
by the arrows.

In the offline stage, we get a total of 144 images. Due to
some images captured at different scenes being similar, we
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FiGURe 9: The user interface of the proposed visual positioning
system on a smart mobile phone running in an indoor environment.

TaBLE 1: Comparison of mean error in ICL-NUIM dataset.

Method Living room Office room
PoseNet 0.60 m, 3.64° 0.46m, 2.97°
4D PoseNet 0.58 m, 3.40° 0.44m, 2.81°
CNN+LSTM 0.54m, 3.21° 0.41m, 2.66°
Ours 0.48 m, 3.07° 0.33m, 2.40°

divide them into 18 categories. In the online stage, we
captured 45 images at different locations on route 1 and 27
images on route 2. The classification accuracy formula is

p="1 (18)

where N; is the correct classified number of scene images and
N is the total number of scene images. The classification
accuracy of our method is 0.925.

Most mismatched scenes concentrate in the corner,
mainly due to the lack of significant features or mismatches.
Several mismatched scenes are shown in Figure 13.

After removing the wrong matched results, the error
cumulative distribution function graph is shown in Figure 14.

The trajectory of the camera is compared with the pre-
defined route. After calculating the Euclidean distance
between the results through our method and the true posi-
tion, we get the error cumulative distribution function
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FiGure 11: 3D point cloud of laboratory.
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FIGURE 12: Environmental map and walking route.

FiGure 13: Mismatched scene.

graph (Figure 14). It can be seen that the average position-
ing error is 0.61 m. Approximately 58% point positioning
error is less than 0.5m, about 77% point error is less than
1 m, about 95% point error is less than 2m, and the max-
imum error is 2.55m.

Since the original depth images in our experiment are
based on RTAB-Map, its accuracy is not accurate. For exam-
ple, in an indoor environment, intense illumination and
strong shadows may lead to inconspicuous local features. It
is also difficult to construct a good point cloud model. In
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FIGURE 14: Error cumulative distribution function graph.

the future, we plan to use laser equipment to construct a
point cloud.

5. Conclusions and Future Work

In this article, we have presented an indoor positioning
system based only on cameras. The main work is to use deep
learning to identify the category of the scene and use 2D-3D
matching feature points to calculate the location. We imple-
mented the proposed approach on a mobile phone and
achieved a positioning accuracy of decimeter level. The pre-
liminary indoor positioning experiment result is given in this
paper. But the experimental site is a small-scale place. The
following work needs to be done in the future: with the rapid
development of deep learning, it can generate high-level
semantics and effectively solve the limitations caused by arti-
ficial design features, use a more robust lightweight image
retrieval algorithm, and carry out tests under different light-
ing and dynamic environments, system tests under large-
scale scenarios, and long-term performance tests.
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Sarcasm detection in dialogues has been gaining popularity among natural language processing (NLP) researchers with the
increased use of conversational threads on social media. Capturing the knowledge of the domain of discourse, context
propagation during the course of dialogue, and situational context and tone of the speaker are some important features to train
the machine learning models for detecting sarcasm in real time. As situational comedies vibrantly represent human mannerism
and behaviour in everyday real-life situations, this research demonstrates the use of an ensemble supervised learning algorithm
to detect sarcasm in the benchmark dialogue dataset, MUStARD. The punch-line utterance and its associated context are taken
as features to train the eXtreme Gradient Boosting (XGBoost) method. The primary goal is to predict sarcasm in each utterance
of the speaker using the chronological nature of a scene. Further, it is vital to prevent model bias and help decision makers
understand how to use the models in the right way. Therefore, as a twin goal of this research, we make the learning model used
for conversational sarcasm detection interpretable. This is done using two post hoc interpretability approaches, Local
Interpretable Model-agnostic Explanations (LIME) and Shapley Additive exPlanations (SHAP), to generate explanations for the
output of a trained classifier. The classification results clearly depict the importance of capturing the intersentence context to
detect sarcasm in conversational threads. The interpretability methods show the words (features) that influence the decision of
the model the most and help the user understand how the model is making the decision for detecting sarcasm in dialogues.

1. Introduction

Natural language is a vital information source of human sen-
timents. Automated sarcasm detection is often described as a
natural language processing (NLP) problem as it primarily
requires understanding the human expressions, language,
and/or emotions articulated via textual or nontextual con-
tent. Sarcasm detection has attracted growing interest over
the past decade as it facilitates accurate analytics in online
comments and reviews [1, 2]. As a figurative literary device,
sarcasm makes use of words in a way that deviates from the
conventional order and meaning thereby misleading polarity
classification results. For example, in a statement “Staying up
till 2:30am was a brilliant idea to miss my office meeting,” the

positive word “brilliant” along with the adverse situation
“miss my office meeting” conveys the sarcasm, because sar-
casm has an implied sentiment (negative) that is different
from surface sentiment (positive due to presence of “bril-
liant”). Various rule-based, statistical, machine learning,
and deep learning-based approaches have been reported in
pertinent literature on automatic sarcasm detection in single
sentences that often rely on the content of utterances in iso-
lation. These include a range of techniques such as sense dis-
ambiguation [3] to polarity flip detection in text [4] and
multimodal (text +image) content [5, 6]. Furthermore, its
use on social media platforms like Twitter and Reddit is pri-
marily to convey user’s frivolous intent, and therefore, the
dialect is more casual and includes the use of microtext like
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wordplay, neologism, emojis, and slangs. Few recent works
have taken into account the additional contextual informa-
tion along with the utterance to deal with these challenges.
Different researchers have considered varied operational cues
to typify context. In 2019, Kumar and Garg [7] defined five
broad categories of context, namely, social-graph, temporal,
content, modality, and user-profile based which can be used
for improving the classification accuracy. Evidently, it is
essential to capture the operational concern, that is, the prag-
matic meaning defined by “context” as sarcasm. But the use
of sarcasm in dialogues and conversational threads has fur-
ther added to the challenges making it vital to capture the
knowledge of the domain of discourse, context propagation
during the course of dialogue, and situational context and
tone of the speaker. For example, recently, several Indian air-
lines took to Twitter to engage users in a long thread meant
to elicit laughs and sarcastic comebacks amid the coronavirus
lockdown that has kept passengers and airlines firmly on the
ground. IndiGo playfully teased its rivals by engaging in a
Twitter banter resulting in comic wordplays on airlines’
advertising slogans. IndiGo began by asking Air Vistara
“not flying higher?” in reply to which the airlines tagged peer
GoAir, punning on its tagline “fly smart” and what followed
was other key airlines like AirAsia and SpiceJet joining the
thread exchange equipped with witty responses using each
other’s  trademark business taglines (https://www
.deccanherald.com/business/coronavirus-indigo-vistara-
spicejet-engage-in-banter-keep-twitterati-in-splits-amid-
lockdown-blues-823677 . html).

As seen in Figure 1, it is not only important to capture the
intrasentence context but the intersentence context too to
detect sarcasm in conversational threads. Moreover, the sar-
castic intent of the thread is difficult to comprehend without
the situational context as in this case is the unprecedented
travel restrictions, including the grounding of all domestic
and international passenger flights, to break the chain of
the coronavirus disease (COVID-19) transmission.

But as sarcasm is a convoluted form of expression which
can cheat and mislead analytic systems, it is equally impor-
tant to achieve high prediction accuracy with decision under-
standing and traceability of actions taken. As models cannot
account for all the factors that will affect the decision,
explainability can account for context and help understand
the included factors that will affect decision making so that
one can adjust prediction on additional factors. Explainable
artificial intelligence (XAI) [8, 9] is the new buzzword in
the domain of machine learning which intends to justify
the actions and understand the model behaviour. It enables
building robust models with better decision-making
capabilities.

Thus, in this paper, we firstly demonstrate the role of
context in conversational threads to detect sarcasm in the
MUStARD dataset [5], which is a multimodal video corpus
for research in automated sarcasm discovery compiled using
dialogues from famous sitcoms, namely, “Friends” by Bright,
Kauffman, Crane Productions, and Warner Bros. Entertain-
ment Inc., “The Big Bang Theory” by Chuck Lorre, Bill
Prady, CBS, “The Golden Girls” by Susan Harris, NBC, and
“Sarcasmaholics Anonymous.” The data is labelled with true
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and false for the sarcastic and nonsarcastic dialogues using
the sequential nature of scenes in the episodes, and we use
eXtreme Gradient Boosting (XGBoost) method [10] to pri-
marily investigate how conversational context can facilitate
automatic prediction of sarcasm. As a twin goal of this
research, we aim to make the supervised learning models
used for conversational sarcasm detection interpretable with
the help of XAI The goal is to show the words (features) that
influence the decision of the model the most.

Using dialogue dataset from sitcoms can invariably relate
to any real-life utterance making this work relevant for vari-
ous sentiment analysis-based market and business intelli-
gence  applications for  assessing  insights from
conversational threads on social media. Most situational
comedies or sitcoms are led by the comedy of manners,
vaudeville, and our tacit perceptions of everyday life. These
are the story of our psychodynamics and sociodynamics on
situations that could arise in everyday life and unfold the
unexpected and ironic comedy of human behaviour in real-
life situations. For example, in Friends, season 10, episode
3, Ross walks in with a clearly overdone tan to the point that
his skin color is very dark and looks truly ridiculous. He tells
Chandler that he went to the tanning place his wife (Monica)
suggested. And Chandler came up with a sarcastic statement
“Was that place the sun?” as it looked like the only tanning
place that could make someone’s skin look like that would
be sitting directly beneath the scorching sun! The sarcasm
in Chandler’s dialogue could only be understood considering
the entire conversation and not taking his dialogue in isola-
tion (Figure 2).

XAl in a typical NLP task setting can offer twofold advan-
tages, namely, transferability, as machine learning models are
trained in a controlled setting, deployment in real time
should also ensure that the model has truly learned to detect
underlying phenomenon, and secondly, it can help determin-
ing the contextual factors that affect the decision. The terms
interpretability and explainability —are often used
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interchangeably as both play a complementary role in under-
standing predictive models [11]. The term interpretability
tells us what is going on in the algorithm, i.e,, it enables us
to predict what will happen if there are some changes in the
parameters or input, and explainability tells the extent to
which the internal working of any machine learning or deep
learning model can be explained in human terms. Character-
istically, interpretable machine learning systems provide
explanations for their outputs. According to Miller [12],
interpretability is defined as the capability to understand
the decision and means that the cause and effect can be deter-
mined. Interpretable machine learning (ML) describes the
process of revealing causes of predictions and explaining a
derived decision in a way that is understandable to humans.
The ability to understand the causes that lead to a certain pre-
diction enables data scientists to ensure that the model is
consistent with the domain knowledge of an expert. Further-
more, interpretability is critical to obtain trust in a model and
to be able to tackle problems like unfair biases or discrimina-
tion. One way to apply interpretable ML is by using models
that are intrinsically interpretable and known to be easy for
humans to understand such as linear/logistic regression,
decision trees, and K-nearest neighbors [13]. Alternatively,
we can train a black-box model and apply post hoc interpret-
ability techniques [14] (Figure 3) to provide explanations.

In this paper, we use two post hoc model agnostic
explainability techniques called Local Interpretable Model-
agnostic Explanations (LIME) [15, 16] and Shapley Additive
exPlanations (SHAP) [17, 18] to analyze the models on the
dataset by checking the evaluation metrics and select the
model where explanation can be separated from the models.
The intent is to evaluate the black-box model much easily on
how each word plays an important role in the prediction of
the sarcastic dialogues by the speaker using the sequential
nature of a scene in the TV series. Thus, the key contributions
of this research are as follows:

Global Local

Rule sets
(Tree structure)

Model internals; Intrinsic

Model-specific .
P feature importance

Partial dependence
plots;
Feature importance;
Global surrogate
models

Individual conditional
expectation;
Local surrogate
models

Model-agnostic

FIGURE 3: Post hoc interpretability techniques.

(i) Using sequence of utterances to detect sarcasm in
real-time dialogues

(ii) Using post hoc model-agnostic local surrogate
machine learning interpretability methods to com-
prehend which words within a dialogue are the most
important for predicting sarcasm

The scope of the research can be extended to real-time
Al-driven sentiment analysis for improving customer experi-
ence where these explanations would help the service desk to
detect sarcasm and word importance while predicting senti-
ment. The organization of the paper is as follows: the next
section briefs about the taxonomy of machine learning inter-
pretability methods followed by related work within the
domain of sarcasm detection specifically in conversational
data in Section 3. Section 4 discusses the key techniques used
in this research followed by the results and conclusion in Sec-
tion 5 and Section 6, respectively.

2. Taxonomy of Machine
Interpretability Methods

Artificial intelligence (AI) is gradually participating in
day-to-day experiences. Its entrusted adoption and
encouraging acceptance in various real-time domains are
highly contingent upon the transparency, interpretability,
and explainability of models built. Particularly in
customer-centric environments, trust and fairness can
help customers achieve better outcomes. Introduced in
the early 1980s, XAI is a framework and tool which helps
humans to understand the model behaviour and enables
building robust models with better decision-making capa-
bilities. It is used for understanding the logic behind the
predictions made by the model and justifies its results
to the user.

A trade-off between the model interpretability and pre-
dictive power is commonly observed as shown in Figure 4.
As the model gets more advanced, it becomes harder to
explain how it works. High interpretability models include
traditional regression algorithms (linear models, for exam-
ple), decision trees, and rule-based learning. Basically, these
are approximate monotonic linear functions. On the other
hand, low interpretability models include ensemble methods
and deep learning where the black-box feature extraction
offers poor explainability.



Deep neural models
® - o Ensemble models (XGBoost; Random forest)
"@.. Kernel-based models (SVM)

-

L

2 . .

g .Sraphlcal models (Clustering)
4 . K-nearest neighbors

5 (. Decision tree

o B

~

Q Regression models

e = @ Classification rules

Model interpretability

FIGURE 4: Predictive power vs. interpretability trade-off.

Machine interpretability methods are often categorized
along three main criteria [19, 20]. The first discriminates
based on the coverage of explanation as local or global
for explanation for at instance-level (individual predic-
tions) or model-level (entire model), respectively. Global
interpretability methods explain the entire ML model at
once from input to prediction, for example, decision trees
and linear regression. Local interpretability methods
explain how predictions change for when input changes
and are applicable for a single prediction or a group of
predictions. The second criteria differentiate between the
explanations based on the interpretable design capabilities
as intrinsically interpretable models and post hoc models
(Figure 5). Intrinsically interpretable models are models
that are interpretable by design, and no postprocessing
steps are needed to achieve interpretability. These are
self-explaining, and explainability is often achieved as a
by-product of model training. On the other hand, in post
hoc methods, explainability is often achieved after the
model is trained and it requires postprocessing using
external methods to achieve interpretability.

The third criterion to categorize interpretability
methods is the applicability limitation to specific models
or any ML model. Based on these criteria, the methods
are divided into model-specific and model-agnostic
methods. Model-specific techniques can be used for a spe-
cific architecture and require training the model using a
dataset. Intrinsic methods are by definition model-
specific. On the contrary, model-agnostic methods can be
used across many black-box models without considering
their inner processing or internal representations and do
not require training the model. Post hoc methods are usu-
ally model-agnostic.

Post hoc interpretability methods consider interpretabil-
ity of predictions made by black-box models after they have
been built. These can further be categorized into four catego-
ries as surrogate models, feature contribution, visualisations,
and case-based methods [19, 21]. Figure 6 shows the key
model-agnostic methods available in literature [14].

In this work, we use two popular Python libraries, SHAP
and LIME, to interpret the output and leverage model
explanations.

Wireless Communications and Mobile Computing

3. Related Work

There is notable literary evidence apropos the versatile use of
machine learning and deep learning algorithms for auto-
mated sarcasm detection. In the past, rule-based algorithms
were employed initially to detect sarcasm [22]. Later,
many researchers [23-29] used ML algorithms to detect
sarcasm in textual content. Naive Bayes and fuzzy cluster-
ing models were employed by Mukherjee et al. [30] for
sarcasm detection in microblogs. The researchers con-
cluded that Naive Bayes models are more effective and
relevant than the fuzzy clustering models. Prasad et al.
[31] analyzed and compared various ML and DL algo-
rithms to conclude that gradient boost outperforms the
other models in terms of accuracy. In 2018, Ren et al.
[32] employed contextual information for sarcasm detec-
tion on Twitter dataset by utilizing two different
context-augmented neural models. They demonstrated
that the proposed model performs better than the other
SOTA models. In 2019, Kumar and Garg [33] compared
various ML techniques like SVM, DT, LR, RF, KNN,
and NN for sarcasm detection on Twitter and Reddit
datasets. A hybrid deep learning model of soft attention-
based bi-LSTM and convolution neural network with
GloVe for word embeddings was proposed by Kumar
et al. [34]. The results demonstrated that the proposed
hybrid outperforms CNN, LSTM, and bi-LSTM. Kumar
and Garg [4] reported a study on context-based sarcasm
detection on Twitter and Reddit datasets using a variety
of ML techniques trained using tf-idf and DL techniques
using GloVe embedding.

Recent studies have also been reported on multimodal
sarcasm detection. In 2019, Cai et al. [35] used bi-LSTM
for detection of sarcasm in multimodal Twitter data. In
the same year, Kumar and Garg [6] employed various
supervised ML techniques to study context in sarcasm
detection in typographic memes and demonstrated that
multilayer perceptron is best among all the models. In
2020, a study by Kumar et al. [36] built a feature-rich sup-
port vector machine and proposed a multihead attention-
based bi-LSTM model for sarcasm detection in Reddit
comments. Few studies on sarcasm detection in online
multilingual content have also been reported. In 2020, Jain
et al. [2] had put forward a hybrid of bi-LSTM with soft-
max attention and CNN for sarcasm detection in multilin-
gual tweets. In 2021, Farha et al. [37] compared many
transformer-based language models like BERT and GPA
on Arabic data for sarcasm detection. Faraj et al. [38] pro-
posed a model based on ensemble techniques with an Ara-
BERT pretrained model for sarcasm detection in Arabic
text with an accuracy of 78%.

Sarcasm detection in conversations and dialogues has
created a great interest with NLP researchers. Ghosh et al.
[39] used conditional LSTM and LSTM with sentence-level
attention to understand the role of context in social media
discussions. Hazarika et al. [40] proposed a CASCADE (a
ContextuAl SarCasm DEtector) model which extracted con-
textual information from online social media discussions on
Reddit to detect sarcasm by taking into consideration
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stylometric and personality features of the users and trained a
CNN for content-based feature extraction. Castro et al. [5]
proposed the MUStARD dataset which contains audio-
visual data from popular sitcoms and showed how multi-
modal cues enhance the primary sarcasm classification task.
In 2020, Baruah et al. [41] implemented BERT, bi-LSTM,
and SVM classifiers for sarcasm detection utilizing the con-
text of conversations. Jena et al. [42] performed the task of
sarcasm detection in conversations using a C-Net model
which comprised BERT models. Recently, Zhang et al. [43]
proposed a model based on quantum theory and fuzzy logic
to detect sarcasm in conversations in MUStARD and Reddit
datasets.

The use of explainable AI for interpretability of the
underlying ML techniques for sarcasm detection has been
studied by few researchers. In 2018, researchers Tay
et al. [44] improved the interpretability of the algorithms
by employing multidimensional intra-attention mecha-
nisms in their proposed attention-based neural model.
The proposed model was validated on various benchmark
datasets of Twitter and Reddit and compared with other
baseline models. Akula et al. [45] focused on detecting sar-
casm in texts from online discussion forums of Twitter,
dialogues, and Reddit datasets by employing BERT for
multihead self-attention and gated recurrent units, to

develop an interpretable DL model as self-attention is
inherently interpretable.

4. XAI for Sarcasm Detection in
Dialogue Dataset

Black-box ML models have observable input-output relation-
ships but lack transparency around inner workings. This is
typical of deep-learning and boosted/random forest models
which model very complex problems with high nonlinearity
and interactions between inputs. It is important to decom-
pose the model into interpretable components and simplify
the model’s decision making for humans. In this research,
we use XAI to provide insights into the decision points and
feature importance used to make a prediction about sarcastic
disposition of conversations. The architectural flow of the
research undertaken in this paper is shown in Figure 7.

The MUStARD dataset used for this research consists of
690 dialogues by the speakers from four famous television
shows. It is publicly available and manually annotated for
sarcasm. The dataset consists of details about the speaker,
utterance, context, context speakers, and sarcasm. For exam-
ple, the dataset entry for a conversational scene as given in
Figure 8 from Friends, season 2, episode 20, is shown in
Table 1.

It is noted that most of the dialogues in this dataset are
from two most popular shows, namely, the Big Bang Theory
and Friends. The data is balanced with an equal number of
sarcastic and nonsarcastic dialogues. Figure 9 shows the data-
set distribution for the respective TV shows.

The following subsections discuss the details.

4.1. Supervised Machine Learning for Sarcasm Detection in
Dialogues. The data was cleaned as the dialogues obtained
had some errors in spelling, emoticons, and unnecessary
brackets and names of the subtitle providers; any column
which had any missing values or wrong data was removed
from the dataset. The evaluation of an utterance relies
strongly on its context. The contextual interaction between
associated chronological dialogues is based on conversational
common ground and thereby raising it to prominence in the
current context as shown in Figure 10.

Therefore, we use the punch-line utterance, its accompa-
nied context, and the sarcastic/nonsarcastic label to train our
model. tf-idf vectorization [46] is done to transform the tex-
tual features into representation of numbers. The data is
trained using an ensemble learning approach, eXtreme Gra-
dient Boosting (XGBoost). As a popular implementation of
gradient tree boosting, XGBoost provides superior classifica-
tion performance in many ML challenges. In gradient
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FIGURE 8: Friends, season 2, episode 20.

boosting, a shallow and weak tree is first trained and then the
next tree is trained based on the errors of the first tree. The
process continues with a new tree being sequentially added
to the ensemble, and the new successive tree improves on
the errors of the ensemble of preceding trees. The key advan-
tages of using XGBoost are that it is highly flexible, leverages
the power of parallel processing, supports regularization,
handles missing values, allows tree pruning, and has built-
in cross-validation and high computational speed. On the flip
side, explaining the XGBoost predictions seems hard and
powerful tools are required for confidently interpreting tree
models such as XGBoost. Subsequently, we discuss the two

model-agnostic methods selected for seeking explanations
that justify and rationalize the black-box model of XGBoost
for sarcasm detection in dialogues.

4.2. Post Hoc Explainability Models for Sarcasm Detection in
Dialogues. Post hoc interpretability approaches propose to
generate explanations for the output of a trained classifier
in a step distinct from the prediction step. These approximate
the behaviour of a black box by extracting relationships
between feature values and the predictions. Two widely
accepted categories of post hoc approaches are surrogate
models and counterfactual explanations [14]. Surrogate
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TaBLE 1: Dataset entry for the given conversational scene from Friends.

An utterance is a unit of speech bound by breaths or pauses. The

Utterance dialogues are spoken by the speaker with respect to the context in the But younger than some buildings!
scene.
Speaker The character of the series who is giving the dialogue delivery. Chandler

Context  The side characters to whom the dialogue is being uttered by the main

Chandle
speakers character of that scene. andier

I know Richard’s really nice and everything, it’s just that
The reason or the scene on the series which led to the dialogue ~ we do not know him really well you know, plus he is old

Context utterance by the speaker. (Monica glares)
-er than some people.
Show Name of the show Friends

This is the feature in the data to show whether the dialogue utterance
Sarcasm by the speaker is sarcastic or nonsarcastic utterance is given as true True
and nonsarcastic comment is given as false in the dataset.

Golden girls, Sarcasmobholics,
5.8% 2%

Big bang theory, Friends, 51.6%

40.6%

FiGure 9: Dataset distribution for TV shows.
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FiGure 10: Utterance and associated context from a scene in The Golden Girls.

model approaches are aimed at fitting a surrogate model to ~ simpler version of the original classifier. Global surrogates
imitate the behaviour of the classifier while facilitating the ~ are aimed at replicating the behaviour of the classifier in its
extraction of explanations. Often, the surrogate model is a  entirety. On the other hand, local surrogate models are
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TaBLE 2: Performance results using utterance + context.

Learning models ~ Accuracy  Precision  Recall ~ F-1 score
XGBoost 0.931 0.965 0.887 0.924
Random forest 0.586 0.402 0.637 0.492
SVM [5] — 0.579 0.545 0.541

TaBLE 3: Performance results using only utterance.

Learning models ~ Accuracy  Precision  Recall ~ F-1 score
XGBoost 0.879 0.852 0.918 0.883
Random forest 0.547 0.369 0.579 0.405
SVM [5] — 0.609 0.596 0.598

trained to focus on a specific part of the rationale of the
trained classifier. In this research, we use two different post
hoc local surrogate explainability methods, namely, Local
Interpretable Model-agnostic Explanations (LIME) and
Shapley Additive exPlanations (SHAP). The methods funda-
mentally differ in terms of the interpretability technique used
to explain the working of the black-box model. Typically,
LIME creates a new dataset or text from the original text by
randomly removing words from the original test and gives
the probability to each word to eventually predict based on
the calculated probability. SHAP, on the other hand, does
not create a separate dataset but uses Shapley values to
explain the prediction of any input by computing the contri-
bution of each feature for prediction.

4.2.1. LIME. LIME is available as an open-source Python
package. It is a local surrogate approach that specifies the
importance of each feature to an individual prediction. LIME
does not work on the training data; in fact, it gives the predic-
tion by testing it with variations of the data. It trains a linear
model to approximate the local decision boundary for that
instance, which then generates a new dataset consisting of
all the permutation samples along with their corresponding
predictions. New data is created by randomly removing
words from the original data. The dataset is represented with
binary features for each word. A feature is set to 1 if the cor-
responding word is included and 0 if it is not included. The
new dataset of the LIME then trains the interpretable model,
i.e., the RF model which is then weighted by the proximity of
the sampled instances to the instance of interest. The learned
model should be able to give the general idea of the machine
learning model prediction locally, but it may not be a good

global approximation. The generic steps of LIME include
sampling of instances followed by training the surrogate
model using these instances to finally generate the final
explanation given to the user through a visual interface pro-
vided with the package. Mathematically, LIME explanations
are determined using

explanation(x) = argarg min g€ GL(f, g, m,) +Q2,. (1)

According to the mathematical formula, the explanation
model for instance x is the ML model (random forest, in
our case) which then minimises the loss L, such as mean
square error (MSE). This L measures the closeness of the
explanation to the prediction of the original model f, while
keeping the model complexity Q (g) low. G is the pool of
possible explanation, and 7, is the proximity measure of
how large the neighborhood is around the instance x. LIME
optimizes only the loss part of the data.

The idea for training the LIME model is simple:

(i) Select the instance which the user wants to have
explanation of the black-box prediction

(ii) Add a small noisy shift to the dataset and get the
black-box prediction of these new points

(iii) Weight the new point samples according to the
proximity of the instance x

(iv) Weighted, interpretable models are trained on the
dataset with the variations

(v) With the interpretable local model, the prediction is
explained

4.2.2. SHAP. SHAP is aimed at explaining individual expla-
nations based on the cooperative game theory Shapley values.
Shapley values are used for the prediction to be explained by
the assumption of each feature value of the instance as a
“player.” These values tell the user how fairly the distribution
is among the “players” in game. The Shapley value is the
average marginal contribution of a feature value across all
possible coalitions. The reason to choose SHAP as our sec-
ond explainable model was because SHAP computes the con-
tribution of each feature of the prediction. These features act
as “players” which will then be used to see if the payoft of the
distribution is fair or not. It needs to satisfy the local accu-
racy, missingness, and consistency properties making predic-
tions [17].
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Utterance +context

Only utterance

Predicted 0 Predicted 1 Predicted 0 Predicted 1
Actual 0 TN =309 FP =36 Actual 0 TN =290 FP =28
Actual 1 FN=11 TP =334 Actual 1 FN =55 TP =317

FiGure 12: Confusion matrix of XGBoost on MUStARD dataset.

SHAP explains the output of the black-box model by
showing the working of the model to explain the prediction
of an instance computing each feature’s contribution to the
prediction. As given in (2), mathematically, SHAP specifies
explanation of each prediction as it gives out the local accu-
racy of the represented features

M
g(z')=20+ 297 2)

where g is the explanation model and z' ¢ {0, 1} is the coa-
lition vector in the dataset. M denotes the maximum size of
the coalition in SHAP where entry 1 represents that the fea-
ture is present and 0 represents that the feature is absent.

SHAP basically follows three properties for the result,
and those properties are as follows:

(i) Local Accuracy. Local accuracy means that the expla-
nation model should match the original model as
given in

f)=g(x") =4+ igbjx’j (3)

(if) Missingness. Missing feature gets the attribution
score of 0 where 0 represents the absence of the
feature. It means that the simplified input feature
and the original input feature should be the same
so that it does not have any impact. It is given as
shown in

x.=0=¢.=0 (4)

(iii) Consistency. Consistency means that the values
increase or remain the same according to the mar-
ginal contribution of the feature values of the model.
It is given by

A(Z)-1(7)20() -£.(5)  ©

In the paper, the features which are used for the target
prediction and the SHAP value for the contribution of that

feature are the difference between the actual prediction and
the mean prediction. SHAP provides both local and global
interpretability by calculating SHAP values on the local level
for feature importance and then providing a global feature
importance by summing the absolute SHAP values for each
of the individual predictions. The SHAP model architecture
is shown in Figure 11.

We use KernelSHAP (https://docs.seldon.io/projects/
alibi/en/stable/methods/KernelSHAP.html) in this work for
the estimation of the instance x of each feature contribution.
KernelSHAP uses weighted local linear regression to estimate
the Shapley values for any model.

5. Results and Discussion

We implemented the model using scikit-learn, a framework
in Python. The classification performance of XGBoost was
evaluated using accuracy, F1 score, precision, and recall as
metrics. The training:test split was 70:30. The model is
trained with default parameters using the Python XGBoost
package. The performance of XGBoost was compared with
another ensemble learning method—random forest and
superior results were observed using XGBoost. Also, the pri-
mary goal of this research was to investigate the role and
importance of context we trained and tested the model with
and without context. A comparison with the existing work
[5] that uses support vector machines (SVM) as the primary
baseline for sarcasm classification in speaker-independent
textual modality is also done. The results obtained using the
punch-line utterance and its associated context are shown
in Table 2 whereas the results obtained using only the
punch-line utterance that is without using context as a fea-
ture are shown in Table 3.

It is evident from the results that sarcastic intent of the
thread is more efficiently captured using context, improving
the accuracy by nearly 5%. The confusion matrix for the
XGBoost classifier with and without context is shown in
Figure 12. To compute the confusion matrices, we take a
count of four values as follows:

(i) True Positives (TP): number of sarcastic utterance
correctly identified

(ii) False Positives (FP): number of nonsarcastic utter-
ance that was incorrectly identified as sarcastic
utterance


https://docs.seldon.io/projects/alibi/en/stable/methods/KernelSHAP.html
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(iii) False Negatives (FN): number of sarcastic utterance
that was incorrectly identified as nonsarcastic
utterance

(iv) True Negatives (TN): number of nonsarcastic utter-
ance correctly identified

The objective was not only to produce higher results but
also to produce a better analysis. Therefore, after the evalua-
tion of the learning algorithm, explainable models of LIME
and SHAP were used for prediction interpretability. LIME
text classifier and LIME text explainer were used to obtain
the explanation model for LIME. The class names were set
to true and false according to the label, for the LIME text
explainer with random state of 42. For SHAP, it was trained
and tested on the training and testing vectors generated by tf-
idf vectors with 200 background samples to generate the
force plot and summary plot of the XGBoost using utterance
and context as features.

The explanation model for LIME and SHAP shows which
words in the dialogues of the characters influence the model

High
know
Yeah
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Well
you
Okay
just
all
right
of

now

Feature value

Low

r T T T T
-0.6 -0.4 -0.2 0.0 0.2
Shap value (impact on model output)

FIGURe 15: SHAP summary plot.

to label the utterance as sarcastic or not. The explainability
scores from each of the methods are generated for every fea-
ture in the dataset. Evidently, for an utterance with sarcasm,
certain words receive more importance than others.
Figure 13 shows the LIME visualisation, where it can be
observed that only some parts of the dialogue (taken arbi-
trarily) are being used to determine the probability of the sar-
casm of the utterance by the speaker. As we randomly select
an utterance in the test set, it happens to be an utterance that
is labelled as nonsarcastic, and our model predicts it as
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nonsarcastic as well. Using this utterance, we generate
explanations.

Noticeably, for this conversation, word “Yeah” has the
highest negative score for class sarcasm and our model pre-
dicts this conversation should be labelled as nonsarcastic
with the probability of 86%.

Figure 14 shows how the weights are trained, and the
weights of each word given in the utterance are used to deter-
mine the sarcasm of the utterance by the speaker.

The same goes for the visualisation of the SHAP model as
given in Figure 15, which helps the user understand how the
model is making the decision for detecting sarcasm in dia-
logues. It is using each and every word as a “player” and giv-
ing the coalition of whether the model can equally pay off or
not. This is a very helpful view that shows at a global level in
which direction each feature contributes as compared to the
average model prediction. The y-axis in the right side indi-
cates the respective feature value being low vs. high. Each
dot represents 1 instance in the data, and the cluster of dots
indicates there are many instances in the data with that par-
ticular SHAP value.

Thus, the SHAP summary plot combines the feature
effect with the importance of the feature. In the SHAP sum-
mary plot, each point is the Shapley value for a feature and
an instance. The y-axis and x-axis in the summary plot show
the feature and the Shapley values, respectively. The colors in
the summary plot indicate the impact of the feature from
high to low, and the overlapping points in the plot show
the distribution of the Shapley values per feature.

Another way to understand the explainability of the
utterance using SHAP can be done using the force plot of
the data. A force plot helps visualising Shapley values for
the features. Feature values in pink cause to increase the pre-
diction. The size of the bar shows the magnitude of the fea-
ture’s effect. Feature values in blue cause to decrease the
prediction. Sum of all feature SHAP values explains why
model prediction was different from the baseline. Figure 16
gives the multiprediction force plot used in the given instance
with utterance and context for the analysis of the prediction
path. Again, the word “Yeah” has higher feature importance.

The results support the hypothesis that how each word in
the utterance with respect to the context of the dialogues is
important for sarcasm detection.

6. Conclusion

With the accelerated use of sentiment technologies in online
data streams, companies have integrated it as an enterprise

solution for social listening. Sarcasm is one of the key NLP
challenges to sentiment analysis accuracy. Context incongru-
ity can be used to detect sarcasm in conversational threads
and dialogues where the chronological statements formulate
the context of the target utterance. We used an ensemble
learning method to detect sarcasm in benchmark sitcom
dialogue dataset. Results clearly establish the influence of
using context with the punch-line utterance as features to
train XGBoost. Further, the predictions given by the
black-box XGBoost are explained using LIME and SHAP
for local interpretations. These post hoc interpretability
methods demonstrate that how few words unambiguously
contribute to the decision and word importance is the key
to accurate prediction of the sarcastic dialogues. As a future
work, we would like to evaluate other XAI methods such as
PDP for the detection of sarcasm. Also, temporal context
and span analysis for context incongruity are another
promising line of work. Gauging other rhetorical literary
devices in online data streams is also an open domain of
research. Auditory cues such as tone of the speaker and other
acoustic markers such as voice pitch, frequency, empathetic
stress and pauses, and visual cues for facial expressions that
can assist sarcasm detection in audio-visual modalities need
further investigation.
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With the growing emergence of the Internet connectivity in this era of Gen Z, several IoT solutions have come into existence for
exchanging large scale of data securely, backed up by their own unique cloud service providers (CSPs). It has, therefore,
generated the need for customers to decide the 10T cloud platform to suit their vivid and volatile demands in terms of attributes
like security and privacy of data, performance efficiency, cost optimization, and other individualistic properties as per unique
user. In spite of the existence of many software solutions for this decision-making problem, they have been proved to be
inadequate considering the distinct attributes unique to individual user. This paper proposes a framework to represent the
selection of IoT cloud platform as a MCDM problem, thereby providing a solution of optimal efficacy with a particular focus in
user-specific priorities to create a unique solution for volatile user demands and agile market trends and needs using optimized
distance-based approach (DBA) aided by Fuzzy Set Theory.

1. Introduction

One of the greatest inventions of Gen Z, Internet has rapidly
emerged over the last two decades, connecting people and orga-
nizations together into one giant family. This connectivity has
generated the urgency of Internet of Things (IoT) [1], which
involves sensors, software devices, and other technologies, for
the purpose of maintaining the security and privacy of humon-
gous data transmission among other devices and systems [2].
For this sole purpose, several distinct IoT platforms have come
into existence with their own unique cloud service providers
(CSP) at the backend. But, like every coin has two sides, i.e., it
has also led to a problematic situation when it comes to the
selection of ideal CSP for a selected set of attributes that purview
a finite set of requirements, to assist the process of decision-
making where one has to deliberate multiple attributes, possible
scenarios, market trends, and user biases [3].

According to the best of research and knowledge and
observation, no compatible and comprehensive study and

solutions been done for this integrated set of requirements
in the field of cloud service provider selection (CSPS). How-
ever, there exist a lot of work that includes some of our set of
factors quality which elaborately and accurately formulates
algorithm for some quality factors and some for the technical
aspects [4, 5]. Divergent from the preexisting schemes, thus,
providing a flexible, realistic, and compatible methodology
towards cloud service selection (CSS) considering all the pos-
sible factors under the sun required for an ideal cloud service.

1.1. Significance of the Research. In spite of the existence of
many software solutions for this decision-making problem,
they have been proved to be inadequate considering the dis-
tinct attributes unique to individual user.

1.1.1. Research Gaps in the IoT-Based Cloud Service Providers.
The requirement of decision-making among the various
cloud service providers amalgamated with IoT applications
has led to the emergence of several software solutions in
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recent years. However, multiple demerits can be observed in
the performance and efficiency of these platforms [6]. The
current short comings present in the IoT-based cloud service
provider solutions involve numerous dimensions including
the inefficiency of the platforms to extend for supporting the
heterogeneous sensing technologies. Other demerits include
the proprietorship of data, providing insinuations of privacy
and security [7]. The processing and sharing of information
can also be counted as another gap especially in scenarios where
it is essential to support novel services. The absence of assistance
provided by application developers is another shortcoming
faced by several IoT cloud platforms [4]. Furthermore, most
of these IoT platforms do not possess the property of expansion
for the addition of new components to withstand the emergence
of new technologies and provide economies of scale. Lastly, the
delivery of the purchased software to the respective connected
devices is also not supported by a majority of the marketplaces
dedicated for IoT applications.

Multicriteria Decision-Making (MCDM) techniques pro-
vide a scientific and easy solution. MCDM deals with organiz-
ing variegated attributes which come under the purview of
decision-making. It specializes in handling issues where the
proximity of attributes is close, and human cognitive abilities
are not able to take the logical decisions. It does so by perform-
ing bargains or trade-offs by replacing one criterion by equiv-
alent another. This paper presents an integrated set of factors
that contribute the solution to the problematic issue of the
selection of an optimal IoT cloud platform.

In a nutshell, the qualities mentioned below make the
proposed methodology novel when compared to state-of-
the-art techniques:

(1) Identification and categorization of selection attri-
butes (SA): after thorough and detailed studying of
more than fifty research papers, few factors, i.e., selec-
tion attributes (SA) were filtered out. About 90 fac-
tors were carefully studied, and explicitly observed
and relevant factors were mined out by removing
redundant elements and those which were similar
to each other. Finally, these factors were then catego-
rized into broad three categories after extensive rea-
soning and filtration, namely,

(i) Quality factors
(ii) Technical factors

(iii) Economic factors

(2) Prioritization of identified selection factors (SA): the
identified selection attributes (SA) are then priori-
tized according to Fuzzy Set Theory. Here, prioritiza-
tion is done on this basis of calculated priority
weights of each selection attribute individually

(3) Development of a hybrid decision-making frame-
work: once the selection attributes are successfully
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selected and filtered out and then weighed, respec-
tively, then the hybrid decision-making framework
is developed using mainly two methodologies:

(i) Fuzzy Set Theory
(if) Matrix Multicriteria Decision-Making Method

2. Literature Review

This section of the research is concerned with the existing
studies in the field of selecting optimal cloud computing ser-
vice provider for IoT-based applications, where the problem
of service selection has been represented as an MCDM prob-
lem. To search the relevant data, the keywords like Cloud
Computing for IoT, Cloud Platforms for IoT Services, IoT
based Cloud Service Selection, IoT Service Selection Attri-
butes, and Cloud Service Selection for IoT were used. As a
result of this research, a total of 104 research papers from var-
ious highly reputed journals and conferences were analyzed
in detail. Now, these papers were screened by examining their
primary focus, whether it is related to the cloud service selec-
tion or not. Then, in the second screening, the approaches
used and the case studies mentioned along with the selection
attributes (SA) which were mentioned in these research
papers were deliberate to make a comparative study of the
same. The comprehensive tabular literature survey is shown
in Table 1.

This paper presents and develops a hybrid decision-
making framework using two methodologies, namely, Fuzzy
Set Theory and Matrix Multicriteria Decision-Making
(MMCDM) where identification and categorization of 14
selection attribute are prepared into three categories, namely,
quality factors, technical factors, and economic factors. After
removing redundant features and filtering unnecessary infor-
mation, thereby making this framework relatively less vul-
nerable to prerequisites and limitations as compared to
available frameworks and techniques in cloud computing
service selection.

3. Methodology

3.1. Security and Privacy Challenges in Cloud-Based IoT
Platforms. While IoT and its applications are well explored
and secure, the cloud-based IoT platforms are still compara-
tively less explored and nascent in nature [18]. Categorized in
two purviews, static and mobile-based platforms both have
variegated challenges on grounds of security and privacy.
There are multiple security challenges including identity pri-
vacy that deals with protection of details of user of the cloud
devices like his/her personal real-world information. Other
threats include disclosure of the real-time location of user
termed as location privacy [19]. Node compromising attack
is also one of the most enduring threats to user’s privacy as
it includes planned attacked to gain access to user’s private
information [20]. Removal or addition of transmission mul-
tiple layers is a very mundane breach performed by various
IoT users; it involves manipulating the concept of reward
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TaBLE 1

Citation/name Methodology

Advantages Disadvantages

This study proposes a multistep
approach to evaluate, categorize, and
rate cloud-based IoT platforms via
implementing Multicriteria Decision-
Making (MCDM), probabilistic
linguistic term sets (PLTSs), and finally,
a probabilistic linguistic best-worst
(PLBW) is used to score all platforms

The data used in the case study is
limited which explains the flow of the
method but falls back to prove its
cogency. Moreover, inclusion of latest
hybrid techniques in the domain for
comparative analysis could further edify
the study’s significance.

Though the proposed method seems
complex but a real-time
implementation via case study provides
cogent proof of its efficiency. It also
outperforms individual scoring,
classification, and evaluating methods.

Cloud service provider selection
approach is proposed via application of
Multicriteria Decision-Making
(MCDM), analytical hierarchical
process (AHP), technique for order of
preference by similarity to ideal solution
(TOPSIS), and the best-worst method
(BWM). Case study is presented to
support the same.

The study successfully identifies and
provides solutions the drawbacks of
classical multicriteria decision-making
(MCDM) approaches in terms of
accuracy, time required, and complexity
of computation. AHP is outperformed
by proposed approach.

The use case scenario presented used
stimulated scenarios and data that raises
question against the cogency of the
proposed study.

Additive manufacturing based cloud-
based service providing framework is
proposed to include both hard and soft

This study understands and provides

. . The study only provides a framework
solution to the real-time consumer or yonlyp

along with it merit without any details

[10] services for the ease of customer use. customer problems. Its feature - . .
. . 1 of implementing or developing the
These include data-based testing, providing framework proves to be easy, Lo
. o . . framework for real world application.
design, 3D printing, remote control of feasible, and effective.
printers, and face recognition using Al
The study is aimed at identifying
various determinants that cause
deprecation of various ministry of . . A comparative analysis with other
oeb VArious ministry o This study evaluates real-time data from mparative anatysis with |
micro, small, and medium enterprises . policy-making insight provider
. . a . 500 MSMEs that proves its cogency. . oL
in India, contributing a huge impact on . ST algorithms along with impact of
[11] . . Moreover, it provides insight that can . .
Indian economy. Data is collated from be directly deliberated by policy makers implementing the recommended
500 Indian MSMEs. Multiple criteria v <@ by poucy changes would create more clarity and
. . to create maximum impact.
include social influence, Internet of value for the research.
Things, perceived ease of use, trust, and
perceived IT security risk among others.
A comparative analysis is performed to
obtain the best cloud-based IoT
plﬁatfc?rm for any bus.iness or The hierarchal method of requirement The. cl.oud-basefi IoT platforms are
organization by deliberating multiple e . limited creating false sense of
o . . classification provides edge to the . .
criteria, functional and nonfunctional . o performance in terms of evaluating
. . method and various statistical tests
[12] requirements among five giants, . - more than 5 platforms. Moreover,
> implemented on the results obtained . e
namely, Azure, AWS, SaS, ThingWorx, . requirement classification into
. . creates increased sense of cogency or . . .
and Kaa IoT by application various L hierarchy is very time and effort
. . . . . significance to the study. . .
techniques like analytical hierarchical intensive.
process (AHP), K-means clustering,
and statistical tests.
IoT applications built via cloud-based _— .
O appiIcations bUltt Via clouc-base The objective of the study is very The scope of study is limited to
platforms are assayed for any kind of . L
. . . relevant to the need of the hour, theoretical analysis without any real
security challenge or data inconsistency - . . .
[13] providing valid and much needed data implementation or case study to

issues that arise due to third party
auditors, phishing attacks. It also
provides strategies to prevent the same.

information. It also provides
recommendations handle the same.

prove the cogency of the points
mentioned in the paper.
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TasLE 1: Continued.
Citation/name Methodology Advantages Disadvantages
This study poses to create a need for The acltrlr;r(;i:h(iesltiESZaZi;ry :;geirit and
authorization in cloud-enabled IoT ’ J The framework proposed for control-
systems by assaying various securi developments of cloud-based ToT based authorization lacks any sense of
[14] Y Y assaying &l applications. The case studies presented Y

threats that such a set up encounters via
two case studies in order. Proposing
control-based authorization system

aid to the cause of study while
contributing to the significance of the
proposed framework.

implementation or efforts towards
prototype development.

An attack distribution detector is
proposed to prevent malfunctioning of
trust bounders in IoT-based
applications, leading to severe data
[15] theft. A downsampler-encoder-based
cooperative data generator is proposed
to discriminate noisy data that may lead
of data theft that malfunction trust
boundaries.

The continuous updating and
verification of the model provides it
optimal results and performance to
detection probable data thefts. The

model outperforms primordial machine
learning and deep learning techniques.

Inclusion of latest hybrid techniques in
the domain for comparative analysis
could further edify the study’s
significance.

Various cogent issues with IoT
middleware are brought to attention
while proposing a state of art IoT

The problem addressed by In.IoT
framework is cogent, and its relevance

A comparative analysis with classical
middleware and latest hybrid

[16] middleware that can integrate with ~ has been shown very accurately in the techniques could further edify the
MQTT, CoAP, and HTTP as study. significance of the study.
application-layer protocols.
An intrusion detection technique for The survey of 95 developments in
cloud—base.d IoT appl.1cat1on is 1ntell1gen§e-based intrusion detection Though the study shows optimal
[17] proposed by implementing machine techniques provides the study accuracy, false-positive results stll

learning, to obtain state of art accuracy
and in-depth analysis of source or type
of intrusion.

significant relevance and ground for
comparative analysis with proposed

hamper its cogency.

distribution when transmitting. Malicious IoT users add or
remove the distribution layers to hamper the cycle or amount
of reward distributed [25].

3.2. Distance-Based Approach. Distance-based approach
(DBA) is an effective and efficient MCDM method. Identify-
ing and defining the optimized state of the multiple attributes
that are part of the process is the initial gradation in the pro-
posed method. The optimal state represented by the vector
OP is the set of best values of criteria over a range of alterna-
tives. The best values can be maximum or minimum, defin-
ing the type of criteria.

Reference to Figure 1, as indicated, vector “OP” is the
optimal point in a multidimensional space. It acts as a refer-
ence point to which the other values of all the alternatives are
analyzed to one another quantitatively. In other words, an
arithmetical difference of the current values of alternatives
from their corresponding optimal values is taken, which rep-
resents the ability of the considered alternatives to achieve
the optimal state. The decision-making issue which needs
to be dealt with is searching for a viable solution on basis of
its proximity to the optimal state.

In Figure 1, “H” represents the feasible region and “Alt”
as the alternative. The distance-based technique is aimed at
determining a point in the “H” region and is in closest prox-
imity to the optimal point.

technique.
X1 oP
Optimal point
Feasjble region
0 X2

FIGURE 1: Graphical Representation of DBA Methodology.

To implement the above approach, leti=1,2,3,4... n=
alternatives, and j=1, 2, 3, 4... m = selection attributes. A
matrix is created to represent the entire set of alternatives
along with their respective criteria, which is shown in (1).

d11 dlz dlm
d21 dzz d2m

[d] = (1)
dnl an dnm
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This matrix is known as the decision matrix [d]. Now, we
take the priority weights of these attributes according to the
opinions of various experts and calculate their averages. We
take the sum of these averages and divide the sum by each
of these averages. The result is the creation of another matrix
with only one row and columns equal to the number of attri-
butes. This matrix is known as priority weights matrix [PW]
as shown in (2).

[PW] = [PW;PW,, --- PW,,,|. (2)

Using the following Equations (3), (4) and (5), the deci-
sion matrix is standardized to minimize the impact of differ-
ent units of measurement and to simplify the process.

d= dyj» (3)

g

B
1=

I
—

where E] is the average of each attribute for all alternatives.
Lo REC
§;= [EZI (dij - dj) ] , (4)

where S]- is the standard deviation of each attribute for all
alternatives.

dy=-2 1, (5)

where d;; is the value of each attribute for an alternative and

d'ij is the standardized value of each attribute for an
alternative.
The final matrix is known as the standardized matrix [d']

and is represented as in (6).

d,u dllz dllm
! ! !
{d'} _ 21 22 2m (6)
d,nl d,nZ d/nm

The best value of each attribute is selected over the set of
alternatives. The best values can be maximum or minimum
values, depending on the type of attribute specified. The
matrix formed using this set of values is known as the opti-
mal matrix [O] as shown in (7).

[0] = [04,0y; -+ Oy,,]. (7)

The distance of each of the alternatives from its optimal
state is calculated as the numerical difference between the
values of each of the attributes and their corresponding opti-
mum counterparts. The resulting values form a matrix called

Start

Decision maker’s team formation

Selection attributes identification

Alternative identification

Weights/ratings estimation by DM

No

Approved

Yes

Selection of best values and
formation of optimal matrix

Calculation of distance of each
selection attributes and
formation of distance matrix

Formation of weighted distance matrix

Formation of composite distance matrix

Calculation of rank of the alternatives

Stop

FIGURE 2: Model development of DBA methodology.

the distance matrix [O'] as represented in (8).

- dlrm
d’

Oll_dh Olz_d{z = 0

012_d£2 0

1m

im —

[O’] _ O11 _dél

0, -d,

nl

Each value of this matrix is then squared and multiplied
by their corresponding priority weights, as explained by
Equation (9).
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Selection
attributes
Quality Technological Economic
factors factors factors
(i) Functionality (i) Storage capacity (i) Service
(ii) Reliability (ii) CPU performance induction cost
(iii) Usability (iii) Memory (ii) Maintenance
(iv) Efficiency utilization cost
(v) Maintainability (iv) Platform design (iii) Promotion
(vi) Portability (v) Network speed cost

FiGure 3: Classification of selection attributes.

W,; =0’ xPW,. (9)

The resulting matrix is called the weighted distance
matrix [W] as shown in (10).

W11 W12 Wlm
W21 W22 Wzm

wi=t . | (10)
Wnl Wn2 an

Equation (11) is used to calculate the composite distance,
“CD” between each alternative to the optimal state.

m 1/2
CD, = LZ Wij] : (11)

The one-column matrix formed as a result of this equa-
tion is called the composite distance matrix [CD] as shown
in (12).

CD,,

CDy,
coj=| . (12)

CD

nl

The last step of this method involves calculating the rank
of each alternative by using their composite distance values.
The smallest value gets the 1st rank, the second smallest value
gets the 2nd rank, and so on. This is how the DBA MCDM
approach is used for cloud service provider selection. Below,
Figure 2 represents the model development of the
methodology.

TaBLE 2: TEN scale for priority weights.

Symbols TEN values
Extremely most important (EMI) [1,1,1]
Very most important (VMI) [0.8,0.9,1]
Most important (MI) [0.6, 0.7, 0.8]
Important (I) [0.4, 0.5, 0.6]
Less important (LI) [0.2,0.3,0.4]
Very less important (VLI) [0.0, 0.1, 0.2]
Extremely less important (ELI) [0.0, 0.0. 0.0]

Table of TFN scale for importance of the 14 attributes during cloud service
provider selection.

TasLE 3: TEN scale of performance ratings.

Symbols TEN values
Very high (VH) [1,1,1]
High (H) [0.8,0.9, 1]
Above average (AA) [0.6, 0.7, 0.8]
Average (A) [0.4, 0.5, 0.6]
Below average (BA) [0.2,0.3,0.4]
Low (L) [0.0, 0.1, 0.2]
Very low (VL) [0.0, 0.0. 0.0]

Table of TEN scale for performance ratings of the 9 CSPs over the selection
attributes.

3.3. Estimation-of-Distribution Algorithms. These algorithms
are general metaheuristics applied in optimization to repre-
sent a recent alternative to classical approaches [21]. EDAs
build probabilistic models of promising solutions by repeat-
edly sampling and selecting points from the underlying
search space. EDAs typically work with a population of can-
didate solutions to the problem, starting with the population
generated according to the uniform distribution over all
admissible solutions [22]. Many distinct approaches have
been proposed for the estimation of probability distribution,
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FIGURE 4: (a) Decision matrix is represented by D. (b) Performance rating matrix represented by P.
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FIGURE 6: (a) Optimal matrix represented by O. (b) Distance matrix represented by O'.

such as Independent Variables, Bivariate Dependencies, and
Multiple Dependencies.

4. Implementation, Results, and Discussions

Evaluating various cloud service providers using DBA (dis-
tance-based approach) methodology with Fuzzy Set Theory
to calculate ranks based upon selection attributes is described
by the following steps:

(1) Identification and selection of cloud service providers
(CSP): with the aid of an experienced group of dedi-
cated decision-makers, specialized in the field of
Computer Science and Technology, an analysis of
several cloud service providers was conducted, and
9 most widely used CSPs, namely, (1) Amazon Web
Services(AWS), (2) Digital Ocean, (3) Google Cloud
Platform, (4) Microsoft Azure, (5) RackSpace, (6)
SoftLayer, (7) IBM Smart Cloud Enterprise, (8)
GoGrid, and (9) Google Compute Engine, were fil-
tered out by evaluating them on various conceptual

@

~

3)

and practical criteria based on both quality and
usability, thereby selecting them after immense
brainstorming sessions and collective use of elimina-
tion principle

Identification of selection attributes: three major fac-
tors were identified which were, namely, quality fac-
tors, technical factors, and economic factors. They
were further classified as: quality factors (functional-
ity, reliability, usability, efficiency, maintainability,
and portability), technical factors (storage capacity,
CPU performance, memory utilization, platform
design, and network speed), and economic factors
(service induction cost, maintenance cost, and pro-
motion cost) after the detailed analysis and intensive
study of the cloud service providing industry and its
various prerequisites along with understanding the
market where this industry thrives (Figure 3).

Application of Fuzzy Set Theory: fuzzy logic forms its
basis upon human acumen of decision-making
regarding vague and nebulous information. It grossly
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FIGURE 7: (a) Weighted distance matrix represented by W. (b) Composite distance matrix represented by CD.

TaBLE 4: Rank of cloud service providers.

(4) Determination of weights and performance ratings:

Cloud service providers Composite distances Rank the expert-assigned linguistic terms were first con-
Amazon Web Services 2.079 8 verted into corresponding TFNs using the fuzzy scale
Digital Ocean 1.747 2 and then defuzzied to get crisp score values. The data
Google Cloud Platform 1.844 5 was extracted from the questionnaires and then eval-
Microsoft Azure 1852 7 uated using a combination of the mathematical for-
RackSpace 1807 4 mulas and concepts of aggregation and average

SoftLayer 1.800 3 (5) Creating performance rating matrices: a decision
IBM Smart Cloud Enterprise 1.850 6 matrix of the performance ratings (Figure 4(a)) and a
GoGrid 1.624 1 single-row matrix of the priority weights (Figure 4(b))
Google Compute Engine 5085 9 were created under the supervision of expert guidance

Table for

ranking of various cloud service providers.

distinguishes real-world problems based upon
human comprehensive skills rather than absolute
Boolean logic. In other words, the fuzzy system
implements scales rather than 0/1 for coherent
human understanding where 0 represents absolute
fallacy, 1 represents absolute truth, and the middle
values represent the fuzziness or the fuzzy values. In
this study, we have implemented a triple fuzzy num-
ber scale which uses a triplet set of the form [a, b, ¢]
with a sensory scale (Tables 2 and 3) [28]. A survey
was conducted among a group of 40 selected experts
associated with the technical field. The (Table 2)
questionnaire consisted of 14 pristine questions,
based upon which a priority weights matrix was cre-
ated consisting of the weights or values of the
assorted attributes. While in the second question-
naire (Table 3), the nine already selected CSPs were
appraised on the grounds of the 14 categorized selec-
tion attributes by an adept team of 5 experts. The
extracted data from the questionnaires mentioned
above were converted from a literal scale to TFN
(Triple Fuzzy Number) scale, thereby averaged to a
fuzzy number

using the fuzzy scale and MCDM

(6) Calculating standardized matrix: root mean square of

each selection attributes is carefully evaluated; further-
more, the mean previously determined is subtracted
from each value and simultaneously divided by the cor-
responding root mean square of that particular selec-
tion attribute to get the standardized matrix (Figure 5).

(7) Creating optimal and distance matrix: the optimal

matrix is estimated by targeting the best values of
each selected attribute of the standardized matrix
(Figure 6(a)), i.e., the maximum values for quality
and technical factors and minimum values for eco-
nomic factors. Additionally, the distance matrix is
calculated by finding the distance between each value
of a particular selection attribute with its correspond-
ing best value (Figure 6(b)).

(8) Calculating weighted and composite distance matrix:

by squaring the respective values of the distance
matrix and multiplying them to the corresponding
priority weights, the weighted distance matrix was
obtained (Figure 7(a)). The matrix formed was then
used to evaluate the composite distance matrix by
calculating the square root of the total sum of each
alternative (Figure 7(b)).
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FiGure 8: Calculation of rank.

(9) Ranking of cloud service providers: finally, the alterna-
tives are ranked in decreasing order of their corre-
sponding values in the composite distance matrix.
Therefore, the least rank or rank 1 is most preferable
while the maximum rank, i.e., rank 9, is least prefera-
ble considering the given set of alternatives (Table 4).

The selection of cloud service providers is a problematic
task as many decision-making parameters are taken into con-
sideration like security, cost optimization, availability, reliabil-
ity, and fault tolerance, to name a few. Most of the mentioned
factors are not constant and individualistic wherein every con-
sumer who requires a cloud service provider has an almost
unique set of demands and requisites, each having selected
set of attributes has a different weight than other, i.e., priori-
tized attributes are not rare. Considering the presented sce-
nario, Multicriteria Decision-Making technique has shown
significant efficacy and is implemented in the field widely as
it provides both individualistic and concurrent results.

Table 4 shows the ranking of nine cloud service providers
based on fourteen carefully discerned attributes categorized
in three categories, namely, quality factors (functionality,
reliability, usability, efficiency, maintainability, and portabil-
ity), technical factors (storage capacity, CPU performance,
memory utilization, platform design, and network speed),
and economic factors (service induction cost, maintenance
cost, and promotion cost). The step-by-step gradation proce-
dure described above where priority weights and decision
matrix are extracted from surveys data using a fuzzy scale,
which is then optimized-standardized and refined by priority
weights as extracted from user survey data proves to be a sim-
ple, effective, and reliable method of action for selection of
optimal cloud service provider. Figure 8 shows the graphical
representation of the same.

5. Conclusion and Future Work

Taking into consideration the current extensive use in the
cloud-based IoT services for building computation, storage,
infrastructure, and other needs has led to a greater demand
for an efficient methodology to drive which given cloud service

provider meets one’s unique and individualistic demands for
fulfilling ever-changing solutions in the field of IoT. Given the
scenario of current cloud-based IoT applications with multiple
service providers and vivid requirements, a lot of decision-
making criteria and methodologies already exist, some of which
include TOPSIS that is a useful and straightforward technique
for ranking several possible alternatives according to closeness
to the ideal solution, or AHP, or VIKOR which is based on
the aggregating fuzzy merit that represents the closeness of an
alternative to the ideal solution by compromising between two
or more options to get a unified opinion between multiple cri-
teria, and PROMETHEE compares various measures available
by the technique of outranking.

Despite the preexisting techniques to classify, evaluate, and
rate various IoT-based cloud service providers due to continu-
ously changing set of attributes, challenges user’s privacy and
security, user authentication, location privacy, disparate
demands of customers, and colossus pool of available attributes
ranging from performance, cost optimization to quality, it
becomes very peculiar to get virtually concurrent results for
one’s ever-changing characteristics and agility even after dis-
cerning the given set of methodologies in the available literature.
Therefore, this research meets all the scenarios mentioned
above, demands and unique characteristics by using an opti-
mized matrix methodology aided by distance-based approach
(DBA), some of its salient features are as follows:

(a) Considering a broad set of categories that are further
graded into subattributes, i.e., performance, technical
and economic factors are individually optimized to
get ultimate efficacy

(b) Simple, straightforward, reader-friendly, and easily cap-
tured and understood by anyone concept and
procedure

(c) It is obtained by taking into consideration priorities
among attributes as extracted from a user by sur-
veyed data

Conclusively, in the presented research methodology, a
distance-based approach with an optimized approach to
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consider priorities as set by data extracted from user survey
in a simple, lucid yet compelling procedure to select an ideal
cloud service provider for IoT applications. This study finds
nine alternatives or popular cloud service providers and 14
attributes or deciding criteria.

Privacy and security are the two most emerging chal-
lenges in IoT applications as provided by cloud service pro-
viders due to the nascent nature of the field. Though IoT-
based applications have already been explored from the
aspects of privacy and security, implementing IoT applica-
tions via cloud-based platforms leads to a new set of possible
threats. In future work, this study intends to evaluate varie-
gated cloud-based IoT platforms from the aspects of security
and privacy by analysing the same under the purview of three
criteria. Firstly, the future work will deal with user’s individ-
ualistic threats of privacy and security like location privacy,
breach of personal information, protection of user’s hard-
ware and software devices, and user profile authentication.
Other criteria include privacy and security challenges for a
multilevel organization, namely, secure route establishment,
isolation of malicious nodes, self-stabilization of the security
protocol, and preservation of location privacy. Lastly, this
study would assay multiple case studies of leading cloud-
based IoT platforms’ breach of security and privacy to per-
form a comparative analysis of the same.
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Recently, attention toward autonomous surveillance has been intensified and anomaly detection in crowded scenes is one of those
significant surveillance tasks. Traditional approaches include the extraction of handcrafted features that need the subsequent task of
model learning. They are mostly used to extract low-level spatiotemporal features of videos, neglecting the effect of semantic
information. Recently, deep learning (DL) methods have been emerged in various domains, especially CNN for visual problems,
with the ability to extract high-level information at higher layers of their architectures. On the other side, topic modeling-based
approaches like NMF can extract more semantic representations. Here, we investigate a new hybrid visual embedding method
based on deep features and a topic model for anomaly detection. Features per frame are computed hierarchically through a
pretrained deep model, and in parallel, topic distributions are learned through multilayer nonnegative matrix factorization
entangling information from extracted deep features. Training is accomplished through normal samples. Thereafter, K-means is
applied to find typical normal clusters. At test time, after achieving feature representation through deep model and topic
distribution for test frames, a statistical earth mover distance (EMD) metric is evaluated to measure the difference between
normal cluster centroids and test topic distributions. High difference versus a threshold is detected as an anomaly. Experimental
results on the benchmark Pedl and Ped2 UCSD datasets demonstrate the effectiveness of our proposed method in anomaly

detection.

1. Introduction

Automatic video surveillance has recently attracted the atten-
tion of researchers since a large number of cameras, installed
in surrounding places, may not let human based-surveillance
be error free. Thus, computer vision and machine learning
come to help analyze the output videos for various tasks of
automatic recognition and anomaly detection. Originally,
raw signals are used to extract information through machine
learning techniques [1]. However, the high dimensionality of
video signals captured by high-resolution video cameras
makes traditional methods computationally complex.
Thereby, to combat the issue of curse of dimensionality,
dimensionality reduction techniques have received more
attention. Linear and nonlinear dimensionality reduction
approaches can be applied as task-dependent techniques.
PCA, MDS, LLE, and autoencoder are some to name a few.

Generally speaking, all computer vision-based feature extrac-
tion methods like handcrafted features (SIFT, HOG, etc...)
can also be considered a kind of dimensionality reduction.

New emerging embedding methods, basically introduced
in natural language modeling/processing (NLP), map the
original high-dimensional signals to embed spaces and con-
secutively capture high-level information, which besides the
compression, the semantic relations of signals are also pre-
served [2, 3]. Embedding techniques in NLP are based on
representing each word as a vector in a vector space model.
Preliminary one hot encoding suffers from lack of preserva-
tion of semantic relations, since orthogonally between words
neglects the probable coherence between them. Topic-based
representations such as LSA, probabilistic LSA, LDA, and
NMEF try to capture semantics [3].

Embedding can also be applied to vision tasks to bridge
the semantic gap in image or video analysis. Recently, deep
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learning architectures (CNN, RNN, AE, RBM, etc.) have
been well studied for anomaly detection [4]. Diving into the
high-level features, they have shown considerable results in
comparison to handcrafted features. Supervised CNNs con-
sist of both convolution and fully connected (FC) layer for
feature extraction and classification/recognition, respectively.
Ultraparameters in CNN are caused by those terminative FC
layers, which may cause overfitting in limited dataset regimes
when training from scratch. Therefore, attention is trended
toward using only pretrained convolutional layers for feature
extraction and powerful image representations, putting aside
EC layers.

In most researches, anomaly detection is investigated
based on defining a model(s) on normal samples and detect-
ing anomalies as deviation from this normality. This devia-
tion can be measured either by likelihood or similarity. In
[5], an anomaly was defined based on interaction forces
between pedestrians using the social force model (SFM),
and LDA was used to compute likelihood for test set to eval-
uate deviation from a normal model in a probabilistic frame-
work, whereas in [6, 7], normal training samples were used to
create a dictionary model and deviation was calculated as
high sparse reconstruction cost between an original test sam-
ple and its reconstruction through a linear combination of
normal bases in the Euclidean space.

In this paper, we investigate a combination of the deep
model, topic model, and statistical distance for anomaly
detection. In contrast to previous methods which were based
on either handcrafted or deep features, neglecting semantic
and interpretable information, we analyze the combination
of a deep model with a topic model hierarchically to produce
semantic representation. We apply a pretrained deep model
for hierarchical feature extraction from different layer levels,
for each training image. Thereafter, we take the advantages of
nonnegative matrix factorization (NMF) as a topic modeling
approach in capturing semantic features. Specially, we
applied a multilayer NMF, for hierarchical topic representa-
tion injecting information extracted from hierarchical layers
of a deep model in hierarchical decompositions. After learn-
ing topic distribution per frame in the training stage, we
apply K-means clustering to compute cluster centroids as
typical normal topic-based representations. At test time, in
a similar pipeline for feature extraction at the train stage,
semantic representation for test frames is calculated and
compared to typical normal topic distributions through a sta-
tistical distance metric. Here, the earth mover distance
(EMD) metric is chosen as a distance metric since it has
shown efficient performance in comparing distributions.

Our main contributions are as follows:

(1) We take the advantages of both the deep model (pre-
trained VGG-Net) and the topic model (multilayer
NMF), hierarchically and in combination to reach
high-level and semantic frame representation

(2) Since topic distributions are extracted at the final
level as the frame representations, after K-means
clustering, some normal representative topic distri-
butions for normality are achieved, and then, EMD
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statistical distance metric is applied in clustering-
based anomaly detection framework

The organization of the rest of this paper is as follows: lit-
erature review in three domains of anomaly detection, topic
modeling, and statistical learning methods are provided in
Section 2. Section 3 introduces our proposed pipeline for
crowd anomaly detection. Experimental results are reported
in Section 4. Finally, Section 5 concludes this paper.

2. Literature Review

In this section, we review researches in anomaly detection,
topic modeling, and statistical distance separately.

2.1. Anomaly Detection. Video surveillance studies for anom-
aly detection was started by using traditional handcrafted
feature extraction and model learning and improved over
the years by applying end-to-end deep architectures. For-
merly, low-level features like color, texture, and its variants,
like mixture of dynamic texture (MDT), SIFT, SURF, optical
flow, and trajectories, were extracted either from appearance,
motion, or both, depending on the anomaly definition. At
model learning stages, binary classifiers like SVM, decision
tree, and NN have been applied for supervised scenarios
[1]. However, in semisupervised and unsupervised scenarios,
given only normal videos at the training stage, a model for
normal behavior is created and an anomaly is detected as a
deviation from this model. This has been done for instance
by one-class SVM (OCSVM) or fitting a Gaussian model
on normal samples. Some researchers took the idea of
the inherent sparsity of vision. A dictionary was learned
from normal samples, and at the test time, a large recon-
struction error was interpreted as an anomaly. Reconstruc-
tion was done as a linear combination of dictionary bases
which are representative of all normal samples. Dictionary
can be learned offline through codebook generation or
online through updating along with observing new normal
samples [8].

Recently, deep learning methods have commenced enter-
ing to the practical realm like vision, lexical, and speech. The
intermediate image representations learned through CNN,
especially when trained on large-scale datasets like ImageNet,
have been proven to be powerful image descriptors.

In [9], anomalous behaviors were captured through a
novel concept of aggregation of ensembles (AOE), based on
fine-tuning different pretrained ConvNets and a pool of clas-
sifiers. They assumed that different CNN architectures learn
different levels of representation from crowd videos, and
thus, an ensemble of CNNs will enable enriched feature sets
to be extracted. Autoencoder-based architectures were also
studied where a large reconstruction error was considered a
sign of anomaly score. The autoencoder can reduce dimen-
sionality and is vastly used in unsupervised learning prob-
lems or as the preliminary stage of supervised task [10]. In
particular, after training an AE or sparse AE on normal sam-
ples, the bottleneck layer can be considered feature extraction
layers for any test samples. Some researchers tried to incor-
porate both handcrafted and deep features in a unified
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configuration. In [11], a trajectory-pooled deep convolu-
tional descriptor was introduced combining dense trajecto-
ries and convolutional feature maps which results in high
discriminative features. Convolutional networks outperform
both traditional low-level features and their compositional
forms like BoW, Fisher Kernel, and VLAD, [12] although
sometimes are used cooperatively. In [12], features extracted
from within layers of a convolutional network were used in
VLAD to compress the data and subsequently feed to SVM
for classification. Wimmer et al. [13] applied Fisher vector
encoding to the output feature maps of CNN to find fixed-
length representation for image classification.

Sabokrou et al. investigated video anomaly detection
through different deep architectures [14-21]. Autoencoder-
based anomaly detection and localization using sparsity was
introduced in [14, 15]. An architecture based on deep 3D
autoencoder, deeper 3D convolutional neural network
(CNN), and cascade of two cascaded classifiers was proposed
in [16] for anomaly detection. High speed and accurate
detection and localization of anomalies were achieved in
[18] using fully convolutional neural networks (FCNs) and
cascaded outlier detection. Some researches applied genera-
tive adversarial networks and its variants for image anomaly
detection [17, 19, 22]. Semisupervised anomaly detection was
analyzed in [23] based on information theory. A novel self-
supervised representation learning based on integration of a
neighbourhood-relational encoding (NRE) among the train-
ing data and an encoder-decoder structure was proposed in
[20]. In [21], they propose an adversarial training approach
to detect out-of-distribution samples in an end-to-end model
through jointly training two deep neural networks which col-
laborate at test time to detect novelties.

2.2. Topic Modeling. Topic modeling is an unsupervised
method, originally introduced for text analysis, but has been
also noticed in vision. It is based on the idea that documents
containing similar contents will likely use a similar set of
words that are indicated by topics. Topic modeling discovers
patterns as low-dimensional latent representation given
unlabeled collection of documents constituted of words.
pLSA, LDA, and NMF are among the most common proba-
bilistic topic modeling approaches [24-26]. Topic models
take as input a set of documents J, a set of words V, and in
a cooccurrence matrix of words and documents F=

||nwj||wev.j€] (or BoOVW representation, and produce a set of

topic T, or more especially P(w | k) and p(k| j), for w e V.j
€ J.k € T, as word distribution per topic and topic distribu-
tion per document, respectively. Consider n,,; as the number
of times the word w appears in document j, then documents
can be represented as mixtures of topics.

F can be decomposed into two matrices F = @O, where
D = {Pp} wev rex 1S @ word-topic matrix with ¢, = p(w | k)

and ¢, = {¢wk}wev’ and O= {ekj}kel(.je] is a topic-
document matrix with 0;;=p(k|j) and 6,={6y;}, . The

decomposition can be solved through the various topic
model algorithms with a different assumption. For instance,
LDA uses a predefined number of topics, whereas hierarchi-

cal Dirichlet process (HDP) [27] estimates the best number
of topics based on the training dataset.

In [28], Niebles et al. studied the application of latent
topic models, namely, pLSA and LDA, for action categoriza-
tion. Especially, they extract spatiotemporal interest points
along the input volumes followed by codebook generation.
In an unsupervised fashion, they succeeded in detecting
and localizing actions, which were considered latent topics.
New learning algorithms based on EM and variational Bayes
inference were proposed in [29] for activity analysis in videos
where the description of activities and behaviors was made by
the dynamic topic model. The activities and behaviors were
described by a dynamic topic model. They also evaluated
anomaly localization procedures in the topic modeling
framework. In [30], scene classification was made by discov-
ering objects per image in an unsupervised fashion using
pLSA. They subsequently used object distribution in each
image for scene classification using supervised kNN. Topic
modeling-based abnormal behavior recognition has been
previously investigated in [5, 31]. In almost all cases, low like-
lihood corresponds to abnormal test samples. An unsuper-
vised topic model (pLSA) anomaly detection and
localization were studied in [32] based on extra information
of location and size beside quantized spatiotemporal gradient
descriptors to create a more informative vocabulary over
visual clips. Each document (frame) is fully described by a
corresponding distribution over topics.

2.3. Statistical Distance. Statistical distances try to find the
distance between two statistical objects, and when accompa-
nied with a symmetric property, they are known as a metric.
In the anomaly detection area, distance measures such as Jen-
sen Shannon divergence or Z score value were applied for
comparing query observation to those extracted patterns
from normal samples [33]. According to the evaluation of
this distance concerning the threshold, the anomaly can be
detected. As a powerful statistical distance, earth mover dis-
tance (EMD), also known as the Wasserstein metric, was
applied in the image domain [34, 35] to compare two proba-
bility distributions, mainly based on low-level features like
color or texture. It is based on computing statistical distance
between two signatures. The typical signature consists of a
list of pairs:

S={(x1.my).(x5.m;) -+ (x,.m,,) }, (1)

where each x; is a certain feature, and m,, is its mass (how
many times that feature occurs in the record). Considering
two signatures P and Q which contain m and n clusters,
respectively,

P={(Prwp)-(prs)  (Ptp) (@)

Q={(q1'wa)'(q2'wq2) (qn'qu)}’ (3)

and p;(q;) is the cluster representative and wy,(w,;) is the
weight of cluster i. Also, consider D = [d, ;] as the ground dis-
tance between clusters p; and g;. It can be chosen or learned



according to the problem at hand. The aim is to find flow
matrix F = [f, |, where f, ; is the flow between p; and q;, such

that the below overall cost is minimized with its related con-
straints.

m n
min Z Zfijdi.j’
i=1 j=1

fijz0l<isml<j<n,

<w, 1 <i<m,
Z’flzl pr (4)

j
E fijswgl<j<n,
i

n m n
fi_jzmin {Z Wpi. Z Wq]}.
=1

=1 =1

Mz

1

J

I
—

This optimization can be solved via linear programming.
It is based on solving a kind of transportation problem. Once
the flow F is calculated, then the EMD is defined as the work
normalized by the total flow:

zglzyzlfi.jdi.j

EMD(P.Q) = STy
i=14&j=1J i.j

()

EMD suffers from high computational complex-
ity O(N® log N). Wavelet EMD was proposed in [36] to reach
a linear time algorithm for approximating the EMD for low-
dimensional histograms using the sum of absolute values of
the weighted wavelet coeflicients of the difference histogram.

Rare studies have gained from EMD in anomaly detec-
tion. To the best of our knowledge, only in [7], wavelet
EMD was applied in conjunction with sparse representation
for anomaly detection instead of the Euclidean distance, for
its robustness. In this paper, we investigate wavelet EMD
on our proposed clustering-based anomaly detection.

3. Proposed Method

In this paper, we analyze anomaly detection at frame level in
crowded scenes. Our proposed architecture is shown in
Figure 1. The pipeline consists of two stages: (1) feature
extraction and (2) anomaly detection. The feature extraction
stage itself consists of two parts entangled with each other:
(1) hierarchical feature extraction through pretrained VGG-
Net [37] and (2) hierarchical latent representation from mul-
tilayer NMF. Both architectures start from low-level features
and increase in depth to high-level information resulting in
ultimate representation.

In the second stage, we applied clustering-based anomaly
detection. Precisely, K-means is applied to all processed
training samples’ ultimate representations, to create typical
normal clusters. Since the training dataset consists of only
normal samples, thus, cluster centroids are normal frame
representatives. At test time, test frames are processed to be
represented in learned topic space from the training stage
and compared to each cluster centroids. A large statistical
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distance from all centroids is detected as an anomaly. In the
following, we explain each part in more detail.

3.1. Preprocessing and Feature Extraction. The dataset is sep-

arated into two subsets as train and test set. Let X, ,;, =

T Mprain X B ;
[x;.%, -+ x, ] €R"n*bo where ny.,;, is the number of

Mrain
frames in the train dataset, By=mxn x ¢ and m, n, and ¢
are the width, height, and number of channel, respectively,

for the original captured image.

3.1.1. Deep Representation. Pretrained model is applied for
feature extraction in problems encountering scarcity of train-
ing datasets, since training from scratch may result in overfit-
ting. As higher layer feature maps are task specific, we extract
more general features from lower layers. We resized each
frame to be in a compatible size as the input for VGG-Net
model (m, X n, x ¢;) and extract features hierarchically from
different depths of the architecture. Let a° = x(€R™*"*% ) be
a typical train image in compatible size with VGG input
layer. Then,

al :f(wl—lal—l + bl—l) € RMxmxa (6)

is the output feature map from layer . w'! and b are VGG
weights and biases pretrained, respectively, for layer . m; x #,
is the spatial size of the feature map, and ¢ is the feature
map’s depth at layer . We extract feature maps from L differ-
ent depths (I=1---.L); then, feature maps at each layer I (!
=1.2--- .L) are separately feed to the global average pooling
(GAP) layer to get representations in vector format. GAP
layers take input volumes of size m; x n; x ¢; and create 1 x
¢; dimensional vector by spatial averaging. Therefore, for
each frame x, now, we have L vector representations, f, €
R(1=1.2--- .L). Considering all training samples, now we
have L different size matrices, M, € R"1sin*/n,

3.1.2. Topic-Based Representation. In parallel, we try to cap-
ture semantic information based on the topic model. Spe-
cially, we applied multilayer NMF since multilayer has been
shown to improve performance by capturing more semantic
features [38]. We adopt a similar approach to [39] by consid-
ering a frame as a document and trying to extract topic distri-
bution per document. However, we apply multilayer NMF
for hierarchical topic modeling. Single-layer NMF decom-
poses a nonnegative matrix V into two low-rank nonnegative
basis and coefficient matrices W and H.

V=WH,.V € R™1 W e Rka.H c Rnxk’ (7)

where H is the new low-dimensional representation for V
. The decomposition is solved as an optimization problem
through a multiplicative update approach. In multilayer
NMF, computed latent representation in preceding layers is
decomposed hierarchically in subsequent layers. Consider
X =PCA(X wn )
€ R"in*Dowwhere PCA applied to each vectorized frame to
decrease dimensionality from m, x n, to D, < m, X n, per

train—pca train—vec) and Xtrain—pca = [x1~x2 X
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FI1GURE 1: Our proposed architecture for anomaly detection. It consists of two stages of hierarchical feature representation and cluster-based

anomaly detection.

frame and standardized to stay in range [0-1] . Let H, =
Xirain-pca @ input to the first stage of multilayer NMF. Then,
it can be decomposed as Hy= W H,. Instead of directly
applying the second NMF to H,, as the new low-
dimensional representation, H, is processed to V, before
being introduced to the next layer. V; is computed as V; = f
(H;-M;).I=1--- L where f(.) is the nonlinear function, like

softmax, and M; is feature representation from pretrained
VGG-Net at layer [ .

V= f(H M) = Wy, H ;| W,y € RPVPUH) | € R P,

(®)

TaBLE 1: UCSD dataset in detail.

Number of training
sequences

34~200 images
16120~200 images

Number of test
sequences

36~200 images
12120~200 images

Dataset Resolution

Pedl
Ped2

158 x 238
240 x 360

Here, we use softmax as a nonlinear function to have a
distribution-like representation. Since the ReLu activation
function has been applied in deep architecture, nonnegativity
is preserved. Bringing in M;s in multilayer NMF decomposi-
tion results in both high-level and semantic information,
which can improve the performance of the subsequent tasks.
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ey

F1GURE 2: Typical normal and abnormal samples of the UCSD dataset. Left to right: normal frame and abnormal frame for Ped1 and normal

frame and abnormal frame for Ped2.

By decomposing V, in the next layer, we force the architec-
ture to learn how to combine information from the previous
layer; therefore, D; < D,_;. Training separately each NMF
layer, to learn W, and H,, ultimate data representation V;
is acquired. Finally, V| integrates features throughout the
deep model and topic model.

3.2. Anomaly Detection. Upon training completion, V| €
R"min*P1 s acquired from normal frames in the training set.
We apply K-means algorithm to V; to find K cluster cen-
troids as normality representatives. Therefore, now, we have
K cluster centroids s;.i=1--- .K which are used in cluster-
based anomaly detection. Each test frame x,. is fed to our
learned feature extraction block from the training phase,
and ultimate representation V, ,,, is acquired. V, ,,, can be
considered as the final topic distribution for x,.y. V| (s iS
compared to each s; and exceedance of statistical wavelet
EMD distance from threshold th is detected as an anomaly.

min (dgyp (Vi est-5i)) > th
1:1 1-K l - VL.test’ (9)

is an abnomal frame.

4. Results and Discussion

We conducted experimental analysis on UCSD dataset as one
of the benchmark datasets in crowd anomaly detection intro-
duced in [40], recorded with a static camera at 10 fps. This
dataset contains two scenes as Ped1 and Ped2, each of which
is split into train and test sequences. The nonpedestrian
objects, like bikers, skaters, and small carts, are considered
anomalies. More details about this dataset are provided in
Table 1. Typical normal and abnormal sample frames for
Pedl and Ped2 datasets are also shown in Figure 2.

When originally introduced, VGG [37] was trained on
the ImageNet dataset which only consists of object classes;
however, recently, pretrained VGG on both the ImageNet
and Places dataset is provided which consider scene classes,
as well. 1000 classes from the ImageNet and the 365 classes
from the Places365Standard [41] were merged to train a
VGGI16-based model (Hybrid1365-VGG [42]). We use
VGG model pretrained both on the ImageNet and Places
datasets to improve the capability of our deep feature extrac-
tion block in capturing both objects and scenes features. For
this paper, our algorithms have been implemented in Python
and run on a PC with 2.9 GHz Core i5 GPU, with GTX1080
GPU, and 16G RAM. Original frames are resized to be com-
patible with VGG, as VGG accepts input of size 224 x 224 x 3

TaBLE 2: Fixed parameter used in the proposed algorithm.

Dataset/parameters Pedl Ped2
Number of training samples 2550 6800
L (number of levels for feature hierarchies) 3
K (K-means clustering) 50

Threshold (for WEMD distance comparison) 0.33 0.24

. Feature maps from different depths, namely, block2 — pool,
block3 — pool, and block4 — pool of VGG architecture, were
extracted and resulted in (56 x 56 x 128), (28 x 28 x 256),
and (14 x 14 x512) feature maps, respectively. Then, we
applied global average pooling to each feature map separately
which results in f,, : 128D, f ), : 256D, and f 5, : 512D rep-
resentation vectors in hierarchical order. On the other hand,
we applied multilayer NMF with L =3 on our train set with
reduced dimensionality by PCA (2000D vector each frame).
W, , W,, and W, are learned separately with a multiplicative
updates. D,,D,, and D; are chosen as 512, 256, and 128,
respectively. K-means clustering with K =50 is applied to
the final representation V; € R"mn*P1 to generate typical rep-
resentative centroids. In the UCSD dataset, there
are np,;, = 6800 for Pedl and n,,;,, = 2550 for Ped2 datasets.

In our experiment, there are some parameters that we
investigate their values and fixed after evaluation. These
parameters are shown in Table 2.

VGGL16 consists of several layers (C11-C12-P1-C21-C22-
P2-C31-C32-C33-P3-C41-C42-C43-P4-C51-C52-C53-P5-
FCI-FC2-FC3). Convolutions and fully connected layers
have trainable parameters. Three last fully connected layers
provide task specific features. So, we focus on first 5 convolu-
tion layers. We chose L =3 to achieve a trade-off between
accuracy and complexity. The number of clusters in K
-means clustering was also evaluated for K =30,40,50,60
and chosen as K =50 based on accuracy evaluation. We
decided on the value of threshold for WEMD comparison
based on average distance from training samples representa-
tions, since the training dataset consists only of normal
samples.

For Ped 1, we compare our proposed approach both to
traditional methods (SRC [6], MPPCA [43], and MDT
[40]) and high-level deep learning-based methods (AVID
[19], Sabokrou [8], and deep cascade [16]). As introduced
and calculated in [26], evaluation metrics such as equal error
rate (EER) and area under curve (AUC) are computed at
frame level and compared to the state-of-the-art methods.
EER indicates the point where false positive rate equals to
false negative rate. The lower the EER is, the higher accuracy
can be achieved. A comparison of EER of our proposed
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TaBLE 3: Comparison of AUC performance for the UCSD Pedl1 dataset at frame level.
Method SRC [6] MPPCA [43] MDT [40] AVID [19] Sabokrou [8] Deep cascade [16] Proposed approach
EER 19 40 25 12.3 8.4 9.1 8.1
AUC 86 59 81.8 — 93.2 — 93.9
TaBLE 4: Comparison of EER performance for the UCSD Ped2 dataset at the frame level.

Method SE MPPCA  MDT  Conv-AE  AVID  Deep anomaly Deep cascade = ALOCC  ST-AE Proposed

[5] [43] [40] [44] [19] (18] [16] [17] [45] approach
EER 42 36.0 24.0 21.7 14. 13.5 9. 13 12.0 6.1
AUC 63 71 85 90 — — — — 87.4 97.3

TABLE 5: Accuracy criteria for the Ped 1 and Ped 2 datasets.

Pedl
90.3

Ped2
95.4

Dataset/criteria

Accuracy

approach to the previous method is shown in Table 3 for
Ped1. Results show the comparable performance for our pro-
posed method. Besides, AUC as the area under ROC curve is
computed and compared to the state-of-the-art. Results show
the outperformance of our proposed approach in AUC, as
well.

For Ped 2, The Ped1 dataset suffers from the perspective
problem. For this reason, most researches have been con-
ducted on Ped2. We compare our proposed approach both
to traditional methods (SF [5], MPPCA [43], and MDT
[40]) and high-level deep learning-based methods (Conv-
AE [44], AVID [19], deep anomaly [18], deep cascade [16],
ALOCC [17], and ST-AE [45]). A comparison of EER of
our proposed approach to the previous method is shown in
Table 4 for Ped2. Results show the comparable performance
for our proposed method. Besides, AUC is computed and
compared to the state-of-the-art. Results show the outperfor-
mance of our proposed approach in AUC.

Moreover, we evaluated accuracy as

TP + TN
accuracy = .
Y TP+ FP+EN+ TN

(10)

The results, shown in Table 5 for the Ped1 and Ped2 data-
sets, indicate the high performance of our proposed method.

5. Conclusions

In this paper, we discussed a new semantic and statistical
distance-based crowd anomaly detection at the frame level.
In particular, inspired by the earth mover distance metric
applied previously on low-level vision features, we applied
this statistical distance to hierarchically learned features,
through pretrained deep convolutional neural network and
topic model, for anomaly detection. Features from VGG-
Net, pretrained on hybrid dataset (Places dataset and Ima-
geNet dataset) and multilayered NMF as semantic interpret-
able features, were computed in combination as hierarchical

representation and used in clustering-based anomaly detec-
tion using wavelet EMD statistical distance. Experimental
results show the outperformance of our proposed approach.
In the future, we will investigate anomaly localization by
patch analysis through the kernel convolutional network
(CKN) [46] and EMD in a similar framework to localize
anomalies.

Data Availability

The readers can access the UCSD Pedl and Ped2 datasets in
http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm
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The technological advancements in the Internet of Things (IoT) and related technologies lead to revolutionary advancements in
many sectors. One of these sectors, is the industrial sector red that leverages IoT technologies forming the Industrial Internet of
Things (IToT). IIoT has the potential to enhance the manufacturing process by improving the quality, trace-ability, and integrity
of the industrial processes. The enhancement of the manufacturing process is achieved by deploying IoT devices (sensors) across
the manufacturing facilities; therefore, monitoring systems are required to collect (from multiple locations) and analyse the data,
most likely in the cloud. As a result, IIoT monitoring systems should be secure, preserve the privacy, and provide real-time
responses for critical decision-making. In this review, we identified a gap in the state-of-the-art of secure IIoT and propose a set
of criteria for secure and privacy preserving IIoT systems to enhance efficiency and deliver better IloT applications.

1. Introduction

The Internet of Things (IoT) has gained enormous popular-
ity in the last decade, which consists of interconnected
devices such as mobile phones, computers, sensors, and
many more. These devices helped to develop and improve
many sectors, such as Smart Cities, Smart Homes, and
Healthcare [1]. The significant improvement added to these
sectors encouraged the industrial sector to introduce IoT into
the manufacturing paradigm. As a result, this led to a new
industrial revolution: Industry 4.0. A new term Industrial
Internet of Things (IIoT) has been used to collectively refer
to proposed IoT solutions in this space [2].

The applications of IIoT can be classified into four cate-
gories (Figure 1). The first class includes production flow,
quality control, and energy consumption. This class is aimed
at improving production processes. The second class is
operation-oriented management, which includes supply
chain and enterprise decision management. The third class
focuses on the allocation and collaboration of resources. This
class includes collaborative manufacturing and customiza-
tion technology. Finally, the last class mainly focuses on

product life cycle management. Additionally, it focuses on
service optimization, such as remote maintenance and prod-
uct traceability [2].

The growing population has led to an increasing demand
for products, which has saturated the manufacturing indus-
try and even more so in the recent COVID crisis. As a result,
the manufacturing segment is expected to have the highest
and fastest-growing market segment by end-user at a com-
pound annual growth rate (CAGR) of 27.94%. To meet the
growing demand, an efficient manufacturing system has
become mandatory. This demand can only be achieved by
the integration of the latest technologies, such as IoT within
the manufacturing process [3]. However, the stringent regu-
latory requirements (COMAH, IEC, and SIL) for safety must
be satisfied for this shift to become usable in real-world
applications.

To demonstrate the relevance of IIoT and its ability to
meet regulatory requirements, we present two examples of
manufacturers currently using IIoT schemes [4]. The first
one is Airbus, the European aircraft manufacturer. Airbus
currently integrates IoT technologies into its products and
its workers’ tools in the manufacturing process. Also, Airbus
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is harnessing IoT technologies to clear a backlog of orders
and boost revenues. It is clear that IoT is transforming the
aviation industry by enabling a more seamless passenger
journey, increasing operational efficiency, and driving a
new age of “connected aviation.” The second example is the
global tech firm Client Global Insights (CGI). CGI has
teamed up with Microsoft to deliver a predictive mainte-
nance solution for elevators by leveraging IoT. CGI claims
that it has developed a solution which securely connects
thousands of sensors and systems within elevators and mon-
itors everything from motor temperature to shaft alignment.
The data are collected and processed on the cloud using
Microsoft’s cloud-based Azure Intelligent Systems Service.
These elevators enable technicians to use real-time IIoT data
to spot defects and repair them before a breakdown occurs.

Thus IIoT, such as monitoring systems, help industries
improve their resources and meet their clients’ needs while
ensuring high-quality production. IIoT achieves this by pro-
viding ubiquitous connectivity, efficient data analytics tools,
better decision support systems, and applications [5, 6]. As
IIoT applications deal with complicated processes, these appli-
cations have a critical impact on several parties. For example, a
failure in an IToT application may put the employees’ lives in
the factory at severe risk. Similarly, the business resources
may be at risk which has cost implications [7]. Therefore,
the accuracy, precision, and risk impact of application-failure
metrics of IIoT applications should be higher than in IoT
applications. Moreover, IIoT applications must fulfil the strin-
gent requirements of real-time processing and feedback, time
synchronisation, and regular communication [8].

The three essential components of security are confiden-
tiality, integrity, and availability, which are known as the CIA
triangle. Confidentiality ensures that only authorised users
can read the data of a system. Integrity ensures that no
changes are made to the data, and availability means that
all services and data are available [9]. Availability and integ-
rity of data are considered more essential than confidentiality
for industrial environments. This, however, does not dimin-
ish the need for confidentiality. With the internet-
connected systems of IIoT, all three aspects should be
brought up to an acceptable level. Thus, in the development
of new IIoT and Industry 4.0 systems that leverage the exist-
ing network and cloud infrastructure, confidentiality and
integrity should be weighed equally to availability [10].

IIoT applications, such as monitoring systems in smart
factories, work by collecting data from multiple locations
and analysing the data on the cloud. However, collecting
and processing data on the cloud compromise the data pri-
vacy and security, leading to sensitive information leakage
[11, 12]. Data-at-rest must be securely stored and processed
on the cloud without compromising its security and privacy

[11, 13]. This goal is challenging as it requires processing
the encrypted data (not the plaintext) on the cloud. More-
over, some IToT applications require access control (AC) pol-
icies to allow specific users, such as a manager or a third-
party contractor to access and query the data. This AC
requirements adds a more significant challenge [14, 15]. To
highlight the need for data confidentiality and integrity in
IIoT applications, the authors in [16] demonstrated how col-
lecting air-quality-related data on unsecure servers can mis-
inform the public or mislead policymakers. The authors
showed that any modification to the sensors’ data can lead
to false-negative emergency alerts or wrong decisions. An
example of wrong decisions is triggering the evacuation
alarm or stopping a production line. Therefore, it is crucial
for IIoT applications to secure the collected data. This can
be achieved by encrypting the collected data during transmis-
sion and at-rest [17].

The degree of severity in relation to violating privacy on
the IIoT differs from that of the IoT. In IoT, unauthorised
access may lead to privacy problems such as data theft. On
the other hand, violating privacy on IIoT may lead to a disas-
trous decision that can cause the entire system to fail [7]. IoT
and IToT may share similar security threats. Yet, there is a
substantial difference between the degree of severity in the
event of a security breach in both IoT and IIoT [18]. In other
words, authenticating an illegitimate device may cause a nor-
mal IoT system to experience some problems, such as privacy
invasion. On the other hand, a similar scenario in an IIoT
system could cause serious consequences. For example, dis-
rupting the network or forcing the network to take hazardous
actions. Thus, IIoT requires a higher level of security. To do
so, there are several factors to consider, such as the applica-
tions’ requirements, the type of IloT devices, and a recovery
technique in the case of cybersecurity attack [19].

In addition to the previous security and privacy require-
ments, factories need to share the data with other parties,
such as insurance or/and consulting companies, customers,
and/or employees. To control and manage data access, IIoT
systems must deploy AC mechanisms on the encrypted data
on the cloud [20].

Several recent studies have addressed the security and
privacy issues for IIoT, from different perspectives. For
example, the authors of [17] categorised the security chal-
lenges for both IoT and IIoT. The authors also specified
whether these challenges are applicable to IoT or IIoT or
both. On the other hand, the study demonstrates the security
challenges in the ITIoT and stresses the need to design practi-
cal solutions. Also, the study shows that various ITIoT scenar-
ios require application-specific designs. However, solutions
to the challenge of appropriate designs are not suggested by
the authors.
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In [21], the authors analysed the security challenges of
IIoT and provided a comparative analysis of the available
solutions. This study set out to identify some open research
problems related to system integration, communication,
energy factor, preventive and detective measures, authorisa-
tion, and architecture of IIoT. However, the study does not
suggest feasible and practical solutions. Similarity, Tange
et al. [10] provide a systematic literature review of IIoT secu-
rity requirements. The authors demonstrate how fog com-
puting can address these requirements. Additionally, the
authors identified some research opportunity to use secure
fog computing for IToT.

uilding on existing findings from [10, 17, 21], in this arti-
cle, we examined the practical considerations of embedding
security and privacy solutions to IIoT system architectures
moving away from the cloud paradigm to minimise exposure
to threats. Thus, we focus on combining searchable encryp-
tion and access control methods in a cloud-Edge architecture
to assess their suitability and efficiency from the privacy,
security, and response time perspectives.

2. Objectives

In the context of IIoT, privacy refers to protecting the confi-
dentiality of the IToT device and its collected readings (data).
For example, exposing the sensor’s location is considered a
security and safety threat. The lack of privacy preservation
causes security threats, such as in the case of utility monitor-
ing, which will affect the network’s process [19]. To address
the aforementioned requirements for security and privacy
in IToT monitoring systems, we must consider the following
challenges:

(1) The Limited Resources in IIoT Devices, such as Low
Computational Power, Low Power Consumption,
and Low Storage. Therefore, deploying and running
encryption algorithms on these devices may add sig-
nificant performance overhead.

(2) The Adaptation of Searchable Encryption (SE). Search-
ing the encrypted data on the cloud requires adapting
and enhancing searchable encryption (SE) algorithms
to work on both the cloud and IIoT devices.

(3) The Critical Real-Time Requirement for IIoT Systems.
IIoT monitoring systems should fulfill the critical
real-time requirement, which significantly affects
the decision-making process. Thus, each component
in the system should be optimised to reduce the over-
all execution time.

The security aspects and requirements in IIoT can be
identified as follows [22]:

(i) Impact of Attack. A successful attack on an IIoT sys-
tem has a high impact due to the critical nature of
this industry.

(ii) Secure Communication. It is important to maintain a
secure connection between IIoT parties. Unsecure

communication channels sensitive

information.

can expose

(iii) Authentication and Authorisation. 1IoT requires
authentication and authorisation for all connected
devices. This includes but not limited to, sensors,
internal users, and external users.

(iv) Accountability. It is important to keep track of all
actions and incidents in an IIoT system to identify
and recover from any possible incidents. According
to [23], the main security concerns are authentica-
tion and access control. The reason is that users with
improper access rights can severely affect these
systems.

In this paper, we aimed to examine the state-of-the-art in
security and privacy of IIoT application systems and focus on
the combination between searchable encryption and access
control methods applied on Edge computing to assess their
suitability and efficiently from a privacy, security, and
response time perspective. Hence, the present article is aimed
at fostering scientific discussion regarding IIoT from the pri-
vacy and security perspective under constraints by revealing
the current state of research as well as identifying areas to
be addressed by future research efforts. By doing so, the fol-
lowing research questions are pursued:

(i) RQI. Which research areas and methods have
addressed the security, privacy, and efficiently perfor-
mance of IToT and to what extend so far?

(ii) RQ2. Which research areas or methods can be pro-
posed to further security and privacy improvement
in the future of smart factories?

To answer the abovementioned questions, a systematic
review of relevant literature is applied as presented in Section
3. The results of the literature search are presented in Section
4 where we taxonomise relevant research. A discussion of the
findings along with open challenges and suggested areas of
further research is presented in Section 5 with conclusions
presented in Section 6.

3. Methods

We selected a list of publications related to IIoT systems to be
included in the comparative analysis. The databases and sources
used in this systematic review include (1) IEEE, (2) Springer, (3)
websites of smart factories found through a generic Google
search, and (4) Google Scholar (including ResearchGate).

We focused on several topics, including security in IIoT,
enhanced searchable encryption algorithms, and a combina-
tion between searchable encryption, and access control
methods. The search keywords alongside the number of
results are presented in Table 1.

As the above combination of data sources and keywords
returned a vast amount of results, we selected the following
inclusion criteria to identify the most relevant sources: (1)
language: English, (2) date range: within the past five years
(2017-2020), (3) the article presents a review or a survey
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TaBLE 1: Results of the literature search.
. L Number of
Topic Online library results
IEEE 2,845
Industrial Internet of Things Springer 44,937
applications Google search 53,000
Google Scholar 100,000
IEEE 9
. Springer 8
Searchable encryption for IloT
Google search 124
Google Scholar 120
IEEE 101
Spri 898
Access control for IIoT PrInger
Google search 5,600
Google Scholar 5,000
IEEE 19
Privacy preserving for I[IoT Springer 114
applications Google search 1,000
Google Scholar 1,110
IEEE 89
Edge computing in IToT Springer 483
application Google search 3,150
Google Scholar 3,000
IEEE 238
Springer 1,057
Requirements of IIoT pring
Google search 5,000
Google Scholar 4,580
IEEE 105
Searchable encryption with Springer 1,168
access control Google search 2,300
Google Scholar 10,000
IEEE 125
o . Springer 967
Monitoring system using IloT
Google search 5,200
Google Scholar 15,100
IEEE 197
Springer 853
Security of IIoT applications pring
Google search 4,600
Google Scholar 5,030

related to IToT, and (4) relevance: searchable encryption with
access control for Edge-based IIoT application is necessary.
The exclusion criteria are as follows: (1) nonrelated to the rel-
evance inclusion criteria, (2) implicitly related the relevance
inclusion criteria, (3) duplicate articles that appear multiple
times in one or more databases, and (4) nonresearch article.

Those four exclusion criteria and four inclusion criteria
as illustrated above improved the objectivity of this review
paper. A filtering process was carried out to exclude those
articles that fulfill the exclusion criteria. The remaining arti-
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cles were classified according to the four inclusion criteria,
and data of interest was collected.

4. Results

The literature search returned a total of 268,507 results.
Opverall, we read 235 sources, as we excluded the majority
by reading the abstracts. A total of 54 sources remained for
analysis and were taxonomised as seen in Figure 2.

4.1. State-of-the-Art in IloT with Embedded Security
Mechanisms. IIoT systems can benefit from the massive
amount of collected data to generate a useful approach. This
approach can improve the performance of the system and
minimise unplanned downtime [24]. IIoT systems utilise
cloud servers to store and process the generated massive data
[24]. However, the data need time to be transferred to central-
ized data centres, which degrades the IIoT system efficiency.
This implies that processing data on an Edge server could help
the IIoT system meet real-time requirements and reduce the
decision-making latency [25]. The survey presented in [17]
identified two constraints when protecting data confidentiality
in IToT systems through data encryption. One of these con-
straints is related to the limited resources of IIoT devices.

Gebremichael et al. [19] describe the privacy challenges in
IToT based on the levels of the architecture as follows: device,
platform, and application layers. The solutions provide access
control methods, authentication mechanisms, data encryp-
tion, and secure channels to ensure the privacy at the device
layer, for example, protecting Edge nodes against a fake node
insertion attack. They also describe several points that devel-
opers need to consider when designing privacy solutions for
the IToT. These points can be described as follows:

(i) Cryptographic mechanisms are generally employed
to enforce privacy policies. The challenge is to design
a lightweight privacy-enhancing cryptosystem suit-
able for IToT devices. These IIoT devices have limited
resources. Thus, it is crucial to prevent heavy compu-
tations to meet the IToT real-time requirement

(ii) Further research is needed to provide lightweight
cryptosystem solutions with anonymised data
methods. Also, advanced data analytics tools to pro-
cess the collected data

(iii) Reducing the amount of data collected by Edge
devices to the minimum data points that are
required for system operations while continuing to
provide anonymisation techniques on user data

(iv) Illustrating data access policies and implementing
appropriate access control methods that are capable
of identifying authorised users that have access
rights to Edge node data

Several solutions can protect IIoT systems’ privacy, such
as encryption, access control, processing data on the Edge,
and anonymisation. Privacy in IIoT systems is challenging
as these systems usually store and process data in third-
party cloud services.
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Yu et al. state that the data generated by IoT devices has
increased dramatically. At the same time, Cisco predicted
that the volume of data generated by IoT devices would reach
500 ZB by 2019 [26]. However, massive data need time to be
transferred directly to the cloud for processing, which adds
computation overhead. This computation overhead increases
the latency, bandwidth, and may even lead to the unavail-
ability of IIoT applications [2]. To address this issue, the
concept of Edge/fog computing has been defined, and data
can now be processed much closer to the source. This is
because some cloud services are brought to the Edge of the
network. In this context, fog computing differs from Edge
computing in that it uses the interconnection between end-
points. Edge computing, on the other hand, focuses on iso-
lated endpoints [26]. This implies that processing data on
the Edge server helps the ITIoT system to meet the real-time
requirement and reduce decision-making latency, especially
for delay-sensitive applications [2]. Edge computing is
applied to manufacturing based on IoT to meet these
requirements [27].

Many researchers introduced improvements to search-
able encryption algorithms that would make them light-
weight for IIoT, such as [28]. Yet, this method is not tested
for its applicability in industrial plants. Wazid et al. [29]
review the access control in IToT such as a monitoring system
of an industrial plant. They state that authentication is the
most important security requirement in cloud-based IIoT
while this requirement is still needed to improve the pro-
posed solution.

The following subsections will discuss data analtyics,
searchable encryption, and access control state-of-the-art
methods that have the potential to address the challenges
identified in this subsection.

4.2. Edge Data Analytics for IloT Applications. Data analytics
is the most important step in the monitoring system’s life
cycle. IoT data analytics improves fault detection, disaster
forecasting, service, and smart decision-making [30]. More-
over, they help the smart factory extract the knowledge from
raw data with the support of IIoT applications, for example,
to better understand technological enabler behaviour or to

relate issues derived from combined and statistical data pro-
cessing [31]. The usage of feature extraction methods pro-
vides more accurate data analysis results. Besides, meeting
the real-time requirement for IIoT manufacturing applica-
tions, for instance, a robust incremental feature extraction
method based on PCA (Principal Component Analysis) is
proposed to meet the real-time requirement [30]. Extracting
data features from the data by applying such techniques
allows Edge servers to take smart decisions for delay-
sensitive applications [27]. Applying Edge analytics directly
reduces the volume of data to be transmitted to the cloud.
This, in turn, reduces the information that must be
encrypted, which makes the encryption overhead minor.
However, this reduction introduces other challenges in terms
of accuracy and traceability, especially in regard to the route
cause fault finding capabilities. Thus, appropriate Edge data
analytics methods must be identified to optimise the trade-
off between benefit and side effects.

4.3. Searchable Encryption. Searchable encryption (SE) is a
cryptographic technique that allows secure searching over
encrypted data [32]. SE allows a user (or an automated pro-
gram) to perform a secure query for a specific event without
compromising the data confidentiality. For example, using
SE to encrypt data on the cloud prevents the cloud provider
or any unauthorised person (including the system adminis-
trator) from accessing or querying the encrypted data. There
are two SE schemes [33]; one of these schemes is Symmetric
Searchable Encryption (SSE). SSE requires a private key to be
distributed between users, which is not suitable for multiple
user scenarios [34]. The other scheme is Public Key Encryp-
tion with Keyword Search (PEKS) [35]. PEKS is a public-key
cryptosystem that allows search over encrypted data using a
public key instead of private keys, allowing multiple parties
to query the data without compromising the data owner’s
private key.

4.4. Access Control Methods. There are several known AC
mechanisms, including but not limited to attribute-based,
key-policy-based, role-based, and trust-based [36]. However,
the most commonly used AC mechanisms with PEKS are



role- and attribute-based access control. Table 2 summarises
the difference between these two AC mechanisms, based on
two recent publications [37, 38]. The following subsections
will further discuss those approaches and their capacity to
be combined with SE and critically compare them in the con-
text of IIoT.

4.5. Role-Based Access Control (RBAC) with PEKS. RBAC is a
security mechanism that allows users to access data based on
their roles within an organisation [39]. The authors in [40]
introduced RBAC to PEKS using free bilinear, as bilinears
have high computational cost. The authors used the RBAC
mechanism to simplify the frequent user’s permission assign-
ment within a large organisation. However, using RBAC with
PEKS makes it hard to manage third parties’ access policies
(users outsides the organisation), which is an essential
requirement for a monitoring system in the IIoT. Besides,
using RBAC with PEKS is inflexible as it must be painstak-
ingly managed.

4.6. Attribute-Based Encryption (ABE). Attribute-based
access control (ABAC) is a security mechanism that allows
organisations to grant access to users based on some attri-
butes, such as their division or title [41]. On the other hand,
Attribute-Based Encryption (ABE) combines searchable
encryption with the ABAC approach [42]. In ABE, a message
is encrypted for a specific receiver using a set of attributes.
Thus, only the person who holds a key for the matching attri-
butes can decrypt the message [39]. ABE has two paradigms:
Key-Policy ABE (KP-ABE) and Ciphertext-Policy ABE (CP-
ABE). In KP-ABE, the user’s private key is associated with a
specified access policy, and the ciphertext is encrypted under
a set of attributes. The user can decrypt the ciphertext if the
attributes in ciphertext satisfy the access policy in the user’s
key. Thus, KP-ABE mechanism answers the following ques-
tion, “what type of data should the user access?”. Differently,
the CP-ABE answers the question, “What attributes must a
user have to access the encrypted data?”. Typically, CP-ABE
is considered an adjustable scheme because it guarantees
more control to the user over the encrypted data [43].

Rasori [43] improved ABE and reduced the communica-
tion overhead by 35 per cent compared with existing ABE for
medical applications. This novel CP-ABE is more efficient
and could be a suitable solution for low-power communica-
tion protocols in IIoT. Sathya and Kumar [44] proposed a
medical system that collects patient’s data during emergen-
cies and shares the data with the doctors. The authors’ pro-
posed system combines blowfish encryption and an ABE
scheme. The authors evaluated their proposed system using
several symmetric encryption algorithms, encryption time,
decryption time, and total computation time. Their evalua-
tion shows that the blowfish algorithm has better perfor-
mance to encrypt data when used with CP-ABE to grant
the authorised users’ access to medical data. The main advan-
tage of this work is the fast transmission of medical data,
while the main disadvantage of using the blowfish algorithm
is the linear relationship between the size of ciphertext and
the number of attributes. When the number of attributes
increases, so does the size of ciphertext.
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Miao et al. [45] proposed a higher security level PEKS
with CP-ABE approach that supports access control with
multiple permissions as well as hidden access policies. Also,
the authors employed traceability techniques to prevent dis-
honest data users from leaking their private key to others.
Their evaluations show that the computation costs for
encryption and decryption increase linearly as the number
of user attributes does.

Yang et al. [46] proposed a system to monitor the
patient’s status with two access control modes. The first
mode is for normal situations where the doctors, nurses,
and technical staff have access under an access policy. The
second mode is for emergencies where the first-aider needs
access to the patient’s historical data. To achieve these con-
trolled access modes, the authors applied ABE for normal
access and break-glass algorithm for emergency access. How-
ever, their approach provides data security but does not pro-
vide a revocation mechanism to the emergency access policy,
once the situation is resolved.

4.7. Attribute-Based Keyword Search (ABKS). In the
Attribute-Based Keyword Search (ABKS) scheme, the key-
words are encrypted by an AC policy and the data with attri-
butes. The user can generate a trapdoor that can be used to
search over encrypted data [47]. The ABSE (attribute-based
searchable encryption) scheme has exactly the contrary
where the owner transmits the valid search query to the user
and allows them to decrypt the data when its attributes satisfy
the access policy [48]. However, ABKS schemes provide effi-
cient search operations which allow retrieving encrypted data
for multiple authorised users with flexible access policy [49].

Guo et al. [50] proposed a new ABKS to support encryp-
tion for both keyword and messages where most existing
ABKS encrypts the keyword. In their proposed ABKS, there
is no need for a secure channel to transmit the search tokens
to the cloud. Also, it is a robust scheme against resisting off-
line keyword guessing attacks by inside attackers (i.e., the
honest-but-curious servers). This scheme is evaluated and
applied to a telemedicine system that is used to support
healthcare services at multiple locations. However, the com-
munication time in this scheme is high and is not suitable
for time-sensitive applications.

4.8. Combining Searchable Encryption with Access Control.
To achieve strong confidentiality, SE must be combined with
access control [51, 52]: if a ciphertext appears as a search
result, we learn something about the underlying document,
even if the access control does not allow us to access the doc-
ument. This illustrates the need for a linked search and access
control, so that search results present to users only data to be
accessed by the users [53]. Thus, the SE protects data confi-
dentiality, and AC schemes protect user access privileges [54].

It is essential to protect data that travels through the IIoT
network. Thus, SE covers cryptographic protection across all
networks by (1) protecting the Edge and cloud networking
and (2) protecting endpoint connectivity [9]. Encryption
techniques protect the privacy of big data in the data storage
phase. Confidentiality, the first consideration when the
encrypted data is stored in cloud servers can be secured by
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TaBLE 2: Comparing role and attribute-based access control.

Feature

Role-based access control (RBAC)

Access control mechanism
Attribute-based access control (ABAC)

Access control granularity

Coarse-grain access control

Fine-grain access controls

Creating access control groups defined as roles
with presetup privileges. Users can be added
into the group for their desired access privileges.

User addition mechanism

Users are assigned attributes to describe their
properties. The access control system needs to
focus on the required access control policies that are
described by a set of attributes to check the user’s
privileges to decide if the access should be
granted or not.

Structure of access policy

Policies are assigned (operation/object pairs) to
groups before the access request is made.

Using Boolean rule structure to express the policies.

Users are assigned to roles and inherit the

permissions assigned to the roles they have.

Roles are often organised in a role hierarchy,

which defines the inheritance of permissions
between roles.

The input of authorisation decisions

They are used as input for authorisation decisions
with many criteria, such as department, job code,
time of day, IP address, and user location.

Decision level

Only related to functionality

Relate to access in both the data level and the
field level, but also to functionality.

Access level

Do not allow access for nonemployees to
organisation assets.

Allow limited access for third parties to
organisational assets.

One of the main problems is that it is not an

automatic model, needs to be painstakingly
managed, and often involves significant
manual intervention. The role-based mechanism,
by itself, is inadequate to address the dynamic

Model status

The ABAC model is a dynamic model. The system
dynamically deploys access control by using
attributes, i.e., a flexible access control approach.

requirements of cloud-based IoT.

efficient encryption techniques. However, when the data user
sends the request to retrieve the data from the cloud, the cloud
server cannot reply to the user’s request, because it cannot
decrypt the encrypted data or search over encrypted data.
Searchable encryption schemes could address these challenges.

While the Attribute-Based encryption (ABE) methods
might secure information transmission and the fine-grained
sharing of encrypted IIoT data, they additionally need to
overcome new application deterrents in IloT-cloud frame-
works: (1) restricted resource IoT devices; (2) difficulty in
encrypted data recovery at cloud servers: the encrypted
records limit the adaptability and accuracy of information
recovery, leading to unessential or incorrect outcomes; (3)
lack of successful key administration: once CA is compro-
mised, all previously encrypted files can be leaked because
of the keys generated by a central authority (CA). To address
the above difficulties, a novel lightweight searchable encryp-
tion method is needed for IIoT-cloud frameworks [55].

4.9. Searchable Encryption with Access Control in IloT
Applications. The literature survey of Zhou et al. [33], which
spanned 2014 to 2019, identified schemes that combined
PEKS with Attribute-Based Encryption (PEKS-ABE) for
cloud-based applications. Moreover, this survey demon-
strated that the PEKS-ABE provides efficient data sharing
and searching ability, but it needs to improve the privacy of
user keys. However, they do not also apply it to IloT wherein
to improve the privacy of the user keys, an Edge processing
and storage approach could be utilised.

The following two works focus on improving either SE or
AC for IIoT environments, but they do not combine them.
Chen et al. [28] proposed lightweight searchable encryption
for cloud-based IIoT applications with security improve-
ments. In [56], published in 2020, they improve CP-ABE in
many aspects:

(1) Using a Hybrid Cloud Infrastructure. Public cloud to
store encrypted IoT data and the private cloud to exe-
cute CP-ABE tasks over the data

(2) Guaranteeing Data Privacy at the User Level against
the Private Cloud. The author achieved this by pro-
posing two encryption techniques. These techniques
work by protecting IoT data privacy at the item level
and preventing the user-key leakage problem.

(3) Enabling the private cloud to execute CP-ABE
encryption/decryption tasks in batches and executing
the CP-ABE reencryption tasks regardless of the size
of IoT data, thus improving the performance of IIoT
applications

Chen et al. [28] proposed lightweight searchable encryp-
tion for cloud-based IToT applications with security improve-
ments. To achieve more precise data retrieval, Miao et al. [57]
proposed an improved ABE scheme with multikeyword
search to support simultaneous numeric attribute comparison,
thereby greatly enhancing the flexibility of ABE encryption in
a dynamic IoT environment. Furthermore, attribute-based



multikeyword search schemes were also investigated in [58].
Nevertheless, this CP-ABE scheme inevitably concentrates
on the single authority environment in which a CA essentially
controls all attributes” authorisation. The single authorisation
cannot effectively generate and manage the public/secret keys
in the IToT.

However, these studies did not improve the bandwidth of
data that is outsourced to the cloud, which is important to
minimise the computational cost. Zhang et al. [55] proposed
a lightweight SE-AC scheme by providing lower computa-
tional complexity. Moreover, their framework enhanced pri-
vacy by preventing leakage during data outsourcing to a
cloud server. In summary, they provide fine-grained AC,
multikeyword search, lightweight decryption, and a multi-
authority environment. They provide low latency as well as
improved security against the chosen-keyword attack and
the chosen-plaintext attack. Their LSABE and LSABE-MA
schemes can support single keyword and multikeyword
searching while maintaining the lightweight decryption on
many practical testing platforms (PC, mobile phone, and
Raspberry Pi models). Moreover, their schemes meet the
low-latency requirement of IIoT applications. Therefore,
their schemes are suitable for practical IIoT environments.
However, their work did not consider the accuracy and data
bandwidth, which is regarded as requirements of IIoT applica-
tions. In addition, the encryption time for their schemes is 24
seconds. Simultaneously, latency is an important metric in the
encryption phase for the real-world IIoT environment. Thus,
encrypted privacy-sensitive data must upload to the cloud
immediately. Hence, we identify a gap in extracting the useful
information from the raw data before encrypting them to min-
imise the encryption time and the bandwidth and to improve
the overall performance to meet IIoT requirements.

5. Discussion

Several studies have combined SE with AC to query
encrypted data with different AC policies. However, studies
that combined PEKS and AC mechanisms, such as CP-
ABE, still suffer from low privacy for user keys, high volumes
of data transmission, or a high ratio of error for returned data
(reduced accuracy). Some studies combined these algorithms
in the medical domain to improve the privacy of medical data
and the security level against external and internal attacks.
Furthermore, some systems still have a high computational
cost, which is not practical for a computationally restricted
environment such as IIoT. This high computational cost
prevents studies from meeting the real-time requirement
for the time-sensitive IIoT applications. Therefore, IIoT
applications must minimise the computational cost and
improve performance to meet the near real-time require-
ments. Gebremichael et al. [19] discussed the further
research that needs to be considered in the IIoT applications.
The authors argue that using SE or homomorphic encryption
(HE) can maintain security and privacy for systems that rely
on cloud providers. Besides, SE provides fast and secure data
delivery from the cloud for time-critical applications. Lead-
ing from the above discussion, we identify four research
questions and open challenges as follows:
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(i) RQIL. How do we adopt and deploy a lightweight
version of the Public Key Encryption with Keyword
Search (PEKS) algorithm on both the IIoT devices
and the cloud to achieve a near real-time perfor-
mance that is suitable for time-sensitive IIoT
systems?

(ii) RQ2. How can we introduce, investigate, and evalu-
ate the combination of PEKS and CP-ABE mecha-
nisms in the cloud versus Edge architecture while
achieving the best performance for time-sensitive
IIoT systems?

(iii) RQ3. How do we investigate the performance over-
head for deployment on the Edge vs. the cloud server
on various IToT applications and identify the proper
architecture for each application type?

(iv) RQ4. How to design and develop a framework with
an efficient CP-ABE mechanism and PEKS algo-
rithm tailored to a suitable cloud and Edge deploy-
ment for IIoT systems to provide a secure and
privacy-preserving solution for IIoT systems with
AC support?

6. Conclusions

This study provided an unambiguous literature review that
specifically focused on SE with AC for IIoT in a systematic
manner. We demonstrated that the existing approaches and
articles do not meet all the requirements of IIoT to support
smart factory needs. Our review highlights the efficient com-
bination between AC or CP-ABE and SE or PEKS to preserve
privacy and minimise the execution time. These improve-
ments can assist in taking smart decisions, specifically if
deployed in an cloud-Edge architecture. However, the
remaining open challenges need to be addressed to evaluate
if these solutions can provide an efficient and reliable frame-
work for IToT applications.
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In the process of UAV line inspection, there may be raindrops on the camera lens. Raindrops have a serious impact on the details of
the image, reducing the identification of the target transmission equipment in the image, reducing the accuracy of the target
detection algorithm, and hindering the practicability of UAV line inspection technology in cyber-physical energy systems. In
this paper, the principle of raindrop image formation is studied, and a method of raindrop removal based on generation
countermeasure network is proposed. In this method, the attention recurrent network is used to generate the raindrop attention
map, and the context code decoder is used to generate the raindrop image. The experimental results show that the proposed
method can remove the raindrops in the image and repair the background image of raindrop coverage area and can generate a
higher quality raindrop removal image than the traditional method.

1. Introduction

UAV inspection image is the most important information
carrier in Industrial Internet of Things (IIoT). The purpose
of intelligent inspection can be achieved through the target
detection and fault location of the machine inspection image.
Sometimes there are raindrops on the camera in the process
of UAV line patrol, which will cover the information of the
target object in the background image and reduce the image
quality. Raindrops make the transmission line equipment
absorb a wider range of environmental light when imaging,
and the superposition of these refracted light and the
reflected light of the target object causes the image degrada-
tion. In addition, the camera should focus on the transmis-
sion line equipment when the UAV takes photos during the
line patrol, and the presence of raindrops will affect the cam-
era’s focus, making the image background virtual, and the
image detail information loss is serious, so the follow-up
operation of the machine patrol image with raindrops will
be extremely difficult. Therefore, the existence of raindrops
will lead to the uneven quality of the machine patrol image,
which will affect the extraction and utilization of image infor-

mation and reduce the accuracy and reliability of target
detection.

In the field of image processing, single image raindrop
removal is an extremely complex technology. There are not
many existing methods to carry out relevant technical
research for a long time. These methods can be roughly
divided into traditional raindrop removal methods and
CNN-based raindrop removal methods. The traditional rain-
drop removal methods are divided into filtering and the
learned dictionary plus sparse coding methods. Filtering
includes guided filter [1], improved guided filter [2], multi-
guided filter [3], LO smoothing filter [4], and nonlocal means
filter [5]. The image of raindrop removal generated by filter-
ing is fuzzy, and some raindrops cannot be removed. Fu et al.
[6] use the filter to filter the image containing raindrops to
get the high-frequency and the low-frequency image, use
learned dictionary plus sparse coding to remove raindrops
from the high-frequency image, and then combine the
high-frequency image and the low-frequency image to get
the raindrop image. On this basis, Kang et al. [7] introduced
the raindrop HOG feature and used the K-means clustering
method to cluster the high-frequency images to obtain the


https://orcid.org/0000-0003-2694-8345
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6668771

rain dictionary and the rain-free dictionary and then sparse
coding, respectively, to obtain the high-frequency rain-free
image and the high-frequency raindrop-free image and the
low-frequency image fusion to obtain the raindrop-free
image. The image background obtained by this method is
clearer than that obtained by Fu’s method. Lou et al. [8] pro-
posed a discriminative sparse coding method to remove
image raindrops. This coding method has certain discrimina-
tion ability, which can reduce the error rate of raindrop dis-
crimination and improve the effect of raindrop removal. In
2013, David et al. [9] first used convolutional neural network
for image raindrop removal. Firstly, a sample database con-
taining raindrop-free image pairs was constructed, and the
corresponding image was segmented by a sliding window
with step length of 1. Then, the network was trained by the
mean square error between corresponding image blocks,
and finally, the convolutional neural network model capable
of raindrop removal was obtained. After that, Fu [10, 11] and
others fused the convolution neural network and image
decomposition, using the convolution neural network to
extract the raindrop feature in the image, as the raindrop fea-
ture in the high-frequency component to achieve the rain-
drop removal in the high-frequency component, and
eventually improve the quality of the raindrop removal effect
image.

Through the research on the existing methods, we found
that most of the traditional methods of raindrop removal are
based on the model. The traditional model is used to describe
raindrops, rain lines, and background images, respectively,
and with the corresponding algorithm, using step by step
iterative optimization to remove the raindrop. The tradi-
tional method is not ideal for the image processing with
dense raindrops; the background image covered by raindrops
cannot be repaired precisely. The method based on convolu-
tion neural network can fully extract the feature information
of the image, and the effect of using this method to remove
the raindrop is better.

However, with the increase of network depth, the net-
work is prone to overfitting, and the effect of raindrop
removal is difficult to be further improved. In view of the
shortcomings of the above algorithm, this paper analyzes
the principle of raindrop image generation and then dis-
cusses the basic structure of GAN. On this basis, the raindrop
image generation model is integrated into the GAN, and a
raindrop removal method based on the GAN is proposed.
The raindrop image obtained by this method is closer to
the real image.

2. Single Image Raindrop Removal Model

2.1. Image Generation Model with Raindrops. In the process
of image raindrop removal, the raindrop image is usually
modelled as a linear combination of background image and
raindrop layer, and the mathematical expression is shown
as equal

I(x) = (1-M(x)) ®B(x) + R(x). (1)

I represents the raindrop image taken by the UAV during
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the line patrol, x is the pixel position in the image, and B is
the background image, that is, the UAV takes clear transmis-
sion line equipment. R is the impact of raindrops on the
image, and M is the binary mask, which is used to represent
the impact of raindrops on the background image.

2.2. Generative Adversarial Networks. In recent years, with
the continuous development of deep learning, scholars put
forward the generative adversarial network (GAN), which
has good performance in dealing with complex data distribu-
tion and is one of the most promising methods in the field of
unsupervised learning. The model contains generating mod-
ule and discriminating module. In the aspect of image resto-
ration, by the game between the two modules, high-quality
images can be output.

The core idea of GAN is game. The generation model is
used to generate a realistic sample, and the discrimination
model is used to judge the authenticity of the generated
image. The discrimination network needs to be able to distin-
guish whether the input image is a real picture or a picture
generated from the generated network. If it is a real picture,
output 1; otherwise, output 0. The network generates new
pictures according to the pattern of the real pictures. By play-
ing games with the discrimination network, the quality of the
generated pictures is as close to the real pictures as possible so
that the discriminator cannot recognize the image from the
generator. In order to achieve this function, the generation
network and the GAN need to be trained alternately and
iteratively.

Learning complex data distribution quickly is the strong
point of GAN. Also, the network does not need complex con-
straint functions, and the whole learning process does not
need human intervention. Another feature of GAN is that it
can update the loss function of the network by itself depend-
ing on the distribution of sample data. In the process of train-
ing the generative adversarial network, the discriminative
network can be used as the loss function of the generative
network, which plays a role of supervision and guidance for
the optimization of the generated network. The process of
judging network parameter updating is also the process of
optimizing the network loss function.

2.3. Raindrop Removal Model Based on Generative
Adversarial Network. Same as the basic structure of GAN,
the raindrop model based on generative adversarial network
mainly includes generative network and discriminative net-
work. Under the guidance of attention map, clear and real
raindrop removal images are generated as far as possible.
The overall architecture of raindrop removal network is
shown in Figure 1. The improved generative network and
discrimination network will be described in detail below.

The whole loss function of raindrop model based on
GAN is shown in

mén r%ax{]:'—:I%Pclean [lOg (D(R))} + EI~Praindrop [lOg (1 - D(G(I)))] }’

(2)

where G stands for generating network and D stands for
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F1GURE 1: Diagram of the improved generative network consists of two subnetworks: attention recurrent network and context autoencoding

decoding network.

discriminating network. I is the image with raindrop, G(I) is
the image after raindrop removal, and R is the real sample
without raindrop.

2.3.1. Improved Generative Network. As shown in Figure 1,
the improved generative network consists of two subnet-
works: attention recurrent network and context autoencod-
ing decoding network. LSTM network is included in the
attention recurrent network [12], which generates attention
map by cyclic iteration. Attention map contains the location
and shape information of raindrops in raindrop image,
which guides the context codec to focus on raindrops and
their surrounding areas.

(1) Attention Recurrent Neural Network. The attention recur-
rent network is used to locate the target area in the visual
attention model to improve the accuracy of target recogni-
tion [13-16]. Inspired by this, this paper applies this struc-
ture to the raindrop removal network and uses the visual
attention guidance generative network and distinguish net-
work to find the location of raindrops in the image. As shown
in the generator part of Figure 1, the attention recurrent net-
work consists of four circulation modules, each of which con-
tains a packet residual network [17, 18], an LSTM unit, and a
convolution layer, wherein the residual module is used to
extract the raindrop feature information from the input
image and the attention map generated by the previous
recurrent module, and the LSTM unit [19, 20] and the convo-
lution layer are used to generate a 2D attention map.

Binary mask plays a key role in the generation of atten-
tion map. There are only two numbers 0 and 1 in the mask.
0 means there is no raindrop in this pixel, and 1 means there
is raindrop in this pixel. The mask image and the raindrop
image are input into the first recurrent module of the atten-
tion cycle network for the generation of the initial attention

map. The mask image is obtained by subtracting the clear
image from the image with raindrops and then setting a cer-
tain threshold value to filter. Although the obtained mask
image is relatively rough, it has a great effect on the genera-
tion of fine attention map. The biggest distinction between
attention graph and mask graph is that the mask graph only
contains 0 and 1, and the value of attention graph is [0, 1].
The larger the median value of the attention graph indicates
that the more attention should be paid to the pixel, that is, the
more likely there are raindrops at the pixel. Even in the same
raindrop area, the value of attention map will be different,
which is related to the shape and thickness of raindrops
and also reflects the influence of raindrops on different pixels
of background image.

The attention recurrent network contains a LSTM (Long
Short-Term Memory). The LSTM unit includes an input gate
i,, a forgetting gate f,, an output gate o,, and a unit status C,.
The interaction between state and gate in time dimension is
defined in

ii=o(Wyu X, + Wy +H_ +W,;0C,_, +b,),
fi=0(Wy* X, + Wy s H + W, 0Cp, +bg),
C,=f,0C_ +i,0tanh (W, + X, + W, .« H,_, +b,),
H,=o0,0tanh (C,),
(3)

where X, is the image feature generated by the residual net-
work, C, represents the state feature to be transferred to the
next LSTM unit, H, is the output feature of LSTM unit, ©
is matrix multiplication, and * is convolution operation.
The input of the generated network is an image pair with
the same background scene, one with raindrops and one
without raindrops. The loss function of each recurrent
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FIGURE 2: Raindrop removal image and attention map.

module is defined as the mean square error (MSE) between
the output attention map and the binary mask M. For recur-
rent cycle network, the front-module loss function is given a
smaller weight, and the back-module loss function is given a
larger weight. The loss function is shown in

Lyrr({A}, M) = Z;QI\HLMSE(AP M), (4)

where A, is the attention graph generated by the cyclic net-
work in time step t. A, = ATT,(F,_;,H, ;,C,;), F,_; repre-
sents the fusion of the image with raindrops and the output
attention map of the previous recurrent unit. In the whole
recurrent network, the larger N is, the finer attention map
is generated. But the larger N is, the more memory is needed
to store the intermediate parameters. It is found that the net-
work efficiency is the highest when N =4,0=0.8.

(2) Context Automatic Encoder-Decoder. The input of the
context auto codec is the attention map generated by the
raindrop image and the attention recurrent network. The
raindrop removal and background restoration are achieved
under the guidance of the attention map. There are 16
conv-relu modules in the context autoencoder-decoder. The

structure of coding and decoding is symmetrical. Skip con-
nection is added between corresponding modules to prevent
the image from being blurred. There are two loss functions
used in the context autoencoder-decoder, multiscale loss
and perceptual loss. Multiscale loss function extracts image
feature information from different layers of decoder and
makes full use of multilevel image information to optimize
the model to obtain clear image of raindrop removal. The
multiscale loss function is defined as

Ly ({S},{A}) = Z AiLyse (Si’ ANi)’ (5)

i=1

where S, represents the image features extracted from the i-th
layer of the encoder, Ay represents the real image which has

the same scale with S;, and {),}| is the weight of different
scales. The design of loss function pays more attention to fea-
ture extraction on large-scale image, and the smaller size
image contains less information which has little influence
on model optimization. The output image sizes of the last
layer, the last third layer, and the last fifth layer of the decoder
are 1/4, 1/2, and 1 of the original sizes, respectively, and the
corresponding weights A are set to 0.6, 0.8, and 1.0.
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FIGURE 3: Raindrop removal image and attention map.

TaBLE 1: PSNR and SSIM of deraindrop image.

Method PSNR SSIM
Yang raindrop removal method 19.1538 0.7128
Fu raindrop removal method 19.8693 0.8176
Raindrop removal based on GAN 31.5710 0.9023

In addition to the pixel-based scale loss, this paper also
increases the perceptual loss [21] to obtain the global differ-
ence between the output of the automatic context encoder-
decoder and the corresponding clear picture. Perceptual loss
measures the difference between the raindrop removed
image and the real image from the global perspective, which
will make the raindrop image closer to the real sample. The
image global information can be extracted by vgglé, and
the network pretraining needs to be completed on the Ima-

geNet data set in advance. The perceptual loss function is
defined as

Lp(O, T) = Ly (VGG(O), VGG(T)). (6)

VGG is a pretrained CNN, which can complete the fea-
ture extraction of a given input image. O is the output image
of the automatic encoder, O=G(I), and T is a real image
sample without raindrops. To sum up, the loss function of

the generated network is defined as

L =10"Laan(0) + Larr({A}, M) + Ly ({8}, {A}) + Lp(O, T),

(7)

where L, (0) =log (1 - D(0)).

2.3.2. Improved Discrimination Network. The function of dis-
criminating network is to distinguish true and false samples.
The discriminator in GAN usually uses global discriminator
[22-24]. Determine the difference between the image output
by the generator and the real sample. Only using global infor-
mation to judge whether the image is true or false is not con-
ducive to the restoration of local image information by
generating network. For image raindrop removal, this
method hopes to restore the details of the image as much as
possible, so as to carry out the subsequent target detection
work. The existing discrimination network cannot be used
directly. Therefore, this paper combines the global discrimi-
nator and the local discriminator to determine the true and
false output samples of the generated network together.

The use of the local discriminator is based on knowing
the location information of raindrops in the image. The
attention map is generated in the attention cycle network of
the image restoration stage, which solves the problem of
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TaBLE 2: Target detection results.
Tower failure Small size fittings Ground conductor failure Insulator failure
Method (AP) (AP) (AP) (AP) mAP
Yang raindrop removal method 0.5164 0.4436 0.5019 0.5482 0.5025
Fu raindrop removal method 0.5548 0.4931 0.5326 0.5931 0.5343
Raindrop removal based on 0.7684 0.5689 0.6143 0.6849 0.6591

GAN

location of raindrops in the image. Therefore, attention map
can be introduced into the discriminator network to guide
the local discriminator to automatically find the raindrop
area in the image. CNN is used to extract features from the
inner layer of the discriminator. At the same time, it also
extracts features from the raindrop image generated by the
generator. Then, the loss function of the local discriminator
is formed by combining the obtained feature image and
attention image. The existence of attention map will guide
the discrimination network to pay more attention to the rain-
drop area in the image. In the last layer of the discrimination
network, the full connection layer is used to judge the
authenticity of the input image. The overall structure of the
discrimination network is shown in the lower right part of
Figure 1. The whole loss function of the discrimination net-
work can be expressed as

Lp(O,R, Ay) =—-1log (D(R)) —log (1 -D(0)) +yL,,,,(O, R, Ay),

(®)

map (

where y is 0.05, the first two terms of the formula are the loss
function of the global discriminator, L,,,, represents loss
function of local discriminator, and the loss function of local
discriminator is shown in

Lmap(o’ R’ AN) = LMSE (Dmap(o)’ AN) + LMSE (Dmap (R)’ 0) .
(©)

Dy, represents the two-dimensional attention mask

function generated by the discrimination network, and R
represents the sample image extracted from the real and clear
image database. 0 represents the attention map with only 0
value, which represents there is no raindrop in the real image,
so attention map is not required to guide the network to
extract features.

The discriminant network in this paper consists of seven
convolution layers, the core of which is (3, 3), the full connec-
tion layer is 1024, and the single neuron uses the Sigmoid
activation function.

3. Model Training

3.1. Data Set Formation. For the training of raindrop removal
network proposed in this paper, a set of transmission line
equipment image pairs is needed. Each pair of images con-
tains exactly the same background scene, one of which con-
tains raindrops and the other has no raindrops.

Error reporting in order to make the method proposed in
this paper suitable for the image raindrop removal in the
scene of UAV line patrol, this paper simulates the real scene
of transmission line as much as possible when making the
data set. UAV carries two cameras with two identical glasses
when making the data set, one to spray water and the other to
keep clean. Spray water on the glass plate to simulate rain-
drops on the camera in rainy days. The thickness of the glass
plate is 3 mm. Set the distance between the glass and the cam-
era to 2 to 5cm to produce different raindrop images and
minimize the reflection effect of the glass. During the shoot-
ing process, keep the relative position of the camera and the
glass lens unchanged, and ensure that the background images
taken by the two cameras are the same. Also, ensure that the
atmospheric conditions (such as sunlight and cloud) and the
background objects should be static during the image acqui-
sition process. Finally, 2000 pairs of images including trans-
mission line equipment scenes were taken.

3.2. Raindrop Removal Online Training Details. The 2000
pairs of pictures in the data set are allocated according to
8:2, among which 1600 pairs are used as model training sets
and 400 pairs are used as model test sets. The super parame-
ters of the model are set, in which the initial learning rate is
set to 0.001, the batch size is set to 16, and the number of iter-
ations is set to 40000. Using Adam optimization algorithm, it
is found that the rate of gradient descent is relatively low in
the process of training. Therefore, it is changed to momen-
tum optimization algorithm, and it is found that the conver-
gence speed of the model is significantly faster. After 40000
times of iterative training, the model is verified by test set,
and it is found that the raindrop model based on the network
of resistance generation has good portability.

4. Experiment Results

4.1. Comparison of Effect Pictures of Raindrop Removal. Ran-
domly select a picture from the image data set containing
raindrops for raindrop removal, and the results are shown
in Figures 2 and 3.

The background image in Figures 2 and 3 is the tower
and insulator string; Figures 2(a)-2(f) and Figures 3(a)-3(f)
are the original image, the raindrop removal image, and the
attention map generated by four recurrent networks, respec-
tively. The original image contains dense raindrops. The
raindrop removal method proposed in this paper can remove
most of the raindrops in the image and repair the back-
ground image of the raindrop covered part. It can be seen
from the attention map that the location and size of
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raindrops in the original image can be clearly determined.
From the comparison of Figures 2(a) and 2(b) and
Figures 3(a) and 3(b), it can be seen that the contrast, bright-
ness, and target edge information of the raindrop removal
image and the original image are basically the same.

4.2. Comparison of Raindrop Removal Image Indexes. Ran-
domly select a picture from the data set containing raindrops,
use Yang raindrop removal method [25-27] and the method
proposed in this paper to remove raindrops, and calculate the
PSNR value and SSIM value of the two methods to obtain the
image; the results are shown in Table 1.

It can be seen from Table 1 that the PSNR and SSIM of
the image obtained by the method proposed in this paper
are higher than those of Yang and Fu, which indicates that
the similarity between the raindrop image obtained by the
method proposed in this paper and the original clear back-
ground image is higher, which proves that the effect of the
raindrop method based on the generated antinetwork is bet-
ter than that of Yang and Fu.

4.3. Target Detection Result Comparison. Randomly select 50
inspection images of transmission line with raindrops
including tower fault, small size hardware fault, ground wire
fault, and insulator fault from the test set. Yang’s raindrop
removal method and the raindrop removal method proposed
in this paper are, respectively, used for image raindrop
removal. The Faster Renn target detection algorithm is used
to detect the device defect target of raindrop image, Yang
raindrop image, and raindrop image of the method proposed
in this paper. Then, calculate the AP value of four kinds of
faults and the mAP value of each group of images, respec-
tively. The results are shown in Table 2.

From the AP value and the mAP value in Table 2, it can
be seen that the target detection accuracy of the image after
raindrop removal is higher than that without image enhance-
ment. At the same time, the proposed method is better than
the previous methods in the aspects of raindrop removal
and image restoration.

5. Conclusion

The discrimination network uses a combination of global
and local discriminators to distinguish the generated rain-
drop images. Using the test set in this paper to test the model,
the experiment shows that the method proposed in this paper
can completely remove the raindrop in the image and repair
the background image, and the raindrop image is closer to
the real image. Using the method in this paper to process
the image raindrop can restore the image details and improve
the accuracy of the target detection algorithm.
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In the edge environment, the multiobjective evolutionary algorithm based on decomposition (MOEA/D) has been widely used in
the research of multitarget firepower resource allocation. However, as the MOEA/D algorithm uses a fixed neighborhood update
mechanism, it is impossible to rationally allocate computing resources based on the difficulty of each subproblem optimization,
which results in some problems such as reduced population evolution efficiency and poor evolution quality during the
calculation process. In order to solve these problems, a decision mechanism for subproblems and population evolution stages is
designed, and on this basis, a MOEA/D algorithm based on the neighborhood adaptive adjustment mechanism is proposed to
adapt to the edge environment. The optimization model of multiobjective firepower resource allocation based on the
maximization of damage effect and the minimization of strike cost is constructed and solved. Using the ZDT series of test
functions for comparative experiments, the simulation results show that the proposed algorithm can balance the distribution

and convergence of population evolution and obtain satisfactory optimization results.

1. Introduction

In the edge environment, due to the limited computing
resources of edge clients, the allocation of firepower
resources based on factors such as battlefield situation,
weapon performance, and combat objectives reasonably
deploying and allocating various types and quantities of
weapons and equipment to obtain the best combat effect is
an important part of combat planning [1]. The firepower
resource allocation optimization problem in edge environ-
ment usually constructs a single-objective firepower resource
allocation optimization model based on the damage proba-
bility objective function, using heuristic genetic algorithm
[2], simulated annealing genetic algorithm [3], particle
swarm algorithm [4], and ant colony algorithm to solve

the model. In practical problems, the objective function
that only considers the single factor of damage probability
is obviously not realistic. Literature [5] establishes inter-
ception benefit maximization and loss minimization
models and used multiobjective quantum behavior particle
swarm algorithm with a single/dual potential trap to solve
the model. Literature [6] uses a genetic algorithm based on
reference point nondominated sorting to solve the optimi-
zation problem of multispace-based ground strike weapon
multitarget firepower resource allocation. Literature [7]
uses the multitarget discrete particle swarm-gravity search
algorithm (MODPSO-GSA) to achieve the solution of the
multitarget allocation model of coordinated air combat
weapons. The decomposition-based multiobjective evolu-
tionary algorithm decomposes the high-dimensional and
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complex multiobjective optimization problem into multiple
single-objective subproblems by referring to the decomposi-
tion strategy in mathematical programming and optimizes
the subproblems separately. It has the advantages of high
algorithm efficiency and simple operation [8, 9].

The MOEA/D algorithm has been used in the study of
multitarget firepower resource allocation in edge environ-
ment. Literature [10] comprehensively considers the influ-
ence of factors such as weapon type, target number, and
damage probability and uses the MOEA/D algorithm as
the framework to construct the WMOM/D algorithm for
solving the multitarget fire distribution model. Simulation
experiments prove that the WMOM/D algorithm has the
advantage of solving the problem of small-scale fire distri-
bution. Literature [11] applies the MOEA/D algorithm to
the multiobjective fire optimization problem of aircraft
carrier formation antisubmarine warfare and proposes
the GD-MOEA/D algorithm combining differential evolu-
tion and Gaussian mutation operation, which greatly
improves the speed of solving the problem and the quality
of the solution. Literature [12] integrates the MOEA/D
algorithm with the multilevel coevolutionary algorithm
and uses the multilevel cooperative MOEA/D algorithm
to solve the multiobjective optimization model of the joint
fire strike target assignment problem. The simulation
experiment proves that the algorithm has good conver-
gence and uniformity.

However, because the MOEA/D algorithm uses a fixed
neighborhood update mechanism, the ability to reasonably
allocate computing resources is low especially in the edge
environment with limited computing resources. So the prob-
lems such as reduced population evolution efficiency and
poor evolution quality will occur in the calculation process.

To this end, this paper considers the impact of subprob-
lems and the degree of population evolution on the perfor-
mance of the algorithm, designs the decision mechanism
for subproblems and population evolution stages, and pro-
poses a MOEA/D algorithm based on the neighborhood
adaptive adjustment mechanism. Compared with the tradi-
tional MOEA/D algorithm, the NAAM-MOEA/D algorithm
can better balance the convergence and distribution and
improve the quality of the solution.

In the simulation experiment, the NAAM-MOEA/D
algorithm was compared with the MOEA/D algorithm, the
MOEA/D-DE algorithm, and the NSGA-III algorithm. The
algorithm running time was reduced by 82.1%, 108.1%, and
153.6%, respectively; the GD value was reduced by 84%,
59%, and 35%, respectively; and the IGD value of the algo-
rithm was reduced by 75%, 56%, and 40%, respectively.

The main innovations of this article are summarized as
follows:

(1) Aiming at the defects of the traditional MOEA/D
algorithm’s fixed neighborhood update mechanism
in solving the multiobjective fire resource allocation
problem, a MOEA/D algorithm based on the neigh-
borhood adaptive adjustment mechanism is pro-
posed, which greatly improves the efficiency and
quality in edge
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(2) A method for judging the evolution stage of the pop-
ulation based on the attribution of the weight vector
and the degree of evolution of the subproblems is
proposed, which provides a reliable basis for judging
the evolution state of the population

(3) Based on the population evolution stage judgment
method, a neighborhood adaptive adjustment mech-
anism is constructed and used in the MOEA/D algo-
rithm to improve the convergence and distribution of
the algorithm

The organizational structure of the paper is as follows:

Firstly, the related work is discussed in Section 2. Then,
the optimization model of firepower resource allocation in
edge environment is established in Section 3.1, the construc-
tion and decomposition of subproblems are discussed in Sec-
tion 3.2.1, the shortcomings of traditional MOEA/D
algorithm are analyzed in Section 3.2.2, and a mechanism
for judging population evolution state is proposed in Section
3.2.3. The neighborhood adaptive adjustment mechanism is
proposed in Section 3.2.4 and the steps of the NAAM-
MOEA/D algorithm are summarized in Section 3.2.5. Finally,
the simulation experiment is carried out in Section 4, and the
performance of the algorithm is tested.

2. Related Work

In order to improve the performance of traditional MOEA/D
algorithms in edge environment, researchers have proposed a
variety of improved algorithms. The MOEA/D-DE algorithm
proposed in literature [13] uses a difference operator instead
of an evolution operator to enrich the diversity of the popu-
lation, but the difference operator used by the algorithm is
only applicable to a population of a specific size. The
MOEA/D-DRA algorithm proposed in literature [14] allo-
cates corresponding computing resources according to the
complexity of specific problems and improves the perfor-
mance of the algorithm by dynamically adjusting resource
allocation; however, the proposed resource allocation criteria
also have certain limitations. The MOEA/D-GL algorithm
proposed in literature [15] embeds the grouping and statisti-
cal learning mechanism in the traditional MOEA/D algo-
rithm, which prevents the population from falling into local
optimization and improves the diversity of the population,
but the overall performance improvement of the algorithm
is not significant. The CD-MOEA/D-DE algorithm proposed
in literature [16] controls the operation process of the algo-
rithm by formulating control parameters 0 and balances the
performance of a multiobjective optimization problem solv-
ing and adaptive ability; however, the algorithm has a certain
randomness in the value of the control parameter d and does
not have universal applicability.

In addition, the researchers have proposed many spe-
cific improvement measures for the shortcomings of the
fixed neighborhood update mechanism of the MOEA/D
algorithm in solving multiobjective optimization problems
especially in the edge conditions with limited computing
resources; however, the article does not elaborate on the
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mechanism of how the neighborhood size affects the per-
formance of the MOEA/D algorithm. Literature [17]
points out that the size of the neighborhood will have an
important impact on the performance of the MOEA/D
algorithm, which provides important research directions
for subsequent researchers. Literature [18] believes that
different multiobjective optimization problems require dif-
ferent neighborhood sizes, and that the same multiobjec-
tive optimization problem also requires different
neighborhood sizes at different stages of the algorithm,
and proposes the ENS-MOEA/D algorithm with neighbor-
hood adaptive adjustment capability; however, the ENS-
MOEA/D algorithm may fall into local optimization in
the later stage of operation. The ADEMO/D-ENS algo-
rithm proposed in literature [19] combines the adaptive
differential evolution algorithm with the variable neighbor-
hood decomposition method to achieve the optimization
of the algorithm. The MOEA/D-AGR algorithm proposed
in literature [20] introduces an adaptive global replace-
ment strategy in the neighborhood update method, which
makes up for the shortcomings of the traditional
MOEA/D algorithm in terms of global search capabilities.
The MOEA/D-NMO algorithm proposed in literature
[21] combines mutation strategies with different character-
istics and neighborhoods of different sizes to select the
best evolutionary combination to ensure the convergence
of the algorithm while maintaining the diversity of the
algorithm. The algorithms proposed in literature [19], lit-
erature [20], and literature [21] have all made improve-
ments to the fixed field, but they all have certain
limitations in application.

Although the current improved methods for fixed neigh-
borhoods have improved the performance of traditional
MOEA/D algorithms, the neighborhood adaptive strategies
used by these algorithms do not consider the impact of pop-
ulation evolution on neighborhoods. Literature [22] proposes
a neighborhood adaptive adjustment mechanism based on
population evolution stage and individual fitness value, so
that every individual has a corresponding neighborhood
value at different evolution stages, but its neighborhood
adjustment method does not consider the evolution status
of the subproblems. Although the MOEA/D-ANS algorithm
proposed in literature [23] adopts the ANS mechanism that
adaptively adjusts the size of the neighborhood according to
the evolution state of the population and subproblems, it
can balance the convergence and distribution of population
evolution, but it does not give a clear method on the statisti-
cal evolution of the number of better subquestions.

3. Method

3.1. Optimization of Fire Resource Allocation Model. The
multitarget firepower resource allocation optimization prob-
lem in the edge environment can be described as follows: on
the basis of satisfying the maximum damage effect and the
minimum combat cost, determine the number of various
weapons and equipment used to strike specific targets to
obtain a feasible combat plan.

Set the target set of the enemy’s combat system as D = {
Dy, D,, -+, Dy }; D; represents the i-th target. There are a
total of N types of weapons available for use.

B={By,B,, -+, By}, and B; represents the j-th types of
weapons. If there is a total of M; class to choose from the j
-th type of weapons, then B; = {B;,B]z,B;, ‘-‘,B?/Ij}. Select
the j-th weapon in the weapon set B to strike the i-th target
in the target set D; the probability of the target being
destroyed is p;; and the cost of each use of the j-th weapon
is C;. Suppose that the damage ability of the j-th type of
weapons to target D; is

M;

P=1- H(l —mgpij). (1)

n=1

Among them, only when the j-th type of weapons of class
n weapon is used to strike target D;, there is mj; = 1; other-
wise, mj; = 0. The purpose of firepower resource allocation
is to maximize the damage effect under limited conditions.
It is necessary to consider the priority of attacking the targets
with high importance. Therefore, the calculation model of
damage capability can be defined as

Tl @

n=1

max f(x) = Y Y e,

=1 j=1

-

Among them, w; is the importance of the i-th target.
In addition, the minimum operational cost calculation
model is defined as follows:

min C(x) = Z Y m;C;. (3)

The constraints of the model are as follows:

(1) Damage lower bound constraint: if the target is to be
destroyed to a certain extent so that it will lose certain
combat capability, it is necessary to reach its damage
lower bound. If the damage lower bound of target i is
defined as f3;, then

M;

P=1- H(1-mg.p,.j) >, (4)

n=1

(2) Constraints on the number and types of weapons used:
it is stipulated that one weapon can only attack one
target at most:

j=1,23,Nn=1,2,3,M, (5)



It is stipulated that one type of weapon can only attack
one type of target:

mi<l, i=1,2,3,,Mn=1,23-M, (6)

M=

I
—

J

In summary, the multiobjective firepower resource allo-
cation optimization model can be defined as

max f(x) = ﬁiwl j( m;;pij)],

i=1 j=1 j=1
M N M
min C(x) = ZZ mf]CJ,
i=1 j=1 n=1
s.t.
u 7)
Yomi<l, j=1,2,3,-N,n=1,23-M,
i=1

N
Z mi<l, i=1,2,3,,Mn=1,23-M,

M;

(1 - m?jpij) > /3]..

=1

=

3.2. Detailed Introduction of NAAM-MOEA/D Algorithm

3.2.1. Construction and Decomposition of Subproblem. The
core of constructing the subproblem of the MOEA/D algo-
rithm is to construct the weight vector of an objective func-
tion subproblem. Suppose the weight vector of the
subproblem of the objective function is

, (r—-1 N-r (8)
=\N-rN-y)

In the formula, N is the number of subproblems after
decomposition, r=1,2, -+, N.

The core of the MOEA/D algorithm is the decomposition
operation, usually using aggregate functions to decompose
the multiobjective constraint problem into single-objective
subproblems. Commonly used decomposition methods are
weighted sum method, Chebyshev method, and boundary
crossing method based on penalty. This paper adopts the
Chebyshev method, and its decomposition principle is

g9“(xle", 27) = max{g]|f,(x) - Z{ }. ©)

1<i<m

Among them, ¢* = {¢], ¢, -, ¢} } is the weight vector
corresponding to the subproblem r. Z* = {Z],Z;,--, Z; } is
the ideal point. f,(x) is the i-th objective function, and ¢! is
the i-th component of the weight vector ¢". Z; is the i-th
component of the ideal point Z*.

The single-objective optimization function of the i-th
subproblem of objective function constructed by the Cheby-
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shev method can be expressed as follows:

59115}. (10)

Ci

gy’ 2) = KKM{%

In the formula, f;(x) is the i-th objective function, Z is the
reference vector, Z; is the i-th component of the reference
vector Z, y" is the weight vector, and y7 is the i-th component
of the weight vector y".

3.2.2. Defects of Traditional MOEA/D Algorithm. The
MOEA/D algorithm maintains the power of population evo-
lution from the update strategy of the neighborhood. The
parent gene of an individual comes from the neighborhood,
and it adopts a coevolution model based on neighborhood
update. The evolution of an individual is carried out on the
basis of the neighborhood. While evolving by itself, it drives
the evolution of other neighborhoods by optimizing other
individuals in the neighborhood. The MOEA/D algorithm
uses a fixed neighborhood strategy. For different subprob-
lems, the MOEA/D algorithm divides it into a neighborhood
of the same size. In fact, the computational complexity of
each subproblem in the objective function is different. The
subproblems have different requirements for the size of the
neighborhood at different stages. The size of the neighbor-
hood has a very important impact on the evolution of the
subproblems. When the size of the neighborhood is large,
the probability of other individuals in the neighborhood
being replaced by offspring individuals increases, and the
population convergence speeds up, but the distribution of
the population will become worse as the neighborhood size
increases, making it easy for the algorithm to fall into local
find the best. When the size of the neighborhood is small,
the probability of other individuals in the neighborhood
being replaced by offspring individuals decreases, the popula-
tion convergence speed slows, the algorithm convergence
decreases, and the overall evolution speed of the population
decreases accordingly.

3.2.3. Judging Mechanism of Population Evolution State.
From the previous analysis, we can see that in the MOEA/D
algorithm, subproblems and populations have different
requirements for neighborhood size at different evolution
stages. Then, how to judge the evolution state of the popula-
tion and whether it can find a mechanism that can effectively
evaluate the evolution stage of the population is the core
problem that the new algorithm needs to solve.

Some scholars propose to use the individual density of
subproblems to assess the degree of population evolution.
The individual density of the subproblem is equivalent to
the number of individuals in the subinterval. If the individual
density of the subproblem is smaller, the surrounding indi-
viduals are denser, the better the degree of evolution of the
individual is, and the greater the probability of the problem
being solved. If the individual density of the subproblem is
smaller, the surrounding individuals are sparser, then the
degree of evolution of the individual is smaller, and the prob-
lem is less likely to be solved.
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Input: the threshold d,,, w,,, €,,; M’ ; is the attribution judging mechanism of weight vector; JM!  is the subproblem evolution degree

wei
judgment mechanism; JM

i _ is the population evolution degree judgment mechanism; d,; is the distance between the weight vector

0]
and the individual; w is thpe lilumber of individuals owned by the weight vector; € represents the number of subproblems with better
evolution.

Output: the population evolution state
1 Determine the attribution of the weight vector;
2 ford,; <d,,do
JM! , = 1; determine that the individual belongs to the weight vector
else do]M! ;=0
3 Calculate the number of individuals owned by the weight vector: w = Y& JM _;
Determine the degree of evolution of subproblems;
5 forw>w,, do
JM! , =1 and determine the degree of evolution of subproblems is better
else doJM! | = 0;
6 Calculate the number of subproblems with better evolution: £ = ¥X JM
Determine the evolution stage of the population;
8 fore>¢,, do
]M;OP =2 and determine that the current population evolution degree is too fast, belonging to an overevolution state;
else fore < ¢, do
]M;Op =0 and determine that the current population is slowly evolving and belongs to a state of lagging evolution
else for e=¢,,, do

IM;Op =1 and determine that the current population has a good evolution speed and belongs to a normal evolutionary state

'S

i
sub

~

9 end

ALGorITHM 1: Judgment mechanism of population evolution status.

Input: the initial population X = {x,, x,, ---, x,, }; the size of the initial neighborhood corresponding to the subproblem within the pop-
ulation T ={T, Ty, -+, T, }; the population initial neighborhood T,
Output: the size of the neighborhood corresponding to the subproblem within the population T, = {Tg, T, ---, T, }, the current
population size T*.
1 Initialize: T* =T;=T,.
2 evolution
3 forx; € Xdo

Take x; corresponding to the individuals in neighborhood B(i) = {i,, i,, -+, i } to perform crossover and mutation opera-
tions to obtain offspring individuals;
4 Determine the degree of evolution of the subproblems and the evolution status of the population according to the mechanism pro-
vided in Section 3.2.3;
5 Neighborhood adaptive adjustment
6 forJM!, =1,do

The evolution of the previous generation is fast and uses formula (11) to appropriately reduce the current neighborhood size

T;

else forJM’ , =0, do

The evolution of the previous generation is slow and uses formula (11) to appropriately increase the current neighborhood
size T;
7 for]M;,, =1,do

The evolution rate of the previous generation population is moderate;

else for]M;op =2,do

The evolution rate of the previous generation population is fast and uses formula (12) to appropriately reduce the current
population size T*;

else for]M;op =0, do

The evolution rate of the previous generation population is slow and uses formula (12) to appropriately increase the current
population size T*;
8 Output T, ={T,, Ty, T} and T*.

ArLgoriTHM 2: Neighborhood adaptive adjustment mechanism.
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bility p_; probability of population variation p,;
Output: optimal plan for firepower resource allocation
1 Initialize

2 EP=¢

3 Initialize population individuals x;, x,, -+, X3

4 Generate weight vector P> Pyseees PN

6 Initialize the ideal point Z* = (Z,, Z,, ..., Z,,)";
7  Evolution
8 fori=1,2,---,N, do

to the subproblem;
15 Update neighborhood B(i)
for eachj € B(i)
ifg“’s(y'|/\j,z) < g“’s(xj|/\j, z) then
¥ =y, EVi=F(y)
end
end

17 end
18 Stop operation

not met, it returns to Step 7.

Input: optimal model of multiobjective fire resource allocation; termination criteria; population size N; population crossover proba-

5 Calculate the Euclidean distance between any two weight vectors. For each weight vector, find the T nearest weight vectors to form
its neighborhood. i=1,2, ---,N and B(i) = {i, i}, -~ iy }. Among them, ¢, ,¢, ..., ¢, are the T weight vectors closest to ¢;;

9 Crossover and mutation: randomly select two individuals in B(i) to perform crossover and mutation operations to obtain off-
spring individual y;
10 Update ideal point Z*
11 for eachj=1,2,---, m.
ifZ; <f;(y), thenZ; = f.(y)
end
12 Set adaptive neighborhood
13 Judge the subproblems and the evolution status of the population through the criteria provided in Section 2.1;
14 Use the method provided in Section 2.2 to obtain the population neighborhood T* and the neighborhood T corresponding

16 Remove all individuals dominated by F(y') in EP and add individuals not dominated to EP at the same time;

19  After the algorithm evolves to the maximum algebra G_max, it stops and outputs the optimal solution. If the stopping condition is

ArcoriTaM 3: The framework of NAAM-MOEA/D algorithm.

TaBLE 1: Optimization model parameters of firepower allocation
resources.

Project W1 w2 W3 W4 Importance
T1 0.82 — — — 0.22

T2 — 0.95 — — 0.31

T3 — — 0.87 — 0.28

T4 — — — 0.85 0.19
Unit cost 5 10 8 4 —
Total number 10 10 10 10 —

Some scholars propose that if the distance between the
subproblem and a certain solution in space is used as the
evaluation criterion, if the distance between them is relatively
close, it can be judged that the solution belongs to the sub-
problem. In the spatial coordinate system, the solution corre-
sponds to the individual in the coordinate system, and the
subproblem corresponds to the weight vector. Therefore,
the problem of determining the attribution of the solution
can be transformed into the problem of finding the distance
between the weight vector and the individual.

This paper proposes a mechanism for evaluating the evo-
lutionary stage of a population (see Algorithm 1):

3.2.4. Neighborhood Adaptive Adjustment Mechanism. In
order to meet the needs of balancing the convergence and
distribution of the MOEA/D algorithm, according to the
population evolution state judgment mechanism in Section
3.2.3, this paper proposes a neighborhood strategy that adap-
tively adjusts the population size based on the different evo-
lution stages of the population, which can also be called a
neighborhood adaptive adjustment mechanism (NAAM) as
in Algorithm 2.
The setting adjustment formula is as follows:

1 T* 0 .
T* [1—Fw(’"_) ] M =1,

T, = (11)

T |1+ L, (mT JME =0
_w —_— N = N
T* N sub
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The number of weapons used
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FIGURE 1: Number of weapons of each type used by the 4
algorithms.

30

25 A

23
20 18
15 - 14 L
10 -
5
0

NAAM-MOEA/D MOEA/D MOEA/D-DE  NSGA-III

Total use

FIGURE 2: Total number of weapons used by the 4 algorithms.
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3.2.5. The Framework of NAAM-MOEA/D Algorithm. The
framework of the NAAM-MOEA/D algorithm can be
described as in Algorithm 3:

4. Experiment and Simulation

4.1. Example Analysis of Algorithm. There are 4 types of
weapons to strike at 4 targets in the enemy’s combat system.
Combining the content of Section 3.1, we assume that the
model satisfies various constraints, and the model parame-
ters are given in Table 1.

MATLAB 2020 is selected to write the algorithm pro-
gram. The running environment is a Windows 7 R64-bit
operating system, 4 GB memory, Intel Pentium processor.
The NAAM-MOEA/D algorithm, MOEA/D algorithm,

7
200
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S
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0
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FIGURE 3: Total computational cost of the 4 algorithms.
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F1GURE 4: Calculation time spent of the 4 algorithms.
TABLE 2: Statistics of fire resource distribution.
. W1 W2 W3 W4 Total Total Running
Project .
T1 T2 T3 T4 use cost time
NAAM-
MOEA/D 4 2 5 3 14 92 12.3s
MOEA/D 5 1 4 8 18 99 22.4s
MOEADID- 5 4y 4 2 15 113 2565
DE
NSGA-III 7 6 5 5 23 155 30s

MOEAD/D-DE algorithm, and NSGA-III algorithm are
selected for the simulation operation.

Figure 1 counts the number of various weapons used by
the four algorithms. It can be seen from Figure 1 that the
NSGA-III algorithm uses 7 W1 weapons, which is more than
the MOEA/D algorithm and the MOEA/D-DE algorithm;
both algorithms use 5 W1 weapons, and the NAAM-
MOEA/D algorithm uses 4 W1 weapons. The NSGA-III
algorithm uses 6 W2 weapons; the MOEA/D-DE algorithm
and the NAAM-MOEA/D algorithm use 4 and 2 W2
weapons, respectively; while the MOEA/D algorithm uses
the least number of W2 weapons and only one is used. The
NAAM-MOEA/D algorithm and the NSGA-III algorithm
both use 5 W3 weapons, which is more than the MOEA/D
algorithm and the MOEA/D-DE algorithm. Both algorithms
use 4 W3 weapons. The MOEA/D algorithm uses 8 W4
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FIGURE 5: Variation curve of GD with algorithm iteration number.

weapons, which is more than the NSGA-III algorithm. The
NAAM-MOEA/D algorithm and the MOEA/D algorithm
use 3 and 2 W4 weapons, respectively.

Figure 2 counts the total number of weapons used by the
four algorithms. It can be seen from Figure 2 that the NSGA-
III algorithm uses the largest number of weapons, using 23
weapons in total. The MOEA/D algorithm and the
MOEA/D-DE algorithm use 18 and 15 weapons, respec-
tively, and the NAAM-MOEA/D algorithm uses the least
amount of weapons—only 14 weapons are used.

Figure 3 compares the total cost of weapon use of the four
algorithms. It can be seen from Figure 3 that the NSGA-III algo-
rithm costs the most weapons, with a total cost of 155, followed
by the MOEA/D-DE algorithm, with a total cost of 113, while
the MOEA/D algorithm and NAAM-MOEA/D algorithm
had the least weapon use cost, costing 99 and 92, respectively.

Figure 4 compares the computing time of the four algo-
rithms. It can be seen from Figure 4 that the NAAM-
MOEA/D algorithm has the least computing time, which
takes only 12.3 s, and the NSGA-III algorithm has the most

computing time, which takes 30s. The computing times of
the MOEA/D algorithm and the MOEA/D-DE algorithm
are, respectively, 22.4 s and 25.6s.

The statistics of firepower resource allocation obtained
through simulation calculation are shown in Table 2.

It can be seen from Table 2 that the number of weapons
used and the total cost obtained by the NAAM-MOEA/D
algorithm are better than those of the other three algorithms.
The number of weapons used by the MOEA/D-DE algorithm
is close to the number of weapons used by the NAAM-
MOEA/D algorithm, but the total cost is about 23% higher.
The total cost calculated by the MOEA/D-DE algorithm is
close to the total cost calculated by the NAAM-MOEA/D
algorithm, but 4 more weapons are used. The number of
weapons used and the total cost obtained by the NSGA-III
algorithm are significantly more than those of the other three
algorithms, indicating that the algorithm has the worst per-
formance. In addition, the running time of the NAAM-
MOEA/D algorithm is 12.3s, which is reduced by 82.1%,
108.1%, and 153.6% compared with the MOEA/D algorithm,
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TaBLE 3: Comparison of IGD indicators of algorithms on ZDT series functions.
Test function NAAM-MOEA/D MOEA/D MOEA/D-DE NSGA-III
Mean (std) Mean (std) Mean (std) Mean (std)

ZDT1 5.83E-03 (4.73E-04)
ZDT2 4.17E-03 (4.85E-04)
ZDT3 3.17E-03 (2.05E-04)
ZDT4 3.25E-03 (2.72E-04)

5.96E-03 (5.13E-04)
4.51E-03 (8.13E-04)
8.48E-03 (9.30E-04)
8.21E-03 (4.03E-04)

9.57E-03 (1.31E-02)
9.33E-03 (1.07E-04)
8.73E-03 (5.95E-04)
9.12E-03 (7.15E-04)

1.01E-02 (1.65E-02)
8.75E-03 (2.27E-03)
9.55E-03 (2.68E-04)
1.04E-02 (4.52E-03)

the MOEA/D-DE algorithm, and the NSGA-III algorithm,
respectively, indicating that the NAAM-MOEA/D algorithm
has obvious advantages in computing speed.

4.2. Performance Test of the Algorithm. In order to verify the
performance of the NAAM-MOEA/D algorithm, ZDT series
of test functions are selected to test the performance of the
NAAM-MOEA/D algorithm with the MOEA/D algorithm,
MOEA/D-DE algorithm, and NSGA-IIT algorithm.

In order to ensure the fairness and rationality of the algo-
rithm evaluation, the population size and initial neighbor-
hood size of the four algorithms are set to the same
(population size N = 100, initial neighborhood T =100). All
algorithms adopt simulated binary crossover (crossover
probability p.=0.9) and polynomial mutation (mutation

probability p,, =1/n, n is the dimension of decision vari-
ables). Each algorithm runs 20 times independently, and
the evaluation times are set to 10000. Inverse generation dis-
tance (IGD) and generation distance (GD) were used as eval-
uation indexes. Each test function is run 20 times
independently and averaged every 10 generations. The varia-
tion curve of GD with the number of iterations (0-500 gener-
ations) of the algorithm is shown in Figure 1.

As shown in Figure 5(a), the NAAM-MOEA/D algo-
rithm tends to be stable on the test function ZDT1, and the
convergence speed is slower than the NSGA-III algorithm
and faster than the MOEA/D algorithm and the MOEA/D-
DE algorithm.

As shown in Figure 5(b), on the test function ZDT2, the
convergence speed of the NAAM-MOEA/D algorithm is
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faster than that of the MOEA/D-DE algorithm and the
NSGA-III algorithm. Although it is slightly slower than the
MOEA/D algorithm, the population degradation degree of
the MOEA/D algorithm is higher than that of the NAAM-
MOEA/D algorithm.

As shown in Figure 5(c), on the test function ZDT3, the
NAAM-MOEA/D algorithm converges faster than the other
algorithms.

As shown in Figure 5(d), on the test function ZDT4, the
NAAM-MOEA/D algorithm has a faster population conver-
gence speed due to the advantages of the adaptive neighbor-
hood adjustment mechanism adopted, and the algorithm
convergence performance is significantly better than the
MOEA/D algorithm, MOEAD/D-DE algorithm, and NSGA.

Therefore, the NAAM-MOEA/D algorithm not only
ensures that the algorithm has a faster convergence rate but
also solves the population degradation problem that occurs
during the algorithm operation and ensures the stability of
the algorithm operation, so that the algorithm can have more
resources to improve the diversity of the population.

As shown in Figure 6, comparing the IGD box plots of
various algorithms on the ZDT series test functions in the
comparison Table 3, we can see that the NAAM-MOEA/D
algorithm’s mean, minimum, median (at the position of the
red line in the figure), and interquartile range (key indicators
such as box length) are lower than those of the MOEA/D
algorithm, MOEA/D-DE algorithm, and NSGA-III algo-
rithm. The probability and size of the abnormal value of the

NAAM-MOEA/D algorithm are also lower than those of
the other three algorithms, which show that the stability
and quality of the NAAM-MOEA/D algorithm is higher.

On the test functions ZDT1 and ZDT?2, the comprehensive
performance of the NAAM-MOEA/D algorithm is slightly bet-
ter than that of the MOEA/D algorithm and significantly better
than that of the MOEA/D-DE algorithm and the NSGA-III
algorithm. On the test functions ZDT3 and ZDT4, the compre-
hensive performance of the NAAM-MOEA/D algorithm is sig-
nificantly better than that of the MOEA/D algorithm, the
MOEA/D-DE algorithm, and the NSGA-III algorithm. This
is because there are many discontinuous regions in the target
space of test function ZDT3. These regions adopt the fixed
neighborhood setting method, but do not use the adaptive
neighborhood allocation strategy to reasonably allocate the
algorithm, which leads to the waste of algorithm resources
and the slowdown of population evolution speed.

Figure 7 shows the comparison of the Pareto front and the
ideal Pareto front obtained by the four algorithms on the ZDT
test function. Among them, the red meter character represents
the ideal PF, and the blue circle represents the optimal solution
of the Pareto frontier obtained by the various algorithms.

On the test function ZDT3, the improved MOEA/D solu-
tion set is more evenly distributed on the ideal Pareto front.
In the other three algorithms, some leading edges are not
completely found, and the solution set is missing to a certain
extent. Among them, the MOEA/D algorithm and the
MOEA/D-DE algorithm have a little poor distribution of
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solution set, while the NSGA-III algorithm has the least dis-
tribution. This is because the other algorithms spend limited
computing resources in the discrete region of test function
ZDT3 and produce too many nondominated solutions,
which hinders the evolution of the population.

On the test function ZDT4, the NAAM-MOEA/D algo-
rithm has converged to the ideal, while the other algorithms
have fallen into the local optimization state to varying degrees.
It can be seen that the NAAM-MOEA/D algorithm has more
advantages in reasonable allocation of computing resources
and can better ensure the convergence of the algorithm.

Through the comparison, we can see that the Pareto fron-
tier solution set obtained by the NAAM-MOEA/D algorithm
almost uniformly converges to the PF of the ideal Pareto.
However, the other three algorithms have different degrees
of missing or uneven distribution of solution sets in various
test functions. The NAAM-MOEA/D algorithm shows some
performance advantages when dealing with simple test prob-
lems such as ZDT1, but the advantages are not obvious.
However, the NAAM-MOEA/D can allocate computing
resources reasonably and take into account the convergence
and distribution of the algorithm due to its flexible neighbor-
hood update strategy when dealing with relatively complex
test problems such as ZDT3 and ZDT4.

5. Discussion

In this section, we establish a firepower resource allocation
optimization model for edge environment based on given
specific data, conduct simulation experiments, and test and
evaluate the performance of the algorithm combined with
the ZDT series of functions. However, several additional
points should be pointed out and further analyzed in detail,
which are specified as below.

(1) The types of weapons and the number of samples
given in Section 4.1 are not large enough (both are
4). Therefore, in the future simulation experiments,
we should focus on large sample data sets to verify
the performance of the method under the condition
of large sample data

(2) In Section 4.2, the ZDT series functions are selected
to test the performance of the algorithm. The simula-
tion results show that the performance of the
NAAM-MOEA/D algorithm is better than that of
the other three algorithms. However, only one kind
of test function verification is not convincing enough,
so DLTZ, WFG, and other test functions should be
selected to evaluate the algorithm, so as to provide
more sufficient reference for the improvement of
algorithm performance

6. Conclusion

This paper constructs a multiobjective firepower resource
allocation optimization model for edge environment with
limited computing resources, based on maximizing dam-
age effect and minimizing combat cost. Aiming at the

Wireless Communications and Mobile Computing

defects of the traditional MOEA/D algorithm fixed neigh-
borhood update mechanism, a MOEA/D algorithm based
on neighborhood adaptive adjustment mechanism is pro-
posed and the model is solved. It can be seen from the
simulation experiment that the MOEA/D algorithm based
on the neighborhood adaptive adjustment mechanism has
significantly improved its stability, convergence, and
distribution.

In the next step, current work will continue to be
improved by considering security and privacy issues [24-
33]. In addition, more complex multiobjective solutions with
more context factors [34-41] will be considered.

Abbreviations

MOEA/D: Multiobjective evolutionary algorithm
based on decomposition
NAAM-MOEA/D: Neighborhood adaptive adjustment
mechanism-multiobjective evolutionary
algorithm based on decomposition
Multiobjective discrete particle swarm
optimization-gravitational search
algorithm

Weapon-target assignment multiobjec-
tive model based on decomposition
Gauss mutation and differential evolu-
tion based on a multiobjective evolu-
tionary algorithm based on
decomposition

Multiobjective evolutionary algorithm
based on decomposition-differential
evolution

Multiobjective evolutionary algorithm
based on decomposition-dynamical
resource allocation

Ensemble neighborhood size-
multiobjective evolutionary algorithm
based on decomposition

Adaptive differential evolution for mul-
tiobjective problems-ensemble neigh-
borhood size

Multiobjective evolutionary algorithm
based on decomposition-adaptive global
replacement

Multiobjective evolutionary algorithm
based on decomposition-neighborhood
mutation operator

Multiobjective evolutionary algorithm
based on decomposition-adaptive
neighborhood strategy

Nondominated sorted genetic algo-
rithm-III.

MODPSO-GSA:

WMOM/D:

GD-MOEA/D:

MOEA/D-DE:

MOEA/D-DRA:

ENS-MOEA/D:

ADEMO/D-ENS:

MOEA/D-AGR:

MOEA/D-NMO:

MOEA/D-ANS:

NSGA-III:

Data Availability

The experiment dataset is generated randomly through
simulation.
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To relieve the pressure of processing computation-intensive applications on mobile devices and avoid high latency during data
transmission, edge computing is proposed to solve this problem. Mobile edge computing (MEC) allows the deployment of MEC
servers at the edge of the network to interact with users on the premise of low transmission delay, thereby improving the quality
of service (QoS) for users. However, due to the high mobility of users, with the continuous change of geographical location,
when users exceed the signal range of the MEC server, the services they request on the MEC server will also be migrated to
other MEC servers. The handoff process may involve high response delays caused by service forwarding, thereby greatly
degrading QoS. For the above problems, in this paper, a service migration optimization method based on transmission power
control is proposed. First, according to the transmission power of the MEC server, the user’s activity range is divided into
multiple subregions based on a Voronoi diagram. Therefore, there is one MEC server in each subregion, and the size of each
subregion is adjusted by controlling the transmission power of the MEC server to minimize the number of wireless handoffs
and the energy consumption of the MEC server. Then, the particle swarm optimization (PSO) is adopted to solve the above
multiobjective optimization problem. Finally, the effectiveness of the proposed method is verified through extensive experiments.

1. Introduction

Nowadays, with the rapid development of mobile devices,
mobile applications are becoming more and more complex,
and mobile devices with limited resources usually cannot
meet the needs of most applications. Therefore, the industry
began to consider offloading such computation-intensive
applications to the cloud [1]. However, the remote offloading
in traditional cloud computing may involve high latency and
cannot meet the low-latency requirements [2] of some
latency-sensitive applications, including augmented reality
(AR) and remote game control [3]. Meanwhile, the exponen-
tial growth of information caused by a large number of
devices and applications has brought tremendous pressure
to remote information transmission. To solve the above
problems, mobile edge computing (MEC) has been pro-
posed, and a large number of servers are placed at the net-
work edge [4, 5]. MEC is regarded as a supplement to

mobile devices with relatively limited computational and
storage capacity, which can enable computation offloading
and provide services to users. In MEC, a new computing
device called an MEC server, which is deployed on the base
station to provide services and computing resources for
users, is deployed at the network edge to act as a small cloud
data center, giving the network edge the ability to process
data [6]. Clearly, MEC servers can provide users with cloud
services closer to the end-users so that users can request ser-
vices with low latency.

Service providers can deploy related services on the MEC
server to improve user experience, expand the user market,
and earn more benefits. The reason is that the use of the
MEC server helps users’ mobile devices meet the perfor-
mance requirements of some applications, greatly reduces
information transmission delays, improves users’ QoS, and
reduces the traffic between users and the core network,
thereby reducing operating cost. However, in the mobile edge
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FiGure 1: Example of edge service migration in mobile network.

computing environment, mobile devices often have high
mobility, and service migration operations may be involved
due to the time-varying location of their users. As shown in
Figure 1, the edge computing system structure includes two
MEC servers, MEC, and MECp, and the signal ranges corre-
sponding to different powers are shown in the dotted arc in
the figure. While the user moves from L, via L, to L,, when
the user walks out of the signal range of theMEC, server
and enters the signal range of the MECy server, the service
requested by the user will be migrated from MEC, to
MEC;. Before the end of the handoff, the user can only use
the services of the MEC,. When the service request is for-
warded from MEC, to MEC; through a limited capacity
backhaul, the response time of the service will be significantly
increased [7], resulting in a significant decrease in the quality
of user experience.

Due to the limited coverage of the MEC server and the
high time-varying location of users, users may switch
servers frequently in the process of using mobile devices.
So, the forwarding time and downtime of the request
involved in this process will degrade QoS. At present, some
studies propose to reduce the number and probability of
service migration by deploying service copies in advance.
However, at the same time point, users can only request
services from one MEC server. The MEC servers that are
not accessed by users but have deployed service copies will
be occupied with unnecessary storage resources, resulting in
a waste of resources.

In this paper, we focus on the problem of how to improve
user QoS and effectively reduce server energy consumption
when edge users have high mobility. Since the number of
wireless handoffs and the energy consumption of the MEC
are related to the coverage of the MEC server, it is necessary
to reasonably control the coverage of the MEC server. How-
ever, the coverage of the MEC server is closely related to the
transmission power of the MEC server. Therefore, by using
transmission power control for service migration optimiza-
tion, we can minimize the number of wireless handoffs and
the energy consumption of an MEC server through service
migration optimization. That is our motivation.

Compared with the existing methods, our main contribu-
tions can be summarized as follows:

(1) A service migration optimization method is proposed
based on transmission power control. This method
adjusts the size of each subarea according to the
transmission power of the MEC server, so as to
achieve the goal of minimizing the number of wire-
less handoffs and energy consumption of the MEC
server

(2) The experimental scene is modeled by using the Vor-
onoi diagram, and the multiobjective optimization
problem is transformed into a single-objective opti-
mization problem by using the weight coeflicient
transformation method. Furthermore, the PSO algo-
rithm is used to solve the optimization problem, so as
to achieve the goal of minimizing the user wireless
handoft times and minimizing the energy consump-
tion of the MEC server

(3) A large number of simulation experiments were car-
ried out using a real base station data set, the Telecom
Dataset [8-10], under the assumption that the user’s
mobile path is known, which verified the effective-
ness and efficiency of the algorithm in this study

The remainder of this paper is organized as follows. Sec-
tion 2 discusses and summarizes related work. In Section 3,
we introduce the system model. After that, we introduce
the PSO optimization method for minimizing the number
of wireless handoffs of user equipment and minimizing the
energy consumption of the MEC server in Section 4. Then,
we give the experimental results and analysis in Section 5.
Finally, the paper is concluded in Section 6.

2. Related Work

With the rapid development of the mobile Internet and the
Internet of Things, a large number of delay-sensitive and
computation-intensive applications have emerged. To meet
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the low-latency and high-performance requirements, edge
computing was proposed to provide solutions. Since the
coverage of the MEC server is limited, as the user moves,
the edge nodes that the user can connect to also change. If
the user’s service is always located on the MEC server
where the user initially connected, the user’s service
request should be forwarded from the MEC server to the
original MEC server through the backhaul link, which will
increase the service delivery delay. Therefore, in order to
maintain the user QoS, the edge service should be dynam-
ically migrated between multiple MEC servers along with
the user’s movement.

At present, many studies have contributed to reducing
service migration time. Taleb and Ksentini [11] proposed a
Follow-Me Cloud (FMC) analysis model. In this work, the
Markovian mobility model was proposed to analyze the per-
formance of MEC when users move, but they did not con-
sider whether or not services are migrated and where to
migrate. In the scenario of a one-dimensional mobile model,
Ksentini et al. [12] used the Markov decision process (MDP)
to decide whether or not to carry out service migration by
weighing the cost of service migration and the improved
experience quality of users. However, their solution can be
very time-consuming when MDP has a large number of
states. Wang et al. [13] modeled the service migration prob-
lem as MDP and proved that when users follow a one-
dimensional asymmetric random walk model, the best strat-
egy for solving service migration is the threshold strategy,
and they proposed an algorithm to find the best threshold.
The algorithm proposed by Wang et al. is more effective than
the standard solution of MDP. In addition, in [14], Chen
et al. studied the service migration problem when users fol-
low the two-dimensional mobile model. Afterwards, Wang
et al. [15] proposed a layered migration architecture (base
layer, application layer, and instance layer), which can effec-
tively reduce transmission time. Machen et al. [16] proposed
a service migration method based on container handoff,
which uses a hierarchical storage system to reduce synchro-
nization overhead of the file system, thereby reducing time
cost for service migration. Furthermore, Ud Din et al. [17]
studied the performance optimization of edge service under
the constraint of long-term service migration overhead. To
solve the problem of unpredictable user movement behavior,
Ouyang et al. adopted the Lyapunov optimization to decom-
pose the long-term optimization problem into a series of
real-time optimization problems.

There are also some studies dedicated to reducing the
probability and frequency of service migration to achieve
the objective of optimizing user QoS. To reduce the delay
caused by service migration, Ma et al. [18] proposed a Cloud-
Spider architecture combining placement of a virtual
machine (VM) replica and VM scheduling to reduce high
migration delay caused by VM image transmission through
low-bandwidth wide-area network (WAN) links. They used
deduplication technology to compensate for the additional
storage requirements caused by the placement of replicas,
and studied the VM replica placement algorithm. Besides,
Ouyang et al. [19] deployed service replicas on MEC servers
near users in advance, aiming to minimize the probability of

service migration and the number of service replicas. Yatao
et al. [20] proposed an analysis model to compare the costs
of service migration and service replica deployment. The
model analyzes the impact of user movement mode and ser-
vice duration on migration and replication costs, respec-
tively. The above several studies deploy service replicas on
MEC servers around users in advance to reduce the proba-
bility of service migration. However, the user can only
request the resources of one MEC server at the same time,
and the MEC server that is not accessed by the user but
has service replicas will be occupied with storage resources.
Since the resources on the MEC server are limited, the
backup of useless resources will cause the resource waste of
the MEC server.

In terms of reducing transmission delay, controlling
transmission power is an effective method because transmis-
sion power is closely related to signal quality, interference,
and channel capacity. Therefore, Bose et al. [21] proposed a
cloud-aware power control method to maximize the result
delivery rate under the condition of satisfying the delay
requirement. Since the transmission power is also related to
signal coverage, for the scenario of two MEC servers in
[22], the coverage of MEC servers is controlled by transmis-
sion function, and VM migration is used to achieve load bal-
ancing, so the average service delay of MEC servers is
reduced. Afterwards, Zhang et al. [23] extended the previous
work in [24]. In the case of multiple MEC servers, they con-
sidered the mobility of users and studied how to maximize
the cost-effectiveness, that is, to minimize the number of acti-
vated MEC servers, under the condition of meeting the ser-
vice delay.

In summary, based on the transmission power control
technology, this paper is aimed at solving the problem of user
QoS degradation caused by user mobility in a mobile edge
computing environment, and uses the weight coefficient
transformation method and PSO algorithm to solve the mul-
tiobjective optimization problem, which can reduce the num-
ber of wireless handoffs and service migrations of user
equipment and minimize the server energy consumption.

3. Problems and Models

3.1. Problem Description. Here, we consider n MEC servers
and m users, which form two sets E={e, e,, -+, ¢,} and U
={uy, u, . u,},respectively. The MEC server creates an iso-
lated virtual machine environment for users. In order to meet
the service delay requirements, we assume that the virtual
machine is always placed on the MEC server connected by
the user wirelessly. With the movement of users, radio net-
work resources are also changing dynamically. So, service
migration is always accompanied by wireless handoff. As a
result, frequent wireless handoff and service migration will
have a great impact on user experience.

Suppose there are three users u;, u,, and u;, and their
moving paths are shown in Figure 2. The coverage radius of
the MEC server e, is configured as r, and r5, and the coverage
radius of e,, it is configured as r, or r,. Then, according to
Figure 1, there will be four cases as follows:
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FIGURE 2: The impact of transmission power on service migration.

Case 1. 1f r, =1y, 1, =T, user u, leaves the coverage area of
e; and wireless handoff and service migration need to be
performed.

Case 2.1fr, =ry,r, =ry user u; cannot connect to any MEC
server at point B.

Case 3.1fr, =r3,1, =1, Uy, Uy, and uz do not require wire-
less handoff and service migration.

Case 4. 1f r, =713, 1, =14 as in case 3, all users do not need
wireless handoff.

In summary, when the coverage radius is small, users will
make frequent wireless handoffs, and even the connection
will be interrupted (for case 2). When the coverage area is
large, it will cause unnecessary high energy consumption
and waste of resources (for cases 3 and 4, handoff can be
avoided, and a smaller coverage area can meet the demand).
The coverage of the MEC server is related to its transmission
power [25]. Therefore, this section will study how to set the
transmission power of the MEC server, so as to minimize
the number of user wireless handoffs and the energy con-
sumption of the MEC server.

3.2. System Model. The definitions of related concepts are
given as follows:

Definition 1 (MEC server). The MEC server can be defined as
a two-tuple e = (p, tp), where

(1) p is the location of the MEC server

(2) tp is the transmission power of the MEC server

Definition 2 (movement path). The user’s movement path
can be modeled as a triple mp = (time, location, M), where

(1) Time is the length of time that the user moves, which
is composed of a series of discrete moments

(2) Location is the location of the user at the above
moment

(3) M is a mapping relationship from time to location:
M : time — location

In this section, it is assumed that the user is always con-
nected to the MEC server that provides the maximum
received signal strength (RSS). Therefore, in this section,
the user activity area is divided into an RSS Voronoi diagram.
The RSS Voronoi diagram is defined as follows:

Definition 3 (RSS Voronoi diagram). Assuming that there is a
group of MEC servers E = {e,, e,, -, e,} in area A, the RSS
Voronoi diagram divides area A into multiple V' polygons,

each V polygon has an MEC server, and the points in the
V polygon are defined as follows:

V()= {u : RSS2 > RSSEvj £}, (1)

where RSS!t is the received signal strength, user u is the
receiver, and MEC server e; is the sender.

The basic features of the Voronoi diagram are as follows:

(1) There is a generator in each subregion
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FiGure 3: Examples of the Voronoi diagram.

(2) The distance from the point in the subregion to the
generator is less than the distances to other
generators

Different from the traditional Voronoi diagram, the stan-
dard of dividing the subregions is the received signal strength
rather than Euclidean distance. Figure 3 is an example of the
RSS Voronoi diagram, in which

(1) There is one MEC server in each subregion

(2) The signal strength received by the points in the sub-
region from the MEC server in the subregion is
greater than that received from other MEC servers

(3) The points on the boundary of the subarea receive the
same signal strength from the MEC server that gener-
ated the boundary

When the user’s moving path spans multiple subregions,
the user needs to perform multiple wireless handoffs. The
division of subregions is related to the user’s received signal
strength, and the user’s received signal strength is related to
the transmission power of the MEC server. Therefore, the
number of user wireless handoffs and service migrations
can be reduced by controlling the transmission power of
the MEC server. The relationship between the received signal
strength of the user and the transmission power of the MEC
server [26, 27] is as follows:

RSSZ;’ =tp,, + Gej +G, +H- LZ‘J (2)

i
decibels (dbm), Ge]» and G, are the antenna gains of the

where tp, is the transmission power of the MEC server e; in
]

sender and receiver, respectively, H is the Rayleigh power
fading coefficient, and LZ; is the path loss between the sender
and the receiver, which is calculated as follows [28-30]:

d(e;, u;
LZ] =L, +10n, log,,(d(e;, u;)) + 10(n, — ny) (1 + (Z%)>,
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TaBLE 1: The symbols commonly used in this section.

Symbols Meaning
E MEC server set
e The ith MEC server in E
RSS Received signal strength
Tp Transmission power
G Antenna gain
Rayleigh power fading coefficient
L Path loss
1y Short-distance path loss index
1, Long-distance path loss index
d, Boundary value of long distance and short distance
EN; Energy consumption of MEC server j
Ht, Number of handoffs of user ;

where L, is the path loss when the distance between the
receiver and the sender is 1 meter; n; and #, are the long-
distance and short-distance path loss indexes, respectively;
d(ej, u;) is the Euclidean distance between the MEC server

e; and the user u;, d,, is the boundary value dividing long dis-

tance and short distance. The symbols commonly used in this
section are shown in Table 1.

Through the mapping M : time — location, the loca-
tion of the user at any point in time can be derived, and the
MEC server that the user is connected to can be obtained.
According to the user’s movement trajectory, the final num-
ber of user’s handoffs can be obtained. Here, the user’s
mobile information can be obtained from many channels;
for example, the user may apply map services (such as navi-
gation). In addition, since the user’s daily itinerary will not
change much, the user’s movement path can also be inferred
through the user’s past behavior. There are many studies on
predicting user mobile behavior [31-33], which is beyond
the scope of this section. In this section, it is assumed that
the user’s moving path is known.

As users move, MEC servers that can provide services to
users are constantly changing. When the transmission power
of the MEC server is low, the coverage area of the MEC server
is small, causing frequent user wireless handoffs, and even



signal interruption may occur. If the transmission power is
too large, the energy consumption of the MEC server will also
increase. Moreover, when the MEC server has a large over-
lapping coverage area, the interference received by the MEC
server will be too large, which in turn increases the service
delay. Based on such fact, in this section, the service migra-
tion optimization problem is modeled as a multiobjective
optimization problem, which is aimed at minimizing the
number of user wireless handoffs and minimize the energy
consumption of the MEC server.

The energy consumption of the MEC server can be
expressed as follows:

EN;=axtp;. (4)

In formula (4), EN; is the energy consumption of MEC
server e;, which is proportional to the transmission power
tp; of ¢;, and « is an adjustable parameter.

Let C,(t;) represent the MEC server that user u; is con-
nected to at time t;, and the user is always connected to the
MEC server that provides the maximum received signal
strength, so C;(,) can be expressed as follows:

Ci(ty) = {j‘RSS?J{ > RSS!, Ve, € E} (5)

Next, the following variables are defined:

I(t,) = L Ci(t) =)
th 0, otherwise, ©)
6
L) - Lo Gi(t) # Citin),
illk) =
0, otherwise.

Since users can only connect to the same MEC server at a
time, we can have

It = 1. 7)

ejeE

Let Ht; represent the number of device handoffs during
the user’s movement, then Ht; can be expressed as follows:

He = Y1), (8)
k

Therefore, in this paper, the optimization objective can
be expressed as follows:

P: min Z Ht;
u;eU
9)
min ) EN;.
ejeE
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4. The Optimization Method

In this section, two optimization objectives are considered:
minimizing the number of wireless handoffs of user equip-
ment and minimizing the energy consumption of the MEC
server. This is a multiobjective optimization problem. There
are many ways to solve the multiobjective optimization prob-
lem. As in reference [34], this paper uses the weight coeffi-
cient transformation method to solve the problems raised
in this section. Therefore, problem P can be transformed into
problem P1:

P1: min w Z Ht, + w, Z EN;, (10)

u;eU ej€E

where w, + w, = 1. In this study, the PSO algorithm [34] was
used to solve problem P1. Because of its simplicity and ease of
implementation and the small number of parameters, the
particle swarm algorithm is widely used in function optimi-
zation, neural network training, etc. In the PSO algorithm,
the particle is a bird in the search space, the position of the
particle is the solution to the optimization problem, and the
speed of the particle determines the direction and distance
of its flight. During each iteration, each particle updates its
position according to its velocity. After multiple iterations,
the optimal solution is finally obtained. Using PSO algorithm
to solve the problem P1 mainly includes the following steps:

Step 1. Randomly initialize the particle swarm position and
velocity matrix: xMatrix, vMatrix. The position and velocity
of each particle are n-dimensional vectors, and the position
is composed of the transmission power of n MEC servers.
Assuming that the transmission power range of the MEC
server is [tp,,i.» tPoax)> the position of particle i is initialized
to n random numbers in [tp,,;» tPyay)> that is, x; = (tp;;, tps
, == tp;,)» and the velocity is initialized to n random numbers
in (0,1), that is, v, = (v;}, vy, -+ Viy)-

Step 2. Calculate the fitness of the particles according to for-
mulas (4)-(8), and get the fitness matrix fitMatrix

Step 3. Update the historical optimal position of each particle.
In the first iteration, the historical optimal position of each
particle is its random initial position p, = x;

Step 4. Update the global optimal position of the group. Ini-
tially, the global optimal position of the swarm is the particle
position with the smallest fitness in the particle swarm posi-
tion matrix xMatrix p, = ming (xMatrix)

Step 5. Update the speed and position of each particle:

Vitt=w vite - (pi-xf) +eyery (p;—x§>, (11)

where w is the inertia weight, ¢, is the local learning factor, ¢,
is the global learning factor, r,, r, are random numbers in |
0,1].
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Input: base station location, user moving path
Output: number of wireless handoffs, energy consumption
Begin
1: //initialization
2: for each particle i do
3: Randomly select n numbers from the interval [tp, ., tp,..] as the position x; of i
4: Randomly select n numbers from the interval (0, 1) as the speed v; of i
5:  Apply formulas (4)-(8) to evaluate particle i
6:  The historical optimal position of particle ip; = x;
7: end for
8: Global optimal position p, = ming {p;}
9: while iterations < IteratorNum do:
10: fori=1to N do
11: Apply formula (11) to update velocity of particle i
12: Apply formula (12) to update position of particle i
13: /1 Update p; and p,
14: if fit(x;) < fit(p,) do
15: pi=x;
l6: iffit(p,) <fit(p,) do
17: p g :p i
18: end for
19: end while
End
ArcoriTHM 1: PSO algorithm to solve problem P1.
. L TaBLE 2: Experimental parameters.
The position of the particle is updated to:
Parameters Values
=t it (12) L 20dBm
Gui 8.35dBi
Gy 24.5dBi
Step 6. Repeat (Steps 2-5) until the end condition is met. N
n 2
The algorithm is described as follows, where iterations n, 4
represents the current number of iterations, IteratorNum d, 100 m
represents the number of iterations, and N is the size of the .
. PSO number of particles 10
particle swarm:
PSO number of iterations 100
5. Experimental Results and Analysis
The experimental en'vironment is PyCharm Community Edi- TaBLE 3: PSO parameters.
tion, the programming language is Python 3.5, and the con-
figuration of the experimental machine is 16 G memory, Parameter w o 6
core 17-4790 3.60 GHz processor, Windows 7, 64-bit operat- Experiment 1 01to1 2 )
ing system. The Telecom Dataset is provided by Shanghai Experiment 2 05 0.5 to 4 )
Telecom [8-10]. The data set has six parameters including Experiment 3 0.5 5 0.5 to 4

month, day, start time, end time, base station location, and
user ID. The data set contains a total of 7.2 million records,
which are records of 9,481 mobile phones accessing the Inter-
net through 3,233 base stations. In this experiment, 10 sta-
tions of three subways in Shanghai were selected as the
user’s moving routes, the latitude and longitude of these 30
sites were obtained on Baidu Maps, and 8 base stations were
selected near the 30 sites to provide services to users. The
experiment parameters are shown in Table 2:

5.1. Experiment for PSO Parameter Selection. First, the
parameters in the PSO algorithm were verified, including

the impact of inertia weight w, local learning factor ¢;, global
learning factor ¢, on the number of handoffs, and energy
consumption. The particle swarm size was set to 10, the num-
ber of iterations was set to 100, the particle swarm algorithm
was executed 20 times, and the average value was taken as the
experimental result. The experimental parameter settings are
shown in Table 3.

The essence of PSO is to apply formula (11) to update
the velocity of particles in each iteration. Formula (11) is
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composed of three items: memory item, self-cognition item,
and group recognition item. The inertia weight w determines
the influence of the speed in the previous iteration on this
iteration. To study the influence of the inertia weight w on
the experiment, the values of other parameters are fixed: ¢,
=¢, =2, w changes from 0.1 to 0.9, and the step size is 0.1.
The experimental results are shown in Figure 4.

The figure above shows that, as the value of w increases,
the trend of the number of handoffs is slowly increasing
and then decreasing sharply. The minimum value is obtained
when w=0.8, and the minimum value is close to 8. The
energy consumption drops first and then rises. When the
energy consumption is small, the power of the MEC server
is small and the coverage area is small, so the number of
handoffs is relatively high. Therefore, when w=0.5, the
energy consumption achieved the minimum value, and the
number of handoffs is 9.55, which is at a relatively high level.

In this study, 20 repeated experiments were performed and
the average value was taken as the result, so the number of
handoffs may be a decimal.

The local learning factor ¢, and the global learning factor
¢, are the weights of self-cognition items and group recogni-
tion items. The purpose of the self-cognition item is that the
speed of particles is affected by one’s own experience. The
group cognition item reflects the influence of knowledge
sharing between particles on finding the optimal solution.
To study the influence of these two parameters on the exper-
iment, w = 0.5 was set and ¢;, ¢, were set to range from 0.5 to
4, and the step length was 0.5. The experimental results are
shown in Figures 5 and 6.

In Figure 5, the number of user handoffs decreases as the
value of ¢, increases, while the energy consumption shows a
fluctuating upward trend. The influence of the global learn-
ing factor on the number of user handoffs and the energy
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consumption of the MEC server is shown in Figure 5. The
number of user handoffs and the MEC server energy con-
sumption have a similar trend, and both decrease first and
then increase. When ¢, =3, the number of user handoffs
achieves the extreme value, and when ¢, = 1.5, the energy
consumption achieves the optimal value.

In Figure 6, the experimental results show that the two
evaluation indicators of number of handoffs and energy con-
sumption cannot reach the optimal value at the same time. In
order to balance these two evaluation indicators, the param-
eters of PSO were set asw=0.8, ¢, =3,and ¢, = 1.

5.2. Comparative Analysis of Experiment Results. This exper-
iment was compared with the following two algorithms:

(1) Genetic algorithm (GA) [24]: the genetic algorithm
searches for the optimal solution of the problem by
simulating the natural evolution process. The main
steps are as follows: (1) initialize the population, (2)
assess the individual fitness value, (3) select, (4)
crossover, (5) mutate, and (6) repeat (2)-(5) until
the end conditions are met

(2) Simulated annealing algorithm (SA) [25]: the princi-
ple of solid annealing is the theoretical basis of the
simulated annealing algorithm. A solid is heated to
a sufficiently high temperature, and then slowly
cooled. During cooling, the particles are gradually
ordered, and finally the internal energy is the smallest
at room temperature. The basic steps of the simulated
annealing algorithm are as follows: (1) initialize the
solution T ;4; (2) generate a new solution T ; (3)
apply the evaluation function to evaluate T4 and
T ews (4) if T, is better than Ty, replace Ty with
T ew» Otherwise, accept T,.,, with a certain probabil-
ity; (5) repeat (2)-(4) until the end condition is met.
The parameters of the simulated annealing algorithm
were set as number of iterations=100, initial
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temperature = 100, attenuation factor = 0.85, and

probability of accepting the difference = exp (—At/t),
where At is the difference between T, and T4, and
t is the current temperature

Three subway routes in Shanghai were selected as the
user’s movement trajectory. For each subway line, 10 stations
were selected, and 8 base stations were selected around these
30 stations to provide services to users. Then, the influence of
the number of sites on the number of handoffs and energy
consumption was studied. Figure 7 is the result of the com-
parison of the three algorithms.

Figure 6(a) shows that, for the three algorithms, the dif-
ference in the number of handoffs is small and the results
and trends of PSO and SA are very similar. When the number
of stations is 20 and 25, the number of handoffs calculated by
the two are equal. When the number of stations is less than
20, PSO is slightly better than SA. GA has the worst perfor-
mance in the number of handoffs, and only when the number
of sites is 25 is it better than SA and PSO. The performance of
the three algorithms in terms of energy consumption is
shown in Figure 6(b). The energy consumption increases as
the number of sites increases. Obviously, the results calcu-
lated by PSO are optimal in terms of energy consumption.
Finally, these three algorithms were also measured from the
running time. Although GA performs poorly in the number
of handoffs and energy consumption, its execution time cost
is the lowest. Although PSO has a slight advantage over SA in
the number of handoffs and energy consumption, its execu-
tion time cost is much lower than SA. Therefore, PSO can
effectively solve this multiobjective optimization problem.

6. Conclusion

Deploying services on edge nodes can bring computing and
storage resources closer to users, thereby reducing service
delays and improving user experience. However, the dynamic
feature of user equipment in mobile edge computing has led to
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the need to migrate services between different MEC servers.
Since the edge nodes communicate through the backhaul link,
the service forwarding between the edge nodes will cause a
high delay, which leads to a significant reduction in the quality
of user experience. Therefore, reducing service migration is a
very important task.

The study considers the use of transmission power con-
trol technology to reduce the number of service migrations
during user movement. Under the assumption that the user’s
moving route is known, the edge node of the user’s wireless
connection is controlled through the transmission power of
the MEC server, so the number of wireless handoffs during
the user’s movement is reduced. Meanwhile, in order to avoid
energy waste caused by excessive transmission power, mini-
mizing the energy consumption of the MEC server is also

regarded as an optimization objective. The multiobjective
optimization problem is transformed into a single-objective
problem through the weight coefficient conversion method,
and then the PSO algorithm is used to solve the problem.
The experimental results show the effectiveness of the PSO
algorithm in this multiobjective optimization problem.
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The frequency stability of multi-microgrids is easily affected by random load fluctuations and intermittent renewable resources.
Additionally, geographically distributed generation equipment usually cannot adopt the “point-to-point” dedicated communication
scheme to realize the information exchange considering the construction and computation costs. Therefore, a H__-switching
frequency control strategy for multi-microgrids based on edge computing framework is proposed in this paper. Firstly, an edge
computing device is set up in each microgrid to collect the operation statuses of local participating equipment and generate the
control instructions to ensure the real-time local frequency stability. Secondly, the multihop data transmission process in edge
computing environment is described as a cascade queuing model. Then, the frequency control system in each microgrid is
described as a switching model dependent on the varying time delays. Finally, via constructing a Lyapunov function, the
constraints of the controller gains ensuring the H__-damping performance for external load demands and the renewable outputs
are derived at the same time. Simulation results show that compared with the traditional centralized control schemes, the peak
value of our proposed edge computing framework is reduced by 32.51% compared with the traditional centralized control
scheme. Moreover, under the same edge computing framework, the integral of absolute error (IAE) of frequency with the
proposed H_, control strategy can be reduced by 37.19% at least. Therefore, a better transient performance can be obtained with
our proposed method.

1. Introduction

The microgrid is usually used to supply power for the rural
areas, islands, and so on. Integrating multi-microgrids into
the power systems can effectively address the contradiction
between the load growth and the power infrastructure expan-
sion [1]. The main feature of the multi-microgrids is that
each microgrid integrates the high-proportional renewable
generators and exchanges active power with the neighbour-
ing microgrids through tie lines [2, 3]. However, the uncer-
tainties in renewable outputs and load demands usually
cause the active power mismatch between the supply and
demand in the power systems. Correspondingly, the fre-

quency in each microgrid will deviate from the rated value
[4]. To maintain the real-time balance of active power supply
and demand at the rated frequency point, the global opera-
tion statuses of each microgrid are usually collected in tradi-
tional centralized control strategies while the output
adjustment instructions are sent out to the participating
equipment including synchronous generators and energy
storage systems in each microgrid [5, 6]. However, because
there is only one centralized control center in the whole power
system, the computing burden in the control center is usually
heavy. Besides, if the number of interconnected microgrids is
too large, there will be significant disadvantages of the central-
ized control strategies in reliability and construction costs of
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communication facilities [7]. In addition, too many intercon-
nected microgrids will cause the dimensional disaster in tradi-
tional centralized frequency control schemes, which may lead
to no solution for the controller gains [8].

With the rapid development of Internet of things and edge
computing technologies, using decentralized control struc-
ture and sharing communication networks have attracted
considerable attentions. Different from the traditional cen-
tralized control scheme, in edge computing framework, the
edge computing device with data storing, processing, and
analysing capabilities is set up in each microgrid which is
considered as the local control center to realize the local
power balance at the rated frequency point [9, 10]. Since
the edge computing device is closer to the participating
equipment, the corresponding transmission delay can be
shorten compared with the traditional centralized control
schemes. However, it still should be noted that the influences
of stochastic time delays and packet losses cannot be ignored
in the controller design process. The numerical results in
[11, 12] show that even the millisecond-level time delay
may cause the frequency deviation exceeding the allowable
ranges or even instability risk. Hence, the literatures con-
cerning the delay/packet loss-dependent frequency control
in multi-microgrids can be divided into the following two
categories.

1.1. Delay Margin Calculation. In this context, the controller
parameters for frequency stabilization are firstly deter-
mined. Then, the maximum allowable time delay that guar-
antees frequency deviation within the permitted ranges is
calculated. For example, the analytical relationship between
delay margin and controller gain is derived by constructing
a Lyapunov function in [13]. Similarly, in [14], a stability
criterion of frequency control system concerning the con-
troller parameters and delay margin is proposed on the
basis of the regular polynomial method. In [15], an event-
triggered communication mechanism is proposed for the
frequency control in power systems. Only when the fre-
quency deviation exceeds the preset threshold, the update
of control instructions can be triggered. The authors in
[15] also strictly proved the analytical relationship among
controller parameters, delay margin, and the triggering
threshold. However, the disadvantage of above studies is
that the controller parameters must be given in advance.
Therefore, the optimal dynamic performance of frequency
control systems cannot be guaranteed when the power sys-
tem suffers from the varying time delays. In addition, when
the actual transmission delays of the packets exceed the
allowable delay margin, the frequency control system will
be instable.

1.2. Delay/Packet Loss-Dependent Controller Design. In this
context, the controller parameters are obtained according to
the actual transmission delays. Therefore, the control perfor-
mance of the frequency control system can be improved
effectively. For example, in [16], queuing theory is adopted
to calculate the delay ranges in power systems. Besides, a
decentralized control strategy based on linear matrix
inequality-linear quadratic regulator (LMI-LQR) is proposed
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to guarantee the closed-loop asymptotic stability in the max-
imum delay case. The effects of packet losses on the control
performance have not been discussed in [16]. In [17], a
robust model predictive control (MPC) method is proposed
to tackle the frequency stability problem in power systems
with stochastic time delays. However, the MPC method
needs to store continuous historical data to generate the con-
trol instructions. Moreover, the instruction calculation in
MPC also introduces additional delays. In [18], a decentra-
lized robust sliding control strategy is proposed to damping
the frequency deviations in power systems with time delays.
However, the external active power distributions from load
demands and renewable outputs are assumed to be known
in advance during the sliding surface construction process.
In fact, it is the uncertainties of load demand and renewable
outputs that lead to the frequency deviation from the rated
value, so the practicability of the method in [18] is indeed
open to debate. Furthermore, the current studies mainly
pay close attention to the closed-loop asymptotic stability
in the maximum transmission delay case. The dynamic per-
formance during frequency restoration process is sacrificed
to some extent.

Based on the above analysis, a H__-switching control
strategy for frequency stability in multi-microgrids based
on edge computing framework is proposed in this paper.
The main contributions are given as follows:

(1) An edge computing framework for frequency stabil-
ity in multi-microgrids is proposed. Rather than the
traditional centralized control schemes which require
global operation statuses of all the microgrids, the
edge computing device is set up in each microgrid
to be responsible for maintaining the local power bal-
ance between supply and demand sides at the rated
frequency point. Correspondingly, the lighter com-
munication burden and lower computation cost can
be realized

(2) Based on the queuing theory, the analytical relation-
ship between the transmission delay and the network
parameters such as packet size, transmission rate,
and transmission hops in the process of multihop
data transmission process under the edge computing
framework is calculated. Then, the dynamics of fre-
quency control system in each microgrid are further
described as a switching model which depends on
the time-varying delay. Hence, the mapping relation-
ship between time-varying delay and dynamic fre-
quency deviation response can be revealed more
clearly

(3) By constructing a Lyapunov function, a stability cri-
terion of the closed-loop delay-dependent frequency
control system with H_ -damping performance for
external power disturbances is strictly derived. Fur-
thermore, by aiming at minimizing the integral of
absolute error (IAE) of the frequency in each micro-
grid, a constrained controller optimization algorithm
is proposed. Then, the dynamic performance during
frequency restoration process can be improved
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FIGURE 1: Framework of multi-microgrids with edge computing framework.

The rest is organized as follows. State-space model for
frequency control system in each microgrid is established in
Section 2. In Section 3, the relationships among transmission
delay and key network parameters are investigated. The
dynamics of closed-loop frequency control system with
time-varying delays are discussed in Section 4. In Section 5,
an optimization method combined with iterative linear
matrix inequality and heuristic algorithm is proposed. Simu-
lations are discussed in Section 6. Finally, conclusions are
given in Section 7.

2. State-Space Model of Frequency Control in
Multi-Microgrids Based on Edge
Computing Framework

The power resources in multi-microgrids mainly contain
synchronous generators, renewable generators (such as wind
turbines and photovoltaic cells), and energy storage systems.
Due to the uncertain fluctuations of renewable outputs and
load demands, the frequency may deviate from the rated
value. Hence, it is required to timely adjust the outputs of
synchronous generators and energy storage systems to main-
tain real-time power balance between supply and demand at
the rated frequency point [19, 20]. Considering that there
exist the heavy communication and computation burdens
in the traditional centralized control scheme which requires
global operation statuses of all the microgrids, in this paper,
a frequency control strategy based on edge computing frame-

work is proposed. As shown in Figure 1, the local operating
statuses are transmitted to the edge computing device
installed in each microgrid. In other words, in our proposed
edge computing framework, an edge computing device con-
sidered as the local control center is set up in each microgrid.
Since the local controller is closer to the participating equip-
ment and the corresponding control structure is simpler,
lighter communication burden and lower computation cost
can be realized. Similar to the centralized scheme, the func-
tion of the edge computing device is sending the active power
output commands of synchronous generators and energy
storage systems and then restoring the frequency to the rated
value. Note that the edge computing devices and devices par-
ticipating in frequency control are geographically dispersed;
the uploading of operation statuses usually relays on the
sharing communication network. Hence, there exist time
delay and packet loss problems during the data transmission
process. In this section, the state-space model of frequency
control system in each microgrid is firstly discussed. The
effects of time delay and packet loss on the dynamics of fre-
quency control system will be analysed in the next sections.

Let the number of microgrids in a multi-microgrid be N.
For the i-th (i=1,2, .-, N) microgrid, the equivalent block
diagram of the frequency control system is shown in
Figure 2. Moreover, let the number of synchronous genera-
tors and energy storage systems in i-th microgrid be M ;
and Mg ;, respectively. Therefore, the dynamics of the fre-
quency control system in i-th microgrid satisfy [4]



erator; AP,;; is the mechanical output power of the j-th syn-
chronous generator; AP, ; is the tie line power fluctuation in
i-th microgrid; Af; and Af, are the frequency deviations in
the i-th and I-th microgrids, respectively; T'; is the synchroni-
zation coeflicient of the tie line between the i-th and I-th
microgrids; T,;; and T;; are the time constants of governor

and turbine in the j-th synchronous generator; R;

Rpss i are the drooping coefficients of the j-th synchronous
generator and k-th energy storage system, respectively; A
Ppes i is the active output power of the k-th energy storage
system; APy; and AP, ; are the fluctuations of load demand
and renewable output in the i-th microgrids, respectively;
M,y ; and D, ; are the equivalent inertia and damping coef-
ficient of the i-th microgrids, respectively; a;; and f; are the

and
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where AP,;; is the valve opening of the j-th synchronous gen-  participation factors of the j-th synchronous generator and k

-th energy storage system, respectively, and satisfy

MSG_i MESS_i
Z o+ Z Bi=1. (2)
=i k=1

By defining the state vector as X; = [Af,, AP, ;, AP,
3 AP > APy, ---,APW-MSG_,_]T, the state-space model
of the frequency control system in the i-th microgrid is given
by

tie_i> mil?

d
dt
Y;(t) = CX(1),

X;(t) = A X;(f) + Biu(t) + Huw(t), (3)
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Moreover, considering that the frequency control system
is a sampling control system under the edge computing
framework essentially, the respective discrete-time model
with the sampling time T is given by

()

X;(k+1)=EX;(k)+ Fu,(k) + Gw;(k),
{ Yi(k) = CiXi(k)’

where E; = T, F, = J"gseAftdtB,-, and G, = fgSeA*"dtHi.

3. Transmission Delay Analysis in Edge
Computing Environment

Generally, the total time delay during the transmission pro-
cess from the underlying participating equipment to the edge
computing device includes the following three parts: serial

1 1
0 0

eq-i Meq_1

0 0 0 0

! 0 ! 0
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0 ! 0 !

tiMgg_; TtiMSG_,»
0 0 ! 0
Tgil
0 0 0 !
TgiMSG_r

1 9T

0

0

APdi - Apres_i
w=| 2 (@
1
0 Z T;4f
i=1,i#l
0
0 -

delay, propagation delay, and routing delay [16]. Hence, the
following equation holds.
Ts = Tserial T T

propagation + Trouting’ (6)

where 75 is the total time delay. Besides, the serial delay
(Tgeria) 18 proportional to the size of packets (denoted as
Pg,.) and inversely proportional to the transmission rate
(denoted as D, mission)- The propagation delay is propor-
tional to the transmission distance (denoted as Lengthy)
and inversely proportional to the propagation velocity
(denoted as V) in a certain physical media. Obviously, both
of the serial delay and propagation delay are constants and
can be calculated by the following equations.

_ P size
Tserial = D >
transmission (7)
Lengthy,
Tpropagation = \% .
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In particular, the uncertain routing delay is caused by the
queuing and forwarding of multiple data flows in the
switches. Specifically, as shown in Figure 3, the operating sta-
tuses transmitted from the underlying equipment to the edge
computing device need to pass through multiple switches
with limited forward capacities. Therefore, at the entrance
of a switch, the data flows from different receivers form a
queue. Such queuing process can be described as a cascade
M/M/1 model based on the queuing theory [21].

Let u, denote the forwarding rate of the r-th (r=1,2,
-+, R) switch provided for the data flow and 7, denote the
queuing delay of the data flow transmitted by the r-th switch.
Assume that a data flow passes through the switches num-
bered as 1,2,---,R in turn and the data arrival process at
the r-th switch obeys the Poisson process with parameter A,
. Based on the queuing theory, the probability density func-
tion (PDF) of the queuing delay at the r-th switch satisfies

g(Tr) = (/’lr - /‘r)e_wr_/\’)Tr’

The corresponding cumulative distribution function
(CDF) is given by

7,>0. (8)

T,

o) = [ ‘gwar=1-e 2 w0 ()
0

It can be seen that the queuing delay in r-th switch satisfies
an exponential distribution with the parameter y, — A,. Fur-
thermore, when the switches 1 — R are independent to each

other, the total routing delay (7,,,,g) satisfies
R
Trouting = Z Ty (10)
r=1

The corresponding PDF and CDF are given by Equations
(11) and (12), respectively.

R
R - Z(n"{r_Ar)Tr
g(Trouting) = H(”” - /\r)e r=1 , T,>0, (11)
r=1
R
3(Tumg) = [[ (1= @), 7,0 12)

I
—_

T

Finally, considering that the serial delay and propagation
delay are constants, the PDF and CDF of the total transmis-
sion delay (75) in the proposed edge computing environment
equate to those of the total routing delay (¢

routing) :

4. Dynamic Characteristic Analysis of Closed-
Loop Frequency Control System with Time
Delay and Packet Loss

In this paper, to economize the memory space of edge com-
puting devices, each microgrid adopts the memoryless
state-feedback control mode, as shown in

u;(k) = KX (k), (13)

where K is the controller gain and X}*V**'(k) is the newest
packet arrived at the edge computing device.

Noting that the total transmission delay (z5) always sat-
isfies 75 < LT (L € Z*), in this paper, LT, is defined as the
preset maximum transmission delay. In other words, if the
transmission delay of a packet is less than LT, then this
packet is called an effective packet and will be used to gener-
ate the control instructions u;(k). Otherwise, if the transmis-
sion delay of a packet exceeds LT, this packet is viewed as a
dropped one and will not be used to generate the control
instruction u;(k). Obviously, the different transmission delay
may cause that the edge computing device use different
packets to generate the control instructions. Hence, the cor-
responding dynamic characteristics of closed-loop frequency
control system will switch with the varying time delays.

Without loss of generality, let p, and p,,, be the serial
number of the two neighbouring effective packets sampled
att=p T, and t=p, T,. Both the two packets are used to
generate the control instructions due to the fact that their
transmission delays are within [0,LT]. Obviously, the
packets sampled within ((p, +1)T,, p,T,) are dropped due
to the transmission delays exceeding LT. The maximum
number of consecutive dropped packets can be denoted as
Dy =max (p,,; —p,). Then, the dynamics of closed-loop
frequency control system during any two neighbouring effec-
tive packets (ie., t€[p, T, p,,;Ts)) can be described as a
switching model dependent on the time-varying delays. In
order to clearly illustrate the modelling process for the
closed-loop frequency control system with time delay and
packet loss, in this section, we take L =1 as an example. As
shown in Figure 4, there are two possible scenarios of the
closed-loop frequency control system with varying time delays.

Scenario 1: 75 =0, i.e., the packets sampled at t=p T
arrive at the edge computing device without any delay.
Therefore, the newest packet satisfies XV*'(k) = X;(p,), t
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Scenario 1
Pv+1

Py pytl pyt2 ..

Underlying equipment

Edge computing device

Control instruction u;(k)

@ cEffective data packets
O Dropped data packets

Scenario 2
Py Pytl pyt2.. pyil

Underlying equipment

Edge computing device

Control instruction u;(k)

FI1GURE 4: Effects of time delays on the closed-loop frequency control system.

€p,Te P, Ts). According to the discrete-time model of fre-
quency control system (i.e., Equation (5)), the dynamics of

Xi(p, + 1) = (E; + FK;)X;(p,) + Gw;(p,),

Xi(py,) = <E maxt ZE%K)

£=0

Scenario 2: 75 <1x T, i.e., the packet sampled at t =p,
T, is transmitted to the edge computing device with a delay
less than 1 x T,. In this scenario, the control instruction dur-
ing the time interval P, TP, T,) satisfies the following
piecewise function

X; p,Tost<(p, + )T,
X?eweSt(k) _ 1(pv—1> p (p ) (15)
Xi(Fv)’(I)v+l)TsSt<pv+lT

Similar to Scenario 1, the dynamics of close-loop frequency
control systems during the time interval [p, T, p, ., T) can be
derived as follows:

EDmact] max—C v ¥,
EPmett Z EFK, e ME'?F,K, e
0 0
Xi(pyr) = 0 I 0
0 0 I

BN

close-loop frequency control systems during the time interval
[p,Ts p,.; Ts) can be derived as follows:

Xi(p, +2) = (E; + FK;)X;(p, + 1) + Guw,(p, + 1) = (E12 +EFK; + FiKi)Xi(pv) +E,Guw,(p,) + Gw;(p, + 1),

Z EP™ " Gawy(p, +§).

X(py) = ( Pty "Z EfFZK,) (p,) + B> FK X,(p, )
(16)
+ z E?"'MEGiwi(Pﬁf)-
£=0

More generally, the above derivation process in this section
can be extended to case of L € N*. Define the following two
augmented vectors:

Xi(p,) = X (0 X0y X (0, 0)]
Wi(p,) = [w(p,)w(p, + 1), - w,(p, + )] .

Hence, there exist 2L possible scenarios of the closed-loop
frequency control system in the i-th microgrid, uniformly
described by

(17)

& v &
EFiK; §=Diny (+LE’ FiK; Elimei EiD'"“flGi G
0
- 0
0 Xi(p,) + Wi(p,)s
0 0 0
0 X

<l>f




where {={0,1,---,L}; the values of {¥,¥,, -+, ¥} are
shown in Equation (19) where the arrow “—” represents
{¥,,¥,, -, ¥} take values from the same row.

¥, ¥, b )
[D_-¢(+1 — D_-(+2 — D _-{+L |
Dmax_( +2 - D_-C+3 D _-{+L+1
: - - :
D -2 - D -1 - ™ ( 1 9)
0
o
D -1 - 0 .. LL-1
0

5. H_ -Controller Optimization considering
Dynamic Performance Improvement

The controller gain K; not only needs to ensure that the
closed-loop frequency control systems are asymptotically sta-
ble during any two neighbouring effective packets but also
require to have a robust attenuation ability against the exter-
nal power disturbances from the load demands and renew-
able outputs. In other words, there exists the following
inequality between the output Y;(p,) and the external power
disturbances W,(p,) at any time t =p T|.

IYie) L <V Wi, (20)
where vy is the attenuation factor and ||-||, is the 2-norm oper-
ator. Let k(p,) and k(p,,,) € {1,2,--,2L} denote the serial
numbers of the possible operation scenarios at time t=p,
T, and t=p,, T,. A candidate Lyapunov function is con-
structed by

Vi) =X (0,) 24 Xi(P,), (21)

where (2, | is a symmetric positive definite matrix. When
the state vector of closed-loop frequency control system
changes from X;(p,) to X;(p,,,), the increment of Equation
(21) is given by

[ Xi(p,) |

-Wi(pv)- %

AVi(Pv) £

[ Xi(p,) |

_Wi( v)- :

r T T
' (qji() Oup) @} = Oy, (‘Di() O, A
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Input system parameters {A;, B;, C;, T's},
maximum iterations A,y initial solution set size|
M and feasible solution setsize M' (M>>M")

A

Generate initial solution set {K;;, K;y, ..., Ky}

'

Select M' feasible elements as the initial
feasible solution set via constraints in (28)

v

Calculate objective function J;

h=h+1

1 v

Save the current optimal solution

<t

Output the optimal result

End

FIGURE 5: Flowchart for controller gain optimization.

AVi(p,) = Vi(Po) = Vilby) =X (Pry) gy, Xi (P
=X, (0,) Q% Xi(P,)-
(22)

Substituting Equation (18) and inequality (20) in Equa-
tion (22) results in

Xi (Pv)
Wi(p,)

=Y (p,)Yilp,) + VW (p)Wip,)

A

k(p,

(‘Di() Tka)Ai Xi(p,)

Wi(pv)

>

AT A=y
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FIGURE 6: Simulation diagram of multi-microgrids.

where I is an identity matrix with suitable dimensions. When
the following matrix inequality

(<Df) Tﬂkm‘pic = p,0) ((D»‘V ) TQk(p yAi
+CiTCi K

* A ) A=y
(24)

holds, the integral of Lyapunov function on [0, +c0) with
zero initial conditions satisfies

+00

0<Vi(+00) - V;(0) < Z (_YiT(Pv)Yi( )Y WiT(pv)Wi(pv))
p,=0

=¥, + P IW2)
(25)

Overall, if the matrix inequality (24) holds, the con-
trol gain K; can guarantee the closed-loop frequency con-
trol system has the asymptotic stability in the case of
stochastic communication changes and H_ -robust attenu-
ation performance against external power disturbances
simultaneously.

Besides, in order to improve the dynamic perfor-
mance during frequency restoration process, the integral
of absolute error (IAE) of the frequency is chosen as
the objective function, as shown in Equation (26). The
IAE of frequency reflects the transient response perfor-
mance of the frequency control system to external power
disturbances

J= gmfi(kn.
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In conclusion, a constrained optimization model for
the controller gain K; is established, as follows.

objective : min J;
(‘Df)TQk@ CARICTAN A7

((Di ) Qk(p‘,)Ai
s.t.: +CiTCi <0

* Ay A =T

—_ 0T _ T
Q) = K > 0y, ) = P,y > 0

(27)

According to Equation (18), the matrix ®,% contains the
controller gain K; which needs to be optimized. Besides, there
exists a multiplicative relation between matrix ®f and
unknown matrix Qk(pv)' Therefore, the constraints (27) do

not satisfy the linear matrix inequality (LMI) forms and can-
not be solved by directly using the robust control toolbox of
MATLAB directly. In this paper, an iterative relaxation tech-
nology combined with heuristic search method is proposed
to optimize the controller gain K;. The flowchart is shown
in Figure 5. Firstly, an initial solution set containing consid-
erable matrixes with the same dimensions of K is generated
randomly. Then, the initial feasible solution set is selected
from the initial solution set according to the constraints in
(27). Secondly, the initial solution set is updated via the
operations such as mutation and pheromone update. The
constraints (27) are used again to select the feasible solution
set for the next iteration. Since the candidates in initial solu-
tion set for K are fixed during the whole optimization pro-
cess, the matrix nonlinear matrix inequality in (27) is relaxed
into the LMIs.

6. Simulations and Discussions

In this section, the feasibility of the proposed cascade M/M/1
model for communication network in edge computing
framework is verified by using OPNET Modeler 14.5. In
addition, assume that the number of microgrids in the
multi-microgrid is 2 and each microgrid contains two syn-
chronous generators and one energy storage system. The
frequency control in multi-microgrid is simulated in
MATLAB/Simulink environment, as shown in Figure 6.
The time delays during the simulation process adopt the sim-
ulation results obtained from the OPNET. The controller
gain is obtained according to the optimization algorithm pro-
posed in Section 5 where the particle swarm optimization
method is used. The synchronization coefficient between
the two microgrids satisfies T,,=T,; =0.52p.u./Hz.
Besides, the communication system configurations in both
two microgrids are assumed to be the same. To evaluate the
dynamic performance of the proposed control strategy, the
step changes of renewable output and load demand with
0.1 p.u. and -0.1 p.u. occur at t = 0 s in each microgrid. Other
simulation parameters are demonstrated in Table 1.

6.1. Transmission Delays in Edge Computing Framework. As
shown in Figure 7, a multihop data transmission network is

Wireless Communications and Mobile Computing

TaBLE 1: Simulation parameters.

Parameters Values Mlustrations
Ty (s) 0.31

Ty () 0.05

Ty (s) 0.28

Ty (s) 0.07

R, (Hz/p.u.) 3

Ri; (Hzli.u.) )38 Microgrid 1
Rggs 11 (Hz/p.u.) 5

My (pu.s) 0.2308

Deq_1 (p-u./Hz) 0.016

(11> 125 Bry) (0.4,0.4,0.2)

T g1 (s) 0.35

Ty (s) 0.06

Ty, (5) 0.33

Ty, (5) 0.08

R,; (Hz/p.u.) 2.87

RZ (Hz/i.u.) 25 Microgrid 2
Rygs 51 (Hz/p.u) 4.5

M., (pu.s) 0.2408

D, (p.u./Hz) 0.018

CANTN (0.3, 0.6, 0.1)

T (ms) 10

Py, (bits) 200

Diansmission (Mbps) 10

Lengthy (km) 50

V (km/s) 1.8%10° Communication networks
A, (packet/s) 50

u, (packet/s) 500

R 5

established in OPNET environment to verify the proposed
cascade M/M/1 model for time delay calculation under the
edge computing framework. It should be noted that since
the number of transmission hops is equal to the number of
forwarding nodes, a chain topology is adopted in the simula-
tion. Figure 8 shows the statistical results of transmission
delays of 100 consecutive packets and the theoretical mean
value of time delays calculated by the proposed M/M/1
model.

According to Figure 8, the simulation mean value of the
transmission delays is 10.15 ms. Meanwhile, the theoretical
mean value calculated by the proposed cascade M/M/1
model is 11.41ms. The relative error between theoretical
and simulation values is 11.04%. Therefore, the simulation
results illustrate that the proposed cascade M/M/1 model
can effectively reflect the transmission characteristics in edge
computing environment. In addition, it can be found that the
number of continuous packets with transmission delays
exceeding 20 ms is less than 3. Therefore, in controller design
process, the preset maximum transmission delay is assumed
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FI1GURE 7: Schematic diagram of communication network in edge computing framework.
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FIGURE 8: Statistical results of transmission delays of 100 consecutive packets in edge computing environment.

to be 20ms (i.e., 2 x 10 ms) while the maximum number of
consecutive dropped packets (i.e., D,,,,) is assumed to be 3.

max

6.2. Control Performance Analysis with the Proposed Method

6.2.1. Comparisons with the Traditional Centralized Control
Scheme. In the traditional centralized control schemes, all
the operation statuses of the microgrids should be transmit-
ted to the only control center in the whole power system.
Without loss of generality, the simplest case that there is only
one switch between the edge computing device and the con-
trol center is considered in this subsection, as shown in
Figure 9. Figure 10 shows the statistical results of transmis-
sion delays of 100 consecutive packets and the theoretical

mean value of time delays calculated by the proposed
M/M/1 model. According to Figure 10, the number of con-
tinuous packets with transmission delays which exceeds
20 ms is less than 6. Therefore, the preset maximum trans-
mission delay is assumed to be 20 ms (i.e., 2 x 10 ms) while
the maximum number of consecutive dropped packets (i.e.,
D,..) is assumed to be 6. In addition, in order to quantita-
tively evaluate the control performance, the following
indexes are selected:

(1) Peak value of frequency deviation: the maximum
value of the absolute value of frequency deviation
when step changes of external power disturbances
occur
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FIGURE 9: Schematic diagram of communication network in traditional centralized framework.
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TaBLE 2: Performance indexes with traditional centralized framework and proposed edge computing framework.
Microgrids Control strategies Peak value (Hz) Restoration time (s) IAE (Hz)
) This paper 0.0164 1.36 0.4182
Centralized framework 0.0243 1.14 0.6092
2 This paper 0.0209 2.01 0.8920
Centralized framework 0.0370 4.27 3.5346
0.025
0.020
0.015
~ -
T 0.010 -
ﬁ m
0.005
0.000 —
-0.005
-0.010 : . .
0 5 10
Time (s)
0.04
0.03
0.02
E 0.01
? 0.00 \//\\//\
-0.01
-0.02
-0.03 T
0 5 10
Time (s)

—— 'This paper
—— Centralized framework

FIGURE 11: Frequency deviations with traditional centralized framework and proposed edge computing framework.

(2) Restoration time of frequency deviation: the starting
time when the frequency deviation restores and
maintains within +5% of the peak value

(3) IAE of the frequency: the result calculated according
to Equation (26)

In this subsection, the controller gains of both centralized
scheme and edge computing framework are obtained with
the proposed H_-switching control method in Section 5.

Figure 10 shows the frequency deviation responses with the
traditional centralized and the proposed edge computing
framework. Table 2 demonstrates the corresponding perfor-
mance indexes. For the first microgrid, according to
Figures 10 and 11 and Table 2, although the restoration times
of the two control schemes are close, the peak value of our
proposed edge computing framework is reduced by 32.51%
compared with the traditional centralized control scheme.
Meanwhile, for the second microgrid, not only the peak value
of our proposed edge computing framework is reduced by
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FIGURE 12: Frequency deviations with different control strategies.
TaBLE 3: Performance indexes with different control strategies.
Microgrids Control strategies Peak value (Hz) Restoration time (s) IAE (Hz)
This paper 0.0164 1.36 0.4182
) Sidling control 0.0124 3.26 0.6658
H,_, control 0.0248 1.65 0.7259
MPC 0.0167 4.95 1.3294
This paper 0.0209 2.01 0.8920
5 Sidling control 0.0266 1.73 1.0061
H_, control 0.0380 2.93 2.4598
MPC 0.0270 3.31 1.6974

43.51% but also the corresponding restoration time can be
shortened by 52.93% compared with the centralized con-
trol scheme. In addition, the IAEs in both two microgrids
using the proposed edge computing framework are less
than the results using the centralized scheme. The simula-
tion results show that the proposed edge computing frame-
work can provide a better frequency deviation damping
performance. This is because the proposed control strategy
based on edge computing framework only requires the
local operation statuses and the edge computing device
which is closer to the underlying participating equipment.
Hence, compared with the traditional centralized control
scheme, the communication network with edge computing

framework can provide a higher quality of service (QoS)
for the data flows and has the less consecutive dropped
packets.

6.2.2. Comparisons with Different Controller Design Methods
in Edge Computing Framework. In this subsection, the supe-
riority of dynamic performance with our proposed H_ -
switching control strategy compared with other design
methods is discussed. The comparison methods are as fol-
lows: (1) H_, control strategy in [9]; (2) MPC strategy in
[17]; (3) sliding control strategy in [18]. All the control strat-
egies in this subsection adopt the decentralized scheme and
can be applied into the edge computing framework.
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Figure 12 shows the frequency deviation responses with
different controller design methods. Table 3 demonstrates
corresponding dynamic performance indexes. For the first
microgrid, according to Figure 12 and Table 3, compared
with the sliding control strategy, the maximum frequency
deviation with our proposed H_ -switching control is 32.3%
larger while the restoration time is shortened by 58.28%.
Compared with H__ control, the maximum frequency devia-
tion and restoration time are reduced by 33.87% and 17.58%,
respectively. Compared with the MPC method, the maxi-
mum frequency deviation and restoration time are reduced
by 1.80% and 72.53%, respectively. Note that the IAE of fre-
quency with the proposed H_ -switching control is reduced
by 37.19%, 42.40%, and 68.54%, respectively, compared with
the sliding control, H_ control, and MPC. Similar results can
be obtained for the second microgrid. The reason is that our
proposed controller design method optimizes the dynamic
performance during frequency restoration process on the
premise of ensuring the asymptotical stability of the closed-
loop frequency control systems. Therefore, the shorter resto-
ration time and better transition process can be obtained.

7. Conclusions

In this paper, an edge computing-based control scheme is
proposed to deal with the frequency stability problem in
multi-microgrids. Different from the traditional centralized
scheme, the edge computing device is set up in each micro-
grid to realize the local frequency stability with higher QoS
for data transmission and the lower computation burden
for controller design. Via describing the closed-loop fre-
quency control system as a delay-dependent switching
model, the constraints of controller gain guaranteeing
asymptotic stability and H__-attenuation performance are
strictly derived. Moreover, an optimization algorithm is pro-
posed aiming at improving the transition performance dur-
ing frequency restoration process. Simulation results show
that our proposed method has shorter restoration time in
stochastic time delay and packet loss cases. Further
researches will focus on the frequency stability problem in
edge computing framework suffering from malicious net-
work attacks.
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The existing cloud storage methods cannot meet the delay requirements of intelligent devices in the power distribution Internet of
Things (IoT), and it is difficult to ensure the data security in the complex network environment. Therefore, a data Security Storage
method for the power distribution IoT is proposed. Firstly, based on the “cloud tube edge end” power distribution IoT structure, a
cloud edge collaborative centralized distributed joint control mode is proposed, which makes full use of the collaborative
advantages of cloud computing and edge computing to meet the real-time requirements. Then, a distributed data storage
method based on the Kademlia algorithm is proposed, and the homomorphic encryption and secret sharing algorithm are used
to store the data in the cloud as ciphertext and perform data query directly on the ciphertext. Finally, considering the
heterogeneity of edge nodes, the security protection model of edge nodes based on noncooperative differential game is
established, and the algorithm of optimal defense strategy of edge nodes is designed to ensure the security of edge nodes. The
experimental results show that the proposed method obtained excellent query performance, and the ability to resist network
attacks is better than other comparison methods. It can reduce the data storage and query delay and ensure the data security of

the system.

1. Introduction

As the core manifestation of the application in the field of
power Internet of Things (IoT), the power distribution IoT
in cyber-physical energy systems is responsible for the visual
perception of the state of the distribution network, the IoT to
manage and control the distribution network equipment, the
opening of the distribution service capabilities, and the shar-
ing of distribution network data [1]. On the one hand, a large
number of sensor and complex communication networks
were used to turn the distribution network into a multidi-
mensional and heterogeneous complex network capable of
real-time perception, dynamic control, and information
query by the power distribution IoT in cyber-physical energy
systems; its massive external data can affect the distribution
network. The control decision of the electrical system
increases the complexity of operation and control [2, 3].
With the development of cloud computing technology,
more and more power grid companies are accustomed to

using various services provided by cloud service providers
to meet the needs of power business application development
and data storage [4]. In recent years, applications such as IoT,
artificial intelligence, and big data have also developed rap-
idly. However, because cloud computing is located at the
upper layer of the network and is far away from the actual
physical equipment, it cannot achieve good support for
low-latency power business applications and cannot meet
certain requirements. Some power applications must rely
on local equipment to perform a large number of calculations
[5, 6]. Edge computing allows devices to complete data col-
lection and preprocessing in the local network by deploying
edge computing devices close to the data source, thereby
overcoming the problems of low processing speed and large
transmission delay for massive native data in cloud comput-
ing [7]. The edge computing nodes in the power distribution
IoT use edge intelligent terminals to complete the collection,
aggregation, and model processing of IoT device data to meet
the response requirements of low-latency applications [8].
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The cooperation of cloud edge collaboration overcomes
the problems of cloud computing for distributed data col-
lection, transmission delay, and data analysis efficiency [9].
And in the power distribution IoT, the edge intelligent ter-
minals are deployed near the power grid line data source
to provide computing services, which has the advantages
of real-time and efficiency [10, 11]. However, with the
introduction of edge computing, a large amount of data
is stored in the local edge intelligent terminal, which
brings serious security risks. Moreover, edge computing
involves the interaction between the edge intelligent termi-
nal and the downstream terminal device, the interaction
between the edge intelligent terminal and the upstream
cloud platform, the interaction between the edge intelligent
terminal, etc., which will lead to the security threats from
the end devices, the edge intelligent terminal itself, the
edge network infrastructure, and the cloud platform [12,
13]. At the same time, the development of the network
security standards of the power distribution IoT is uneven,
resulting in greater difficulties in protecting data storage
from external threats [14]. Therefore, it is meaningful to
study the security protection of the distributed storage of
the power distribution IoT to ensure the safety and reli-
ability of the grid data.

2. Related Research

In the existing research methods, most methods are based
on the topology model to establish the power grid informa-
tion model by centralized storage, which is mainly divided
into three types based on the adjacency matrix, the correla-
tion characteristic matrix [15], and the graph theory [16].
Ref. [17] studies the storage architecture of mobile edge
computing, which explores the potential of mobile edge
computing to enhance data analysis of IoT applications.
The experiment results show that the data security and com-
puting efficiency were achieved. Ref. [18] proposed an effi-
cient and secure encrypted search architecture based on
mobile cloud storage. In architecture, mobile devices can off-
load intensive computing tasks to edge servers to improve
efficiency. In addition, in order to protect data security, the
correlation between query keywords and search results from
the cloud is hidden to reduce the information acquisition of
untrusted cloud. However, the architecture model has the
defect of a large amount of data, which requires a lot of
memory resources for calculation, which is not suitable for
a large power grid [19]. Ref. [20] proposed a nontechnical
loss (NTL) detection scheme supported by edge computing
and big data analysis tools to solve the problem of big data
NTL fraud detection in a smart grid, providing experience
for the development of big data security solutions in smart
grid. However, it only focuses on the topological connection
relationship, and the data interaction relationship is over
conceptualized and unable to correspond with the actual
system components [21]. Ref. [22] proposed a data exchange
architecture for energy Internet that takes into account edge
computing efficiency and data security. In this architecture,
edge computing is applied to solve the challenges related to
data exchange and data security at the same time. However,
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due to the lack of topological structure caused by the com-
plete formulation, the model cannot reflect the actual struc-
tural characteristics of the system.

Due to the large amount of data, the above control
mode model is difficult to ensure the real-time control
and information security, and the energy consumption of
cloud computing is too high [23]. Based on the concept
of edge computing, Ref. [24] proposes an eflicient and
privacy-preserving data download scheme for VANET.
By analyzing the encrypted requests from nearby vehicles,
the road-side unit can find popular data without sacrific-
ing the privacy of its download request. The results of
the security analysis show that the scheme can resist vari-
ous security attacks and improve the download efliciency
of the system. Ref. [25] proposed an effective ciphertext
policy attribute based on the encryption scheme, which
introduced the concept of partial hiding policy to protect
private information in the access policy. From the perspec-
tive of distributed control, Ref. [26] constructs a cloud
edge collaborative computing framework and proposes
data token and energy token inspired by blockchain and
security solutions for protecting vehicle data interaction.
However, the introduction of edge computing into the
cyber-physical system storage data security modeling is
still lack of research. Based on the existing research, this
paper constructs a cloud edge collaborative data processing
structure model of the power distribution IoT based on
the existing research and studies the data Security Storage
methods of the Distribution IoT.

Aiming at the data security problem in cloud edge col-
laboration of power distribution IoT in cyber-physical
energy systems, a data Security Storage method is pro-
posed. The innovation of the proposed method is as
follows:

(1) In view of the fact that the distribution cloud master
station cannot meet the demand of massive terminal
data request delay, the proposed method is based on
the “cloud-tube-edge-end” power distribution IoT
structure in cyber-physical energy systems and pro-
poses a cloud edge collaborative control mode, which
makes full use of the coordination of cloud and edge
computing to improve the efficiency

(2) Aiming at improving the data storage security of the
edge intelligent terminal, a distributed data storage
method based on the Kademlia algorithm is pro-
posed, and the improved homomorphic encryption
and secret sharing algorithm are used to make all
the edge intelligent terminal data stored and queried
in the ciphertext

3

~

Because of the heterogeneous and distributed charac-
teristics of edge intelligent terminals, it is easier for
network attackers to launch malicious attacks. There-
fore, the proposed method establishes an intrusion
prevention model of edge intelligent terminals based
on the stochastic differential game, which provides
the optimal defense strategy for each edge intelligent
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terminal, so as to ensure the data security of power
distribution IoT

3. System Architecture

3.1. Hierarchical Structure of Power Distribution IoT in
Cyber-Physical Energy Systems. The power distribution IoT
is the embodiment of the application of the power IoT
in the field of distribution. It undertakes the functions of
perceiving the status of the visual distribution network,
controlling the distribution network equipment, opening
the service ability of the distribution network, and sharing
the data of the distribution network, so as to realize the
internal support of the grid operation, customer service,
enterprise operation, and other businesses, and the exter-
nal business supports the resource commercial operation,
energy finance, comprehensive energy service, and virtual
power plant and other businesses [27]. The power distri-
bution IoT overall structure in cyber-physical energy sys-
tems is shown in Figure 1.

The structure of power distribution IoT can be divided
into four core levels of “cloud-management-edge-device,”
and each level is described as follows.

(1) Cloud: as the distribution cloud master station plat-
form, it adopts cloud computing, big data, artificial
intelligence, and other technologies to realize the
comprehensive cloud and microservice of the master
station under the IoT architecture. The first mock
exam platform of distribution cloud can satisfy the
business requirements of massive devices such as
plug and play, data integration, and cloud collabora-
tion. It supports the business requirements such as
low voltage unified model management, plug and
play, data cloud synchronization, and IoT manage-
ment. The main station needs to have flexible Inter-
net of Things cloud service and cloud edge
collaboration ability, which could meet the require-
ments of rapid response, dynamic allocation of
resources, intensive operation, and maintenance of
the system at the same time. “Cloud” layer includes
the platform as a service, infrastructure as a service,
and software as a service layer

(2) Management: as a data transmission channel of
“cloud,” “edge,” and “end,” it is used to complete
the efficient transmission of massive information in
the power grid. It can be divided into two main parts:
remote communication network and local communi-
cation network, where the remote communication
network provides the data communication channel
between the distribution cloud master station and
the edge intelligent terminal, and the local communi-
cation network provides the data communication
channel between the edge intelligent terminal and
the terminal unit

(3) Edge: the edge intelligent terminal, with “edge cloud,
cloud gateway” as the main landing form, and “cloud
edge collaboration, edge intelligence” as the core fea-

ture, which is an open platform for data aggregation
and computing. In the power distribution IoT system
structure, the edge intelligent terminal is the carrier
and key link of terminal data self-organization and
end cloud business self-coordination, which realizes
the decoupling of terminal hardware and software
functions. For the “end” end, the data exchange and
intelligent sensing equipment are used to complete
the edge end collaboration to achieve full data acqui-
sition, full perception, and full control; for the
“cloud” end, the edge intelligent terminal and the dis-
tribution cloud master station interact in real-time
and full-duplex mode with key operation data to
complete edge cloud collaboration, give full play to
the expertise of cloud computing and edge comput-
ing, and realize reasonable division of labor

(4) Devices: terminal device (various types of sensor
units), as the sensing layer and execution layer in
the power distribution IoT architecture; “end” refers
to the source of basic data such as operation status,
environmental status, and equipment environmental
status of the distribution network to “edge” or
“cloud,” and the terminal for executing decision-
making command or local control

3.2. Cloud Edge Collaboration for Power Distribution IoT in
Cyber-Physical Energy Systems. Different from the central-
ized storage structure where the distribution cloud master
station completes all the computing tasks, the edge intelli-
gent terminal is added to the edge side of the cloud edge
collaborative structure near the data source, as shown in
Figure 2. The distributed collaboration theory divides the
distribution network terminal devices and the edge intelli-
gent terminals into multiple distributed collaboration
according to the region and operation state. All the power
and information components in each distributed collabo-
ration and the edge intelligent terminal jointly constitute
a distributed open-edge service platform integrating the
core functions of the network, storage, computing, and
application, providing the edge intelligent services in the
regional distributed collaboration, shorten the information
transmission link, and realize the communication and
regional interconnection with the cloud computing center
through the backbone network [28].

The control mode of cloud edge collaboration can
make full use of the collaborative advantages of cloud
computing and edge computing, realize unified scheduling,
and meet the security and real-time requirements [29, 30].
The business in the local area is uploaded to the edge
intelligent terminal after the data is collected by the termi-
nal devices, which is executed locally by the edge intelli-
gent terminal or completed by the cooperation of
multiple edge intelligent terminals through the local area
networks, such as plug and play application and applica-
tion localization management. The data information of
the edge intelligent terminal and the terminal devices is
stored in the edge intelligent terminal in modular form.
Some advanced applications, such as distribution network
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fault prediction, topology dynamic identification, orderly
charging of electric vehicles, and load forecasting, are
completed by the edge intelligent terminal and the
distribution cloud master station. Among them, the edge

intelligent terminal completes the optimization calculation,
and then, the distribution cloud master station sends
control commands to the edge intelligent terminal for
partition execution [31].
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4. Data Security Storage Method
4.1. Data Storage and Query Model

4.1.1. Data Storage Model. Firstly, it is necessary to create a
database on the edge intelligent terminal, that is, the client
application, and randomly generate two large prime numbers
pl and p2 (usually used to use prime numbers with more
than 512 bits, such as 1024 bits), to obtain the product n of
the two, namely:

¢(n)=(p1-1)(p2-1), (1)

A random number p also need to be generated to repre-
sent a positive integer coprime with n. Then, a new table T
is created in the distribution cloud master station database,
a field column A is created, and a column key named ck, =
(%4> ¥4)> X4> and y, are randomly generated, but x,,y, <n
is required. In addition, each row is defined as r;(r;>0)
which is stored separately in a column named row-id, and
the row-id requires additional encryption, and the value of
the column can be encrypted using an improved homomor-
phic encryption algorithm (defined as r;(r; > 0)) that sup-
ports addition. In this way, table T has two columns (row-
id, A). The edge intelligent terminal only needs to store p1,
P2, and ck,, and the actual value of the table is stored in the
distribution cloud master station database.

In summary, the data model is built in the integer field for
operation. After getting the plaintext data V to be inserted, V
needs to be encrypted by ck, and r;. In other words, V., is

generated by ck, andr;, and V), is generated as follows:

Viey =41 (%)) =xp” ™09 mod n, (2)

Then, V, is generated by V., and plaintext V. V, is the
encrypted ciphertext value of the data:

V,=E(V, Vi) = V Vi mod n, (3)

-1 .
where V. is the modular inverse of V.

The generated V, is stored in the distribution cloud mas-
ter station database, and V), as the intermediate value of cal-

culation does not need to be stored, because the value of Vkey
can be recovered through ck, and r;. V., and V), values are

needed to decrypt the data when the value needs to be
decrypted:

V=D(V, Vi) = V,Viey mod 1. (4)

For the whole database, the edge intelligent terminal only
needs to save two positive integers # and p, while for table T
and column A in the database, the edge intelligent terminal
only needs to save the column key ck, of the column. In
the distribution cloud master station database, the encrypted
line number E*(r) and the ciphertext value A, of the data are
saved in the database. Compared with other encryption cloud
data storage models, this model does not need to occupy

additional database space of the distribution cloud master
station to store metadata for data repair [32].

4.1.2. Query Model. The database system SHAMC can
directly execute ciphertext SQL queries on the data tables cre-
ated by the database layer of the power distribution cloud
master station, which all rely on the improved homomorphic
encryption algorithm of the model. The query algorithm is
jointly implemented by the protocol stack designed and
stored on the edge intelligent terminal and the power distri-
bution cloud master station database [33, 34]. These proto-
cols are designed and written in the User-Defined Function
(UDF) of the edge intelligent terminal of the database man-
agement software (DMS).

SHAMC supports most of the operators of SQL state-
ments and can pass all the statement tests of TPC-H. Taking
the commonly used multiplication operators as an example,
we will introduce the process of implementing encrypted
queries.

Assuming that the data table T has two encrypted col-
umns, column A and column B, the calculation result A x B
is to be obtained. A, B keys ck, = (x4, y,) and ckz = (x3, y5)
. Assuming that the result column is column C, the column
key of column C is cke = (x¢, yc). To get the value of C
through the values of A and B, you need to calculate C, and
ck¢. Specifically, execute the protocol edge intelligent termi-
nal protocol mul_cal_x and mul_cal_y, get ck,:

cke = (xcyc) = (XaYp X4 + ¥p)- (5)

Then, execute the protocol mul_cal_c, on the database of
the power distribution cloud master station to get c,:

C,=A,B, mod n. (6)
can be pushed:
Clay =% =5 -y P40 = Ay By (mod ). (7)
Therefore, it can be proved:

C:Celckey:Ae'Be'Ckey
=A-Ay, BBy Ay By =A-B.

(8)
4.2. Data Safe Storage. In order to avoid the problems caused
by the centralized storage system, a distributed data storage
system is designed based on the Kademlia algorithm by using
the edge computing architecture. The Kademlia algorithm
has the characteristics of simplicity, flexibility, and security.
Assign a randomly generated 160-bit node identity (ID, iden-
tity) to each edge intelligent terminal joining the Kademlia
network. The 160-bit hash value of the encrypted data block
is used as the number, called the key, and the encrypted data
block itself is used as the value, and then, the data block is
stored in the form of key-value pairs on several edge intelli-
gent terminals with ID values similar to the key. The maxi-
mum number of nodes that can be accommodated in the
Kademlia network is 2,160, and its storage capacity far



exceeds the number of devices required in the actual net-
work, thus meeting the scalability requirements of large-
scale IoT applications [35].

Each edge intelligent terminal in the distributed storage
system only stores a part of the encrypted data and does
not store a complete data ledger. In addition, the state infor-
mation of the edge intelligent terminal is stored in each node
through the K-bucket mechanism. Kademlia algorithm cal-
culates the distance between nodes through exclusive OR
operation. The distributed storage structure based on edge
computing is shown in Figure 3. Each edge intelligent termi-
nal has a 160-layer K-bucket mechanism table.

For K-bucket 7, the edge intelligent terminal stores the
status messages of k nodes whose distance is [27!, 27). These
messages include node ID, Internet Protocol (IP) address,
and access port. k is a system-level constant, which can be
set to 8 according to the dynamic setting of the storage sys-
tem, such as the Kademlia algorithm used in the bit stream.
The state storage method based on the K-bucket mechanism
makes 7 edge intelligent terminals need Ign queries at most to
find the target information.

The distributed storage architecture based on edge com-
puting effectively avoids the two common problems of tradi-
tional distributed systems. Firstly, the entry/exit of nodes in a
distributed system is very frequent. When the node status
changes, the entire network will update the broadcast address
and synchronize the nodes, which leads to network conges-
tion and greatly reduces the storage and search efficiency
[36]. In the proposed secure storage solution, each node only
maintains some of the messages of edge intelligent terminals,
so that the impact on the entire network is minimized when
any node changes its state. Then, in the traditional architec-
ture, each node maintains the status information of the entire
network. Once a node is attacked or deliberately committed
evil, the status information of all nodes will be leaked. The
Kademlia algorithm is used to provide partition fault toler-
ance for the storage system, which greatly reduces the risk
of information leakage.

4.3. Data Defense Model. Edge intelligent terminals process
and store data, and the separation of ownership and control
rights causes edge intelligent terminals to lose physical con-
trol of their data. A large number of edge intelligent termi-
nals, local deployment, and wide geographic distribution
make it easier and more efficient for intruders in this com-
puting mode to launch denial of service attacks [37]. If effec-
tive detection and defense mechanisms are not deployed on
edge smart terminals, malicious intruders can launch attacks
by consuming limited resources of computing and band-
width. Meanwhile, it also can forge false data centers, deceive
edge smart terminals and obtain users sensitive data or even
tty to control the devices.

In order to establish a defense mechanism suitable for
edge intelligent terminals, in this section, modeling and anal-
ysis of the interaction behavior between attack nodes and
edge nodes by noncooperative differential game theory are
taken into account, where the heterogeneity of distribution
IoT and the ability of edge nodes are able to respond detec-
tion and defense functions autonomously.
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In the environment of edge computing, the number of
edge intelligent terminals is recorded as N, and each edge
intelligent terminal is deployed with an intrusion prevention
system, so that x(¢) is the number of intruders at ¢ time, and
represents the defense strength of the intrusion prevention
system deployed at the edge intelligent terminal 7 at time ¢,
where i=1,2, -+, N. Let v(t) denote the attack frequency of
the intruder at ¢ time. When the intruder attacks any edge
intelligent terminal maliciously, the change process of the
number is related to the defense strength of the edge intelli-
gent terminal’s intrusion prevention system and the current
attack strength. Therefore, the change process of the number
of invaders can be described by the following equations:

dx(t)
dt
x(ty) =%y >0,

=ax(t) — bju,(t) + cv(t),

©)

where a represents that when the intruder’s trajectory is not
detected, the intruder increases the growth rate of its number
by attacking the edge intelligent terminal, b; represents that
the intrusion prevention system deployed on the edge intelli-
gent terminal successfully detects and blocks the intruder
probability, ¢ represents the probability of an intruder suc-
cessfully attacking under the action of the intrusion preven-
tion system, f, represents the initial time of the game, and
X, represents the initial number of intruders.

When it is attacked maliciously in the game process, the
edge intelligent terminal can detect and block the behavior
of malicious intruders by deploying and responding to the
intrusion prevention system. The edge nodes also could pre-
vent the attacks by reducing the attack intensity and the
number of intruders minimizing the resource consumption
cost caused by its own defense measures. In the process of
edge intelligent terminal being attacked, with the increase
of the number and frequency of intruders, the cost of deploy-
ing defense system and reducing the number of intruders are
o;u?(t) and &x(t), respectively, where a; is the unit cost of
edge intelligent terminal 4, and ¢; is the unit cost of reducing
the number of intruders to respond to the defense system.

In addition, the cost of computing resources consumed
by each edge intelligent terminal to successfully resist mali-
cious attacks can be expressed as a function of attack
frequency, i.e., fv(t)u;(t), where f3 is the unit cost of comput-
ing resource consumption. The resource consumption
caused by a false alarm attack of the intrusion prevention
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system is x,u,(t), and x, represents the unit cost caused by
false alarm attack.

For any edge intelligent terminal i, try to minimize its
computing resource cost during the game. According to the
above analysis, the total cost function of the edge intelligent
terminal i deployed with the intrusion prevention system
on the game time [t,, T is expressed as:

T
in| () @6 + ) + Br(o)r)

]iD = min
u;(t t
0

+ex(t)) exp [=r(t—to)]dt + q;(x(T)) exp [-r(T = 1,)],
(10)

where T represents the time when the game ends, r repre-
sents the ratio of the future cost of the edge smart terminal
to the current cost, and g,(x(T)) exp [-r(T —t,)] represents
the cost function of the edge smart terminal at the end of
the game.

In the attack process, the intruder tries to achieve the
maximum damage to the defense system by increase the
attack intensity, which is conducted by maximizing the
attack frequency and increasing the number of intruders.
Therefore, the total cost function of the intruder in the game
time [t,, T] is expressed as:

T
JA = minJ (mv?(£) + ru; (£)v(t) + Ax(t)) exp [—r(t — ty)]dt

(11)

For the edge intelligent terminal, if there is a continu-
ous differentiable function U’(t, x): [t,,00] X R — R for any
edge intelligent terminal i, it satisfies the Isaacs Bellman
equation:

Ui(t, x) =exp [-r(t - ty)]
|, (sl 600 + B8 151297 (0.0 + €x(0)
x exp [~r(t - ty)]dt.
(12)

Then, the strategy set {u}(t)=¢;(t,x)|i=1,2,--,N} is
the feedback Nash equilibrium solution.

According to the Nash equilibrium solution process, in
the infinite time domain, the optimal defense strategy of the
edge intelligent terminal i is u*(¢):

(2nb;e; + Pc) exp [r(t —t,)] _
(4o = Prc)(r — a)

2nx;
dan - Pr

' (1) = (13)

Similarly, the optimal strategy for the intruder i is v*(¢):

(o) - P (1)
2nr—a
B 2nxx(r —a) + (g;xfBc+ 2nb;xA) exp [r(t —t,)] .
2n(4an — fr) (r - a)

(14)

According to the above analysis, the edge intelligent ter-
minal and the intruder adopt stochastic differential game
modeling, and the optimal strategies in the finite and infinite
time domain are obtained according to the equilibrium solu-
tion so that each edge intelligent terminal and intruder can
consider the resources maximize revenue under limited cir-
cumstances. The data security preserving model of edge
intelligent terminal based on the stochastic differential game
in the edge computing environment is shown in Algorithm 1.

4.4. Cloud Edge Collaborative Storage Security Defense. The
proposed cloud edge collaborative storage security defense
scheme includes four stages: preparation stage, transmission
stage, sharing stage, and retrieval stage.

(1) Preparation stage: each edge intelligent terminal
inputs a security parameter 1¥ to generate public-
private key (PK, SK). The initialization algorithm is
as follows:

(PKpgp» SKpys ) — PKE Setup (1’<),
(PKpyes» SKpggs) — PKES.Setup (1k), (15)

(PKpg, SKpys) — DS.Setup (1") .

The edge intelligent terminal manages the private key SK
by itself and then sends the corresponding public key PK to
the CA for registration. CA will use its private key SKS& to
sign the identity information of the edge intelligent terminal
and the public key PK of the edge intelligent terminal, so as to
generate the digital certificate Cert of the edge intelligent ter-
minal. Finally, CA sends the generated digital certificate Cert
to the edge intelligent terminal.

(2) Transmission stage: the data sending terminal device
logs into a similar edge intelligent terminal, extracts
some keywords W for the query from the data F it
wants to store in the distribution cloud master sta-
tion, and then uses its own private key SK9 to gener-
ate a digital signature sign for the data F

sign — DS.Sig(SK3y, F). (16)

Data sending terminal device sends data F, keyword W,
authorized terminal device list U, digital signature sign and
its digital certificate Cert® to edge intelligent terminal
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Input: number of nodes N
Begin

3.Fort=0to T

5. End for

End

Pseudocode of edge node oriented security defense algorithm

1. The security defense model of stochastic differential game is established: {
2. Set parameters according to network conditions a, b;, ¢, «;, €, 1, &, A, r
4. Nash equilibrium method is used to calculate the game model, and the optimal strategy is obtained:
u (1) = (2nbig; + Bek) exp [r(t = to)]/(4ain = Prc) (r — @) = 2y, l4on = P,
V¥ (t) = —g;c exp [r(t —ty)]/2nr — a = 2nx;k(r — a) + (g;xfc + 2nbxA) exp [r(t — ty)|12n(4o;n — Br) (r — a).

6. According to the equilibrium solution structure, the number of intruders is analyzed.

dx(t)/dt = ax(t) — bu;(t) + cv(t),

x(ty) =xo > 0.

ALGORITHM 1:

through a secure channel. The edge intelligent terminal will
generate a unique symmetric key K according to the identi-
fier ID of each data file after receiving the data sent by the
data sending terminal device.

K«—SE.Setup(lk). (17)

The edge intelligent terminal uses a symmetric key K to
encrypt each data file F to generate data ciphertext Cgp.

Cgp < SE.Enc(K, F). (18)

The edge intelligent terminal obtains the certificates {
Cert?|[R € U} of all authorized terminal devices from CA
and obtains the public key {PK%, ., PKR o, PKE(|[R € U} of
all authorized edge intelligent terminals and encrypts sym-
metric key K and keyword W with PK&.. and PK&..,
respectively, to generate symmetric key ciphertext C5 . and
public key searchable ciphertext CRi/f.

Chgg — PKE.Enc(PKgyp, K),

(19)

ng'l\és «— PEKS.Enc (P K1}§EKS’ W) :

The edge intelligent terminal uploads data ciphertext Cgp,
symmetric key ciphertext Ch ., public key searchable cipher-
text Chyr, digital signature sign of data, and the digital certif-

icate Cert” of data sending terminal device to distribution
cloud master station.

(1) Sharing stage: an authorized data receiving terminal
device logs in to a neighboring edge intelligent termi-
nal, and a sharing request is submitted to the edge
intelligent terminal. The edge intelligent terminal
forwards the sharing request to the distribution cloud
master station, and the distribution cloud master sta-
tion returns all data ciphertext Cgp, symmetric key
ciphertext Ck ., the digital signature sign of data,

and digital certificate Cert® of data sending terminal
device to the edge intelligent terminal

The edge intelligent terminal obtains the public key PKY
from the digital certificate Cert® of the data sending terminal
device and sends the symmetric key ciphertext C.; to the
authorized data receiving terminal device. The authorized
data receiving terminal device uses its own private key
SKR¢ ;. to decrypt symmetric key ciphertext Ch; and obtain
symmetric key K.

K « PKE.Dec (SKpyg, Cpys)- (20)

The authorized data receiving terminal device returns the
symmetric key K to the edge intelligent terminal through the
secure channel, and the edge intelligent terminal uses K to
decrypt data ciphertext Cgp; to obtain plaintext F.

F — SE.Dec(K, Cg). (21)

The edge intelligent terminal will return the integrity ver-
ified data F to the authorized data receiving terminal device
through the secure channel.

(2) Retrieval stage: an authorized data receiving terminal
device logs in to a neighboring edge intelligent termi-
nal and uses its own private key SKf ¢ to generate a
search trapdoor T', for the keyword W to be queried

T\ < PEKS.Tra(SKfs, W). (22)

The data receiving terminal device sends the retrieval
request of T, and its digital certificate Cert® to the edge
intelligent terminal, which forwards the retrieval request to
the distribution cloud master station. The distribution cloud
master station obtains the public key PKX. .. of the autho-
rized data receiving terminal device from the digital certifi-
cate Cert® of the authorized data receiving terminal device,
and uses PK i and T, to retrieve the matched public key
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searchable ciphertext set Y5 generated by the data sending
terminal device for the authorized data receiving terminal
device, and searchable ciphertext v, can be retrieved.

¥y — PEKS.Search (PKgpie Vipkss Tw)- (23)

The distribution cloud master station will return the
retrieved public key searchable ciphertext corresponding
data ciphertext Cgs, symmetric key ciphertext CX, ., digital
signature of data, and digital certificate Cert® of data sending
terminal device to the edge intelligent terminal. After that,
the data processing process between the edge intelligent ter-
minal and the authorized data receiving terminal device is
consistent with the security defense in the sharing phase.

5. Experimental Results and Analysis

The host configuration is Intel Core i3-3240 CPU@3.4GHz
and 4GB of memory and using the SHAMC encryption
model. My SQL 5.5 is installed at both ends as the basic data-
base, and all encrypted query protocols are built on the UDF
of MySQL. The configuration of each distribution cloud mas-
ter station database is dynamically adjustable, which is con-
venient for comparative experiments.

In addition, six hosts are used to simulate the edge intel-
ligent terminal, named edgel-6. Edgel-4 is equipped with
Intel Xeon CPU e3-1220 (3.00 GHz) and 32 GB random
access memory (RAM), while edge5-6 is equipped with Intel
Xeon CPU e5620 (2.40 GHz) and 24 GB RAM; a MacBook
Pro equipped with Intel Core i9-9880h and 16 GB RAM is
used as the IoT consumer.

5.1. Time Delay Analysis. In order to verify the download
delay performance of the proposed method, the time delay
experiment is carried out. And the result is compared with
the traditional cloud storage which is shown in Figure 4.

As shown in Figure 4, when the amount of data to be allo-
cated is very small, the delay performance of cloud storage
and cloud edge collaborative storage architecture is similar,
because the small amount of data brings less transmission
delay, and the powerful computing power of distribution
cloud master station can make up for the delayed loss caused
by transmission. With the continuous increase of tasks, due
to the distance between the distribution cloud master station
and the terminal device, a large amount of data will cause a
long transmission delay, so the service response delay of
cloud storage architecture increases significantly. Compared
with cloud storage architecture, because the edge computing
layer is close to the end devices, it can provide services for the
end devices at the network edge, so the cloud edge collabora-
tive network architecture has better delay performance.

As for the performance of the stochastic differential game
algorithm in this optimization problem, it is compared with
the algorithm in Ref. [17], Ref. [20], and Ref. [25], and the
results are shown in Figure 5.

As can be seen from Figure 5, the delay of the four opti-
mization algorithms increases with the increase of the task
amount. However, in the case of the same amount of data,
the delay of the proposed stochastic differential game algo-

rithm is significantly less than that of other comparative algo-
rithms, which fully proves that it has better delay
optimization performance, can quickly complete informa-
tion exchange, and is suitable for high standard security
protection.

5.2. Comparative Analysis of Storage Capacity. The storage
capacity of the edge intelligent terminal has a great impact
on the data security storage performance of the power distri-
bution IoT. In the experiment, the storage capacity of the
edge intelligent terminal changes from 100 to 200 data
blocks, and the network delay is 10 ms.

In order to demonstrate the performance of the proposed
data security storage method, its storage capacity is com-
pared with Ref. [17], Ref. [20], and Ref. [25]. The average
acquisition delay of data resources is shown in Figure 6.

It can be seen from Figure 6 that the average acquisition
delay of the distributed storage method is significantly lower
than that of other storage methods. As the storage capacity of
edge intelligent terminals increases, the average acquisition
delay of various storage methods has decreased. This is
because the greater the storage capacity of edge intelligent
terminals, the more data can be stored at the network edge,
thereby reducing the average acquisition delay. With the
increase of the storage capacity of edge intelligent terminals,
when the storage capacity is 200 data blocks, compared with
100 data blocks, the average acquisition delay of the proposed
storage method is reduced by 58.3%. Ref. [17], Ref. [20], and
Ref. [25] reduced by 25.5%, 22.6%, and 40.8%, respectively. It
can be seen that the average acquisition delay reduction effect
of the proposed storage method is the best.

5.3. Query Performance Analysis. TPC-H performance test
specification is used to analyze the query performance.
TPC-H performance test includes all the commonly used
query operation operators and contains complex queries.
Through TPC-H, it usually means that the database can sup-
port normal use and can cope with some complex business
scenarios. In the experiment, all TPC-H statements can be
executed correctly.

In order to compare the usability of SHAMC with other
encrypted databases, two kinds of algorithm prototypes,
MONOMI and crypt dB, are implemented in the experiment.
In the SHAMC model, Q4, Q11, Q12, q13, Q16, and q21 are
not involved in the ciphertext operation, and q13, Q15, and
Q16 are not supported by the SDB, Crypt DB, and MONOMI
models. Therefore, in a comprehensive consideration, some
TPC-H statements are selected for verification. The execu-
tion time of the SHAMC ciphertext query TPC-H statement
and plaintext query is shown in Figure 7.

As can be seen from Figure 7, SHAMC achieved much
more efficiency than Crypt DB in the execution time. In the
SHAMC system, most of the computation is transferred to
the database layer of the distribution cloud master station.
Therefore, in order to further analyze the proportion of pro-
cessing time in each layer, taking Q1, Q8, q14, and q22 state-
ments of TPC-H as an example, the comparison of the
execution time of three processing processes of distribution
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FIGURE 5: Delay comparison between the proposed algorithm and other algorithms.

cloud master station database layer, client application layer,
and network transmission is shown in Figure 8.

As shown in Figure 8, the database protocol operation of
the distribution cloud master station in the database layer of
the distribution cloud takes up the vast majority of the calcu-
lation process. Compared with MONOMI, which has similar
query performance, MONOMI needs to precalculate data on
the client and work with the cloud to complete the query

operation. In general, SHAMC has an acceptable computing
overhead and transfers most of the computation to the data-
base layer of the distribution cloud master station, which
reduces the computing load of the client.

5.4. Safety Analysis. Consider that the number of edge intel-
ligent terminals participating in the game is N = 6, the edge
intelligent terminal and the intruder discount their future
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FIGURE 7: The ratio of execution time between the TPC-H statement and plaintext query in the encrypted database.

costs into the current cost ratio r = 0.05, the initial time of the
game ¢, =0, and the end time of T =20s.

Consider that when the probability of an intruder’s
successful attack is greater than or equal to 90%, the dynamic
change of its attack frequency v*(¢) over time is shown in
Figure 9.

As can be seen from Figure 9, the attack frequency of
intruders decreases with time. With the enhancement of
the defense level of the edge intelligent terminal, the attack
frequency of the intruder decreases gradually with the
improvement of the defense level of the edge intelligent
terminal. At the same time, in the process of launching
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the attack, the intruder tries to maximize the illegal bene-
fits and minimize the cost by dynamically adjusting its
attack strength.

According to the above analysis, the edge intelligent ter-
minal selects the optimal defense strategy when the intruder
selects its optimal attack intensity. The change track of the
number x*(¢) of intruders over time is shown in Figure 10.

As shown in Figure 10, the number of intruders gradually
decreases with time. Combined with the analysis in Figure 9,
after t = 10 ms, the attack intensity of the intruders would not
threaten the edge intelligent terminal security. Therefore, the
proposed security protection method can effectively resist
intruders while improving the security of edge smart
terminals.
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FIGURE 11: Safety performance comparison of various protection methods.

In order to demonstrate the proposed method security
performance, the optimal defense strength and the attack fre-
quency are compared with the defense models proposed in
Ref. [17], [20], and [25], as shown in Figure 11.

As Figure 11 shows that with the change of time, the pro-
tection methods of the proposed protection method and the
comparison method increase rapidly and tend to be stable,
while the attack frequency of the intruder is gradually
reduced and tends to be stable. However, the proposed

method can control the attacker’s attack frequency better
when the edge intelligent terminal consumes low computing
resources.

6. Conclusion

The rapid growth of the number of intelligent terminal
devices at the edge of the power distribution IoT leads to
the massive physical data generated at the edge of the
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network. However, the big data technology based on cloud
computing can not meet the low energy consumption and
real-time requirements of the edge intelligent terminal for
data processing. Edge computing makes up for the deficiency
of cloud computing. Edge computing offloads cloud comput-
ing services to the network edge. However, the edge network
environment is more complex, the heterogeneity between
terminal devices and the limited resources of computing
and storage make the edge intelligent terminals, and their
data face a series of new security challenges. Therefore, a data
Security Storage method for power distribution IoT is pro-
posed. Based on the “cloud-tube-edge-end” power distribu-
tion IoT structure, a cloud edge collaborative centralized
distributed joint control mode is proposed to meet the real-
time requirements. The distributed data storage method
based on the Kademlia algorithm and encryption algorithm
is used to store the data in the ciphertext and execute data
query directly on the ciphertext to ensure the security of data
storage. In addition, the security protection model of the edge
intelligent terminal based on the stochastic differential game
is established to ensure the security of the edge intelligent ter-
minal. The results show that the storage and query delay of
the proposed method is low, and with the improvement of
the storage capacity of the server, the data acquisition delay
is less. Moreover, it has better security performance than
other methods.

The proposed method assumes that the randomness of
the attacker obeys the normal distribution in the process of
establishing the model. However, in the actual edge network,
the behavior of the attacker is more complex, and the random
joining or exiting of the edge intelligent terminal will lead to
the change of the edge network structure. Therefore, the edge
network based on the randomness of the attacker needs fur-
ther research. In addition, in order to ensure the data secu-
rity, the proposed algorithm uses an encryption algorithm
and game algorithm at the same time, and the structure is rel-
atively complex. The next research will focus on the design of
a data security method which takes into account the security,
lightweight, and suitability for the power distribution IoT.
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