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Due to the influence of long-term waterflooding, the reservoir physical properties and percolation characteristics tend to change
greatly in offshore unconsolidated sandstone reservoirs at ultrahigh water-cut stage, which can affect the remaining oil
distribution. Remaining oil characterization and proper development strategy-making are of vital importance to achieve high-
efficiency development of mature reservoirs. The present numerical simulation method is difficult to apply in reservoir
development due to the problems of noncontinuous characterization and low computational efficiency. Based on the extended
function of commercial numerical simulator, the time-varying equivalent numerical simulation method of reservoir physical
properties was established, and the research of numerical simulation of X offshore oilfield with 350,000 effective grids was
completed. The results show that the time-varying reservoir properties have a significant impact on the distribution of
remaining oil in ultrahigh water-cut reservoir. Compared with the conventional numerical simulation, the remaining oil at the
top of main thick reservoir in X oilfield has increased by 18.5% and the remaining oil in the low-permeability zone at the edge
of the nonmain reservoir has increased by 27.3%. The data of coring well and the implementation effect of measures in the X
oilfield are consistent with the recognition of numerical simulation, which proves the rationality of numerical simulation
results. The new method is based on a mature commercial numerical simulator, which is easy to operate and has reliable results.

1. Introduction

Remaining oil recognition is of vital importance to achieve
high-efficiency development for mature waterflooding reser-
voirs with high water cut. Different analysis methods such as
reservoir simulation, dynamic analysis, well logging analysis,
and core analysis have been applied to recognize the remaining
oil [1]. Among them, reservoir simulation has become a widely
used method because it is quantifiable, visualizable, and low

cost. Normally, the reservoir simulation is based on a geological
model with determined physical parameters such as permeabil-
ity and porosity. Parameters such as the relative permeability
are calculated from the input curves. It is assumed that the
determined parameters and input curves do not change during
the simulation process [2]. However, during the ultrahigh
water-cut development stage for unconsolidated sandstone res-
ervoir in offshore oilfields, after long-term waterflooding, the
microscopic pore-throat structure and clay content of the
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reservoir will change and affect the flow of water and oil in
porous media, which can have an impact on the distribution
of remaining oil [3–6].

The existence of the phenomenon has been confirmed by
laboratory experiments. Laboratory microscopic tests have
confirmed that with the increase of water injection, the clay
minerals in pores are continuously washed away by the
injected water so that the shale content in the formation
decreases. The secondary intergranular voids are more
developed and the extralarge intergranular voids also
increase [7–9]. Larger pores and throats are constructed in
the medium-coarse sandstone, while pore size and throat
size decrease in the silty sandstone. After long-term water-
flooding, core flooding experiments show that the perme-
ability of high-permeability cores increases and the relative
permeability curve moves to the right. The residual oil satu-
ration decreases while the irreducible water saturation
increases. The oil saturation range with a two-phase flow
increases. The water-phase permeability at residual oil satu-
ration decreases. However, the permeability of the medium
and low permeability cores decreases after long-term
waterflooding.

The water-phase relative permeability curve shifts to the
right, and also, the irreducible water saturation increases.
The two-phase flow saturation range shrinks [10–12].
Besides, the well logging data from Daqing, Shengli, and
other oilfields at different development stages confirm that
the permeability in the medium- and high-permeability
sandstone reservoirs gradually increases during waterflood-
ing process [13, 14]. The migration simulation results of res-
ervoir particles [15–17] based on the network modeling
show that the changes of reservoir physical properties are
mainly affected by factors such as injection pore volume,
injection rate, fluid viscosity, degree of reservoir cementa-
tion, and clay content.

The change of the reservoir’s microscopic pore-throat
structure is represented by the change of parameters such
as reservoir permeability, porosity, and relative permeabil-
ity curve in the reservoir simulation. Previous studies indi-
cate that reservoir porosity changes slightly during long-
term waterflooding, and its impact on reservoir production
can be ignored. Reservoir permeability and relative perme-
ability curves change significantly during waterflooding
and have significant impact on production. They are the
two main parameters to be considered as the time-
varying properties in reservoir simulation [18, 19].

The construction of time-varying reservoir simulation
parameters is mainly to determine the variation law of res-
ervoir parameters during the development process. There-
fore, the proper characterization parameters of the
reservoir development process are particularly important.
The water cut of the reservoir has been used as time-
varying reservoir simulation parameter [18]. However,
the characterization method based on water-cut changes
has the following problems: when the reservoir enters into
high water-cut development period, although the water cut
of reservoir changes slightly, the injection water can have a
strong wash effect on the reservoir and the time-varying

reservoir simulation parameters change dramatically,
which leads to a larger simulation error.

In order to properly characterize the change of reservoir
physical properties, the water-pass multiple was proposed
[20, 21]. However, the time-varying characterization method
based on the water-pass volume multiple cannot eliminate
the influence of grid size. For grids of different sizes, the
amount of water flowing through the cross-section can be
obviously different under the same water-pass volume mul-
tiple. To solve this problem, the concept of surface flux
(PV/S) [22, 23] is proposed in this paper, which is the flow
through a unit flow cross-sectional area. The calculation of
the time-varying reservoir simulation properties can be real-
ized by characterizing the quantitative relationship between
reservoir parameters and surface flux.

Traditional commercial reservoir simulators do not con-
sider the time-varying reservoir properties. In order to char-
acterize the time-varying phenomenon, some approximate
methods are proposed. The segmental simulation method
has been proposed [24–29], which divides the simulation
process into several time intervals and approximates time
varying by setting different property values in each time
interval. This method has a discontinuous calculation pro-
cess and convergence problem. A numerical simulator that
considers the time-varying phenomenon has been developed
in the literature [30–37]. However, it is difficult to apply to
the field case due to low computational efficiency and
incomplete description of the physical model.

The time-varying phenomenon by using water-sensitive
functions in the commercial numerical simulators was
approximately characterized [37–44]. However, the conver-
sion process is complex and the reliability is poor, which is
difficult to accurately reflect the time-varying law of reser-
voir parameters. Due to the limitation of previous methods,
the time-varying phenomenon has not been fully considered
in reservoir simulation, which resulted in the low accuracy of
remaining oil identification in the ultrahigh water-cut reser-
voirs. It is difficult to further improve the oil recovery with-
out a high-quality simulation result.

Therefore, in this study, taking the example of X offshore
oilfield, the X oilfield’s geological properties and the time-
varying reservoir properties were firstly introduced. Then,
a simulation method with time-varying reservoir properties
was established, and the distribution of the remaining oil
in this oilfield was given. Finally, the development strategies
were proposed and the field implementation was tracked.

The numerical simulation of the X oilfield with the time-
varying reservoir properties has been achieved based on a
commercial numerical simulator, which reveals the remain-
ing oil distribution in the X oilfield. Compared with the
results of remaining oil distribution given by conventional
numerical simulation, the time-varying simulation results
have been confirmed to be more consistent with the real sit-
uation of the reservoir. It also has higher accuracy and reli-
ability. The field practice of the X oilfield provides a useful
guidance for the EOR strategy-making workflow in the
ultrahigh water-cut offshore unconsolidated sandstone res-
ervoirs. Based on the development example of X oilfield, it
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is suggested that sufficient attention should be paid to the
time-varying reservoir properties to investigate the remain-
ing oil distribution in mature oilfields at ultrahigh water-
cut development stage. Moreover, the time-varying simula-
tion method with higher accuracy and reliability should be
paid special attention.

2. Characterization of Time-Varying
Reservoir Property

The reservoir lithology of the X oilfield is relatively simple,
dominated by fine-medium-grained feldspar quartz sand-
stone, followed by coarse-medium-grained feldspar lithic
quartz sandstone and fine-medium-grained quartz sand-
stone, with the porosity of 18%-25%; the permeability is
between 200~1000 (×10-3μm2); it belongs to medium-high
porosity and medium-high permeability reservoir. The oil-
water distribution in the oilfield is mainly controlled by the
structure, and it belongs to the anticline structural reservoir.
There are 23 oil reservoirs in the vertical direction, mainly
layered edge-water reservoirs. The oilfield has been exploited
for nearly 20 years, the oil recovery has reached 55%, and the
water cut has reached 95%. It has entered the middle and
late stages of development with high water-cut and high
recovery ratio. The remaining oil is highly dispersed, and it
is difficult for further development.

2.1. Characterization of Time-Varying Permeability. Based
on the core flooding experiment, the quantitative relation-
ship between the varying factor of reservoir permeability
(the ratio of actual permeability to initial permeability) and
surface flux is obtained through statistical regression
(Figure 1). Combined with the analysis of well logging inter-
pretation in different development periods, it is believed that
the quantitative relationship accurately and objectively
reflects the long-term waterflooding variation of reservoir
permeability. The logging interpretation results of different
periods are basically distributed on the relationship curve,
which shows a good agreement with this quantitative rela-
tionship. The X oilfield has a complete geological structure,
in which there are no faults. Reservoirs distribute stably lat-
erally with good continuity and weak heterogeneity. The
interlayer differences are also small, so this time-varying pat-
tern is universal in the X oilfield. Moreover, core flooding
experimental results show that the porosity of the core is
23.0% when the surface flux is 150, which is only 2.0%
higher than the initial porosity. The result is consistent with
the conclusions from Song et al. [6], Chen et al. [7], and
others. This change has no significant impact on reservoir
development.

However, it can be seen from Figure 1 that the reservoir
permeability of the X oilfield increases gradually with the
increase of the surface flux. The reservoir permeability in
the strong displacement zone is more than 4 times higher
than the initial permeability, which is consistent with the
understanding from Shengli, Daqing, and other oilfields
[13, 14, 28]. It indicates that reservoir heterogeneity becomes
more serious during the process of oilfield development.

2.2. Characterization of Time-Varying Relative Permeability.
The time-varying characterization of relative permeability
curve can be achieved by comparing the four endpoint
values (initial water saturation Swi, oil phase relative perme-
ability KroðSwiÞ at initial water saturation, residual oil satura-
tion SOWCR, and the relative permeability KrwðSorÞ at
residual oil saturation). Considering the degree of influence
on the law of the oil-water percolation, to simplify the prob-
lem, the residual oil saturation and the endpoints of the
water relative permeability at residual oil saturation are
characterized [29, 30]. It can be achieved by constructing
the residual oil saturation and the quantitative relationship
between the relative permeability of the water phase and
the areal flux at the residual oil saturation.

The core flooding experiments of the X oilfield show that
long-term waterflooding will lead to a decrease in residual
oil saturation, and the relative permeability of the water
phase increases at residual oil saturation. However, due to
the limited number of data points, it is difficult to conclude
to a quantitative formula. In this paper, the reservoir engi-
neering method is used to calculate the changing trend of
relative permeability curves [30, 31]. This method firstly
obtains the relationship between oil-water two-phase relative
permeability ratio and water saturation through waterflood-
ing curve and production data. Then, the exponential
expression of the oil-water relative permeability is converted
to a binary linear equation by applying the logarithm on
both sides. In the next step, the established relationship
between oil-water two-phase relative permeability ratio and
water saturation is used to obtain the oil-phase index,
water-phase index, and water-phase relative permeability
under residual oil saturation with binary linear regression.
Therefore, the exponential expression of the oil-water rela-
tive permeability can be obtained. According to field pro-
duction data, the relative permeability curves of oil and
water at different development stages are calculated by sub-
sections, the relative permeability curve clusters are
obtained, and then, the residual oil saturation and the
water-phase relative permeability at the residual oil satura-
tion are calculated by the regression (Figure 2).

With the increase of surface flux, the residual oil satura-
tion of the X oilfield shows a gradual downward trend, and
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Figure 1: Time varying of reservoir permeability in the X oilfield.
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the residual oil saturation of the strong displacement zone
can decrease from initial 0.24 to 0.18, a decrease of 25%.
The relative permeability of the water phase at residual oil
saturation increases with the increase of surface flux, show-
ing a gradually increasing trend. The relative permeability
of the water phase at residual oil saturation in the intensive
flooding zone can increase by 93%, from initial 0.15 to
0.29. It indicates that with the deepening of oilfield develop-
ment, the internal flow pattern of reservoir has changed sig-
nificantly in comparison with the initial period of
development. Compared with the previous research results
from Shengli, Daqing, and other oilfields ([28], [14], etc.),
the variation range of two endpoints (residual oil saturation
and water-phase relative permeability at residual oil satura-
tion) is more obvious under high-intensity waterflooding.

3. Remaining Oil Distribution considering the
Time-Varying Properties

3.1. Realization of Reservoir Simulation with Time-Varying
Properties. Based on INTERSECT, a widely used commercial
numerical simulator, the study of the remaining oil distribu-
tion in the X oilfield is completed. The time-varying charac-
terization of permeability can be achieved by adjusting the
multiplication factor (MULTX, MULTY). Based on the
quantitative relationship between permeability varying fac-
tor and surface flux, the characterization formula for quanti-
tative relationship between the multiplication factors with
surface flux is obtained. INTERSECT software provides a
software script expansion window. PV/S is first calculated

based on the default parameters of the software. Then, input
the time-varying value of the reservoir’s physical properties
by script, and specify the value for each step calculation, so
that time-varying intergrid conductivity can be realized,
and the dynamic real-time calculation of permeability is
achieved. The conductivity calculation in the software is
based on equation (1). In the above-mentioned time-
varying method of reservoir physical properties, the multi-
plication factor has a cumulative effect. Thus, the multiplica-
tion factor needs to be restored to the initial value before
calculating the conductivity at each time step. Table 1 is a
comparison table of differences in conductivity calculation.
It can be seen from Table 1 that if the cumulative effect is
not eliminated, the result will obviously deviate from the
accurate value.

TRANXi =
CDARCY ⋅MLTXi ⋅ A ⋅DIPC

B
, ð1Þ

where TRANXi is transmissibility between cell i and cell j, its
neighbor in the positive X-direction; CDARCY, Darcy’s
constant; MLTXi, transmissibility multiplier for cell I; A,
interface area between cell i and j; DIPC, Dip correction;
and B, planar permeability mean of cell i.

At the same time, the quantitative characterization for-
mulas of residual oil saturation, water-phase relative perme-
ability at residual oil saturation, and surface flux are written
into the software’s script editor with Python to achieve the
dynamic calculation of oil-water relative permeability curve
for each grid, so as to realize the time-varying characteriza-
tion of oil-water relative permeability for all grids.

The production of the X oilfield has lasted for nearly 20
years, and the number of effective grids of the model was
350,000. Using the method proposed in this paper and based
on INTERSECT simulator, the time-varying numerical sim-
ulation of the X oilfield has been completed in the order of
whole area history matching-main production well history
matching-nonmajor production well history matching. After
considering the time-varying reservoir parameters, the effi-
ciency of history matching has been significantly improved.
The field production results of the simulation model in the
early time steps are basically consistent with the actual pro-
duction data. And only a few wells need to be properly
adjusted to complete the history matching work in the later
time step. At the same time, the accuracy of time-varying
simulation’s history matching has been significantly
improved, especially in the production fluctuation period
and the later period of development (Figure 3). It has
achieved precise characterization of some small areas and
solved the problem of water cut rising too fast, in which
the original conventional simulation has always existed.

In the conventional reservoir numerical simulation,
parameters such as conductivity, residual oil saturation,
and water relative permeability at residual oil saturation
are usually unchanged during the whole simulation process
and are always the initiated values. In the numerical simula-
tion considering time-varying reservoir physical properties,
the above values will show dynamic changes with the pro-
cess of reservoir development. Figure 4 shows the
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comparison of parameter differences at the beginning and
the end of time-varying simulation. It can be seen from
Figure 4 that the proportion of grids with a conductivity
value greater than 50 in the whole area increases from
3.8% at the beginning to 13.1% at the end, which indicates
that the grid conductivity increases during the model opera-
tion. The residual oil saturation and the relative permeability
of the water phase at residual oil saturation are the same
constant value in all grids at the beginning of the model
and show obvious heterogeneity at the end of the simulation,
which also indicates that these two parameters show time-
varying in the process of model running.

3.2. Remaining Oil Distribution Recognition

3.2.1. The Main Oil Group. ZJ-1 oil group is the main oil
group in the X oilfield with sufficient edge water energy. Per-
meability in this group is between 500 and 1000 (×10-3 μm2).
The geological reserves of this oil group are 1132 × 104m3.
The current oil recovery is 61%. The comprehensive water
cut is 96%. And 15 wells are in production.

Based on the time-varying reservoir simulation results,
the remaining oil in the ZJ-1 oil group is mainly enriched
in the structural high area, which is basically consistent with
the conventional simulation results. However, there are dif-
ferences in the enrichment degree in the structural high area.
According to simulation results (Figure 5), the remaining
geological reserves in the structural high area calculated by
the conventional simulator are 200 × 104m3, of which the
movable oil reserves are 132 × 104m3, while the remaining
geological reserves in the structural high area of the reservoir
obtained by the time-varying simulator technology are 237
× 104m3, of which the movable oil reserves were 186 × 104
m3, an increase of 18.5% and 40.9%, respectively.

From the time varying of reservoir parameters during
numerical simulation calculation (Figure 6), it can be seen
that the middle and lower part of the ZJ-1 oil group is a
strong displacement zone with a large surface flux. During
the conventional numerical simulation calculation process,
the reservoir conductivity and residual oil saturation are
constant. In the process of time-varying simulation, the con-
ductivity in the middle and lower part of the reservoir will

Table 1: The differences of transmissibility with two methods.

Calculation step PV/S Transmissibility (actual)
Cumulative effect Eliminate cumulative effects

MULTX Transmissibility by the model MULTX Transmissibility by the model

Initial value 0 1 1 1 1 1

Step 1 10 1.1 1.1 1 × 1:1 1.1 1 × 1:1/1

Step 2 20 1.2 1.2 1 × 1:1 × 1:2 1.2 1:1 × 1:2/1:1

Step 3 30 1.3 1.3 1 × 1:1 × 1:2 × 1:3 1.3 1:2 × 1:3/1:2

Step 4 40 1.4 1.4 1 × 1:1 × 1:2 × 1:3 × 1:4 1.4 1:3 × 1:4/1:3

Step 5 50 1.5 1.5 1 × 1:1 × 1:2 × 1:3 × 1:4 × 1:5 1.5 1:4 × 1:5/1:4

Note: take the formula transmissibility = 1 + ðPV/SÞ/100 as an example.

0 500 1000 1500

Time (days)

2000 2500 3000
0.00

0.20

0.40

0.60

0.80

1.00

FW
CT

, F
W

CT
H

 d
im

en
sio

nl
es

s

FWCT
FWCTH

Figure 3: The historical matching results of the X oilfield.

5Geofluids



gradually increase, and the residual oil saturation will grad-
ually decrease, resulting in a higher recovery ratio in the
middle and lower part of the reservoir than conventional
numerical simulation. Therefore, the remaining oil is more
enriched in the structural high area with a relatively low dis-
placement degree.

3.2.2. Nonmain Oil Groups. Among the 23 oil groups in the
X oilfield, except for the ZJ-1 oil group, the rest are all non-
main oil groups. The geological reserves of these oil groups
are small, and there are certain differences in the physical
properties between these oil groups. Taking the ZJ-2 oil
group as an example, the edge water energy of this oil group
is sufficient, the permeability is between 200 and 1000 (×10-

3 μm2), and the physical properties of the eastern part of the
reservoir are relatively poor. The geological reserves of this
oil group are 110 × 104m3, the current recovery ratio is
43%, the comprehensive water cut is 92%, and the produc-
tion has been stopped.

It can be seen from Figure 7 that the distributions of
remaining oil obtained from the traditional and time-
varying simulators are basically the same and both show that
there is still a certain number of recoverable reserves in the
area with relatively poor physical properties in the eastern
part of the reservoir. According to simulation results, the
remaining geological reserves in this area calculated by con-
ventional simulation are 24 × 104m3, of which the movable
oil reserves are 16 × 104m3, while the remaining geological
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reserves in this area obtained by the time-varying simulation
are 31 × 104m3, of which the movable oil reserves are 31 ×
104m3. Oil reserves are 25 × 104 m3, an increase of 27.3%
and 52.8%, respectively. Based on the remaining oil from
the time-varying numerical simulation results, this area still
has the potential for adjusting wells.

From the time-varying of reservoir parameters during
the simulation (Figure 8), it can be seen that the high perme-
ability zone of the ZJ-2 oil group is a strong displacement
zone, and the surface flux is relatively large, so the conduc-

tivity of the high permeability zone during the time-
varying simulation process will be gradually increased, while
the residual oil saturation gradually decreases. So, the recov-
ery ratio of the high permeability zone is higher than that in
the conventional simulation results, and the remaining oil is
more enriched in the low permeability area with a relatively
low displacement degree.

3.3. Development Strategies and Field Implementation
Tracking. According to the distribution of remaining oil,
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the X Oilfield constructed a future development strategy
including well production schedule optimization and adjust-
ment wells. For the ZJ-1 main oil group, the existing well
pattern control is relatively complete, and the fluid produc-
tion is optimized in considering well conditions and facility
capacity. The focus is on increasing the liquid production
rate of wells A6, A8, A2, A7, and A9 in the structural high
area (Table 2). For the nonmain oil group, it is proposed
to add a new adjustment well as a test well in the area with
poor physical properties in the eastern part of the ZJ-2 oil
group.

After the implementation of this strategy, the ZJ-1 oil
group achieved a daily oil increase of 116.7m3/d through
an optimized production rate, and the water cut was basi-
cally consistent with prediction. When the adjustment well
of the ZJ-2 oil group was in production, the initial water
cut was 49.0%, and the daily oil production was 190 m3/d.
Then, the water cut reached 91.8% after 7 months of produc-
tion, and the cumulative oil production was 2:25 × 104m3.
The oil volume is 11:5 × 104m3, and based on the original

conventional simulation, the accumulative oil increase of
the adjustment wells in this area is only 4:0 × 104m3

(Figure 9).
In addition, through core analysis (Figure 10), there is

still a pure oil layer about 2 meters thick in the upper part
of the ZJ-1 oil formation, and oil in the middle part is mod-
erately displaced. The oil distribution is similar to the core
surface of the pure water layer, which indicates that the oil
in the middle and lower parts of the reservoir are very well
displaced, confirming that strong waterflooding can effec-
tively reduce the residual oil saturation.

4. Conclusions

In this study, based on commercial reservoir simulator, the
time-varying simulation of reservoir properties in large field
cases was carried out, and a new understanding of remaining
oil in ultrahigh water-cut stage was formed. The develop-
ment strategies were proposed, and the field implementation
were tracked. Some conclusions can be obtained as follows:
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Table 2: The effect table of liquid extraction for ZJ-1 oil formation.

Well
name

Current production Liquid extraction scheme Implementation effect

Liquid
production rate

Oil
production

rate

Water
cut

Liquid
extraction rate

Oil
extraction

rate

Water
cut

Draw
down

Liquid
production rate

Oil
production

rate

Water
cut

m3/d % m3/d m3/d % MPa m3/d %

A6 50 4.3 91.5 500 21.0 95.5 4.6 570 30.2 94.7

A8 911 54.0 94.1 215 6.0 94.7 5.1 1287 70.8 94.5

A2 1757 84.0 95.2 443 10.0 95.7 3.8 2100 98.7 95.3

A7 1273 60.0 95.3 627 16.0 96 4.6 1798 80.9 95.5

A9 399 13.0 96.8 1101 32.0 97 3.8 1659 51.4 96.9

Total 4390 215.3 — 2886 85.0 — — 7414 332.0 —
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(1) The time-varying reservoir properties have a signifi-
cant impact on the distribution of remaining oil in
ultrahigh water-cut reservoir. The time-varying res-
ervoir properties increase the conductivity of strong
waterflooding zone, reduce the residual oil satura-
tion, further increase the oil recovery, and corre-
spondingly reduce the recovery of low flooding
zone, which makes the remaining oil in the low
flooding zone enriched. Compared with the conven-
tional numerical simulation, the remaining oil at the
top of the main thick reservoir in the X oilfield is
increased by 18.5%. The remaining oil in the low-

permeability area at the edge of the nonmain reser-
voir is increased by 27.3%

(2) Based on the understanding that the time-varying
phenomenon of reservoir physical properties affects
the distribution of remaining oil in the ultrahigh
water-cut stage of the reservoir, a strategy for effec-
tively producing the remaining oil in this stage is
proposed. Extracting the remaining oil at the top of
the main reservoirs can be achieved by increasing
the liquid production rate with existing wells. The
new wells can be determined with the assistance of
time-varying reservoir simulation and the improve-
ment of understanding of the remaining oil in the
low-displacement zone for nonmain reservoirs
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In this paper, the mechanical behaviors of different lithological rocks of coal measure strata from Shanxi Formation in the eastern
margin of the Ordos Basin, China, were investigated through uniaxial compression tests, and the deformation characteristics and
failure modes of different lithological rocks were investigated. On this basis, the energy evolution of different lithology rocks was
also discussed. The results show that there are obvious differences in the mechanical properties of different lithology rocks in coal
measure strata, resulting in different wellbore instability prevention measures and fracturing measures in different lithology strata.
Under the uniaxial compression condition, the peak strain of different lithological rocks is obviously different, and the
denaturation characteristics are also obviously different, and the failure modes of rocks are mainly the tensile fracture mode,
suggesting that the rock samples have strong brittle characteristics. With the increase of the strain, the total energy of different
lithological rocks of the coal measure strata increases, and the elastic energy first increases and then decreases rapidly, whereas
the dissipated energy first increases slowly and then increases rapidly. Each energy at the peak point is different, and the
average total energy of shale, silty shale, siltstone, fine sandstone, and coal is 0.022 J/cm3, 0.045 J/cm3, 0.052 J/cm3, 0.042 J/cm3,
and 0.003 J/cm3, respectively, indicating that there are obvious differences in the energy evolution laws of the different
lithological rocks.

1. Introduction

In recent years, China’s energy demand has increased rap-
idly, and its dependence on crude oil and natural gas has
exceeded 70% and 40%, respectively, which has seriously
affected China’s energy security. For China, it is necessary
to further strengthen the exploration and development of
domestic oil and gas [1]. Coal measure natural gas generally
refers to all kinds of natural gas existing in coal measure
strata, including coalbed methane dominated by adsorption
phase, tight sandstone gas dominated by free phase, and
shale gas with coexistence of adsorption phase and free
phase. Vertically, the coal measure strata are multilayer
superimposed reservoir groups of coalbed methane, shale
gas, and tight sandstone gas [2, 3]. In the process of single
reservoir development, the natural gas production is lower

than expected and the resources cannot be fully utilized.
The combined exploitation of natural gas in different litho-
logical reservoirs can effectively improve the development
and utilization efficiency of coal measure gas resources
[4–6]. In the process of combined mining, multilayer
hydraulic fracturing is implemented to improve the compre-
hensive development effect of coal measure natural gas
[7–9]. Reservoir geomechanics parameters generally involve
rock mechanics, pore pressure, in-situ stress, and other
parameters, among which rock mechanics parameters are
the basis of reservoir geomechanics research [10]. At the
same time, rocks are composed of different mineral types
and formed under complex geological processes [11]. In
the process of rock deformation and failure, the accumula-
tion and release of energy are the essence of rock failure
[12, 13]. The deformation and failure process of rock mass
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is an energy-driven instability phenomenon, which is closely
related to the energy conversion in this process [14]. The
energy evolution law of body deformation and failure has
important application in hydraulic fracturing of horizontal
and vertical wells. This shows that it is very necessary to
investigate the laws of rock mechanics and energy evolution
lithological rocks of the coal measure strata.

At present, scholars have carried out a large number of
experimental studies on the mechanical properties of rock.
YW. Li et al. [15], Eleni et al. [16], Piyush et al. [17], Li
et al. [18], and Bagde et al. [19] conducted a lot of research
on the mechanical properties of different lithology rocks
such as shale, sandstone, and carbonate, and discussed the
effects of confining pressure on rock mechanical properties.
The fundamental reason for the differences in mechanical
properties of different lithological rocks is revealed. At the
same time, predecessors have also carried out a large number
of experimental studies on the laws of rock energy evolution.
Selahattin et al. [20] analyzed the strain fracture tendency of
granite based on the post-peak energy evolution of granite.
Chen et al. [21] compared and analyzed the energy evolution
mechanism of Jurassic and Cretaceous argillaceous sand-
stone in the Northern Xinjiang, China. Jiang et al. [22] stud-
ied the effects of different water content and confining
pressure on the energy evolution of mudstone based on the
uniaxial and triaxial compression experiments. Yang et al.
[23] studied the influences of loading mode on rock defor-
mation characteristics and energy evolution characteristics.
The above research results provide an important reference
for investigating the energy evolution characteristics of dif-
ferent lithological rocks such as coal, marble, mudstone,
and sandstone. In the eastern margin of the Ordos Basin,
the vertical superposition relationship of different lithology
such as coal, sandstone, shale, and limestone is complex,
the horizontal lithology changes frequently [24–26], and
there are obvious differences between oil and gas reservoirs
with different lithology.

Therefore, taking the rocks of the coal measure strata
from Shanxi formation in the eastern margin of Ordos Basin
as the research object, the mechanical behaviors of different
lithological rocks through uniaxial compression tests are
investigated, and the compressive characteristics, deforma-
tion characteristics, and failure modes of different lithologi-
cal rocks are studied, so as to reveal the mechanical
properties of different lithological rocks in the coal mea-
sures. On this basis, the energy evolution laws of different
lithological rocks are discussed.

2. Samples and Methods

2.1. Geological Settings. The eastern margin of Ordos Basin
crosses Shanxi and Shaanxi provinces, borders Lishi fault
in the East, the Yellow River and Hancheng-Heyang-
Tongchuan area in the west, in a narrow and long arc belt,
about 450 km long from North to South and 26~100 km
wide from East to West, with a total area of 4.5× 104 km2

[24–26]. Topographically, it is a large West trending gentle
slope structure with high North, low South, high East, and
low West [24–26]. The coal measure strata in the study area

are the Benxi Formation, Taiyuan Formation, and Shanxi
Formation from bottom to top. The sedimentary system
dominated by barrier coast lagoon system is developed in
the Benxi Formation and Taiyuan Formation, while the
coastal shallow sea lagoon tidal delta sedimentary system is
developed in Shanxi Formation, which is a typical marine
land transitional facies sedimentary environment [25–28].
The coal measure strata of these different sedimentary sys-
tems have different reservoir combinations of “coalbed
methane-tight sandstone gas-shale gas.” The sedimentary
systems of different layer groups differ greatly, resulting in
more obvious differences in the lithology developed in dif-
ferent layer groups, and the reservoir types of the Shanxi
Formation with transitional phase sedimentary characteris-
tics are mostly the multilayered superposition of coal-bed
methane and tight gas reservoirs, interspersed with shale
gas reservoirs.

2.2. Experimental Method. In order to investigate the differ-
ences in mechanical properties and energy evolution lows of
different lithological rocks of the coal measure strata from
the Shanxi Formation in the eastern margin of Ordos Basin,
such as coal rocks, siltstones, and fine sandstones, shale and
siltstone shale were selected as sample preparation objects.
Two rock samples were drilled for each lithology and
subjected to uniaxial compression test. According to the
Chinese Standards GB/T 23561.7-2009 and GB/T 23561.9-
2009, samples for uniaxial compression tests are cylinders
with a diameter of 25mm and length of 50mm. The nonpar-
allelism of the cylinder end face shall not exceed 0.05mm,
and the end face also shall be perpendicular to the axis, with
a maximum deviation less than 0.25°. Uniaxial compression
tests were carried out on rtr-1000 high-temperature and
high-pressure rock triaxial mechanical test system. The max-
imum axial loading capacity of the test system is 1000KN
and the maximum confining pressure loading capacity is
140MPa. The RTR-1000 rock triaxial testing system can be
shown in Figure 1. During the tests, the axial deformation
and radial deformation were determined by the linear vari-
able differential transducers (LVDT) and circumferential
sensor, respectively.

According to the test results, the differences of uniaxial
compressive strength, elastic modulus, and Poisson’s ratio
of rocks with different lithology were calculated. On this
basis, the energy evolution laws of different lithological
rocks were discussed. During the uniaxial compression
test, the displacement control mode was used during the
experiment, and the strain loading rate of 0.2mm/min
was used for continuous loading of axial load until the
rock samples were damaged in order to obtain the
stress-strain curves. On the basis, the UCS, Es, and νs
can be calculated as follows:

UCS = P/A, ð1Þ

Es = Δσ/Δε, ð2Þ

vs = εr/εaj j, ð3Þ
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where P is the failure load, kN; A is the cross-sectional
area of the sample, m; △σ is axial stress of the elastic
deformation stage of the stress–strain curve, MPa; △ε is
axial strain of the elastic deformation stage of the stress–
strain curve, %; εr is radial strain of the elastic deforma-
tion stage of the stress–strain curve, %; εa is axial strain
of the elastic deformation stage of the stress–strain curve,
%. The calculation of the Es and νs parameters based on
the elastic deformation stage of the stress–strain curve
can be seen in Figure 2.

3. Results

3.1. Failure Mode. The failure mode of rock samples with
different lithology under uniaxial compression test is shown
in Figure 3. By observing Figure 3, it is found that the failure
modes of different lithological rock samples are mainly split-
ting failure mode, which is multiple through cracks approx-
imately parallel to the axis of the rock sample are formed on
the rock samples, may be accompanied by secondary frac-
tures that do not penetrate the rock samples. It should be
noted that the local shear failure occurs in different litholog-
ical rock samples, forming multiple low angle shear frac-
tures. At the same time, we can also see from the figure
that in addition to the single or two through fractures

formed by fine sandstone, after the failure and instability
of shale, silty shale, siltstone, and other rock samples, there
are also multiple through fractures approximately parallel
to the axis of the rock sample, and with the emergence of
multiple secondary fractures, a more complex fracture net-
work is formed. From this point of view, it shows that these
rock samples have obvious brittle characteristics.

3.2. Mechanical Properties. Based on the uniaxial compres-
sion test, the uniaxial compressive strength, elastic modulus,
and Poisson’s ratio of different lithological rocks are
obtained. The statistical results are shown in Figure 4, a pre-
sents the uniaxial compressive strength, b presents elastic
modulus, c presents Poisson’s ratio. As shown in
Figure 4(a), we can note that the uniaxial compressive
strengths of the same lithological rock samples do not differ
much, but the differences in uniaxial compressive strengths
of different lithological rock samples are more obvious.
The uniaxial compressive strength of the rock samples varies
from 8.25 to 42.68MPa, with the average uniaxial compres-
sive strength of 40.8MPa for the siltstone shales, 25.3MPa
for the shales, 30.3MPa for the siltstones, 22.3MPa for the
fine sandstones, and 8.85MPa for the coal rocks. The order
of the average uniaxial compressive strength of different lith-
ological rocks is siltstone shales > shales > siltstones> fine

1. Upper loading block
2. Triaxial cell
3. Test sample
4. Circumferential sensor
5. Heat shrink membrane
6. Axial LVDT
7. Lower loading block

Axial stress

Radial
stress

(a) (b)

Figure 1: The experimental setup. (a) Schematic diagram of the sample in the triaxial cell; (b) RTR-1000 rock triaxial testing system (revised
from the literature [29]).
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Figure 2: The calculation of Young’s modulus (a) and Poisson’s ratio (b) based on the elastic deformation stage of the stress–strain curve.
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sandstones > coal rocks. This may be related to the differences
in mineral composition and structure of different lithological
rocks. Meanwhile, from Figures 4(b) and 4(c), we can find that
the elastic parameters in different lithological rocks differ
more obviously, and the elastic modulus of shales is larger
and that of coal rocks is smaller, where the elastic modulus
of shales is 2-3 times that of sandstones. According to the pre-
vious research results, the differences in the elastic modulus of
different lithological rocks would affect the fracture penetra-
tion ability among different lithological formations, which
would affect the longitudinal upward penetration of fractures,
thus affecting the extension of longitudinal fractures’ height.
For different lithological rocks, the sandstones with the char-
acteristics of low elastic modulus and high Poisson’s ratios
are not conducive to fracturing to form fracture network.
The coal rocks with the low elasticmodulus and high Poisson’s
ratios are easy to form fracture network during fracturing
transformation due to relatively developed cleats. The shales
formation with high elastic modulus and low Poisson’s ratios
is conducive to fracture network fracturing. This shows that
the vertical and horizontal distribution of rocks in different
lithological formations of coal measure strata in the study area
is complex, resulting in obvious differences in the vertical and
horizontal distribution of elastic modulus and Poisson’s ratios
of rocks, which can lead to different fracturing measures for
different lithological reservoirs, and different vertical penetra-
tion capacities of fractures, indicating that the differential
reconstruction designs should be considered in the fracturing
scheme design of different lithological reservoirs. Therefore,
when selecting multilayer combined pressure of coal measure
formation, interval optimization should be carried out to
realize fracture height extension, and appropriate fracturing
combination mode should be selected for fracturing
transformation.

The above research results show that there are significant
differences in the strength parameters and elastic parameters
of different lithological rocks of the coal measure strata,
combined with the characteristics of rapid spatial and tem-
poral lithological changes, complex lithology, and frequent
interstratification of the coal measure strata in the study
area, which can cause more obvious differences in the distri-
bution of strength parameters and elastic parameters in the
longitudinal and lateral directions of the coal measure strata
and more obvious differences among different lithological
rocks. This is related to the sedimentary environment and
multisource and sedimentary structure of the coal measures
strata. This mechanical difference will affect the wellbore
instability prevention measures and fracturing measures in
different lithologic reservoir sections of coal measure strata.

3.3. Deformation Characteristics. Stress-strain curves of rock
samples with different lithologies under uniaxial compres-
sion test are shown in Figure 5. It can be seen from
Figure 5 that during the loading process, the deformation
characteristics of rock samples with different lithology are
obviously different. There is a compaction stage in the initial
stage of coal rock, while other rock samples are relatively
dense and no compaction section is found. The siltstone
and fine sandstone have a long elastic deformation phase,
whereas the shale and siltstone shale have a short elastic
deformation phase, and the siltstone and fine sandstone do
not see an obvious plastic deformation section during the
loading process. The axial peak strains of siltstone shale,
shale, siltstone, fine sandstone, and coal rock in the figure
vary more significantly, but the peak strains of different lith-
ological rock samples are less than 1%, which indicates that
the different lithological rocks have a certain brittleness. The
peak strain of the silty shale is 0.27%, that of the shale is
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Figure 3: Failure mode diagram of rock samples under uniaxial compression tests.
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0.11%, that of the siltstone is 0.34%, that of the fine sand-
stone is 0.41%, and that of the coal rock is 0.08%.

4. Discussion

At the same time, according to the stress-strain curve, the
total energy, elastic energy, and dissipation energy of the
experimental rock sample during continuous loading are
further calculated. The total energy U consists of two parts:
one part is the elastic strain energy Ue, which is stored in
the form of elastic deformation of the rock sample before
the peak stress and can be completely released when damage
occurs. The other part is the dissipated energy Ud , which is

dissipated by the plastic deformation of rock samples and
the generation of microcracks before the peak stress, the
penetration of the microcracks to form macroscopic cracks
when failure occurs so that the energy is dissipated in large
quantities, and the relative sliding that occurs between the
crack surfaces also consumes energy. All kinds of energy
are present simultaneously throughout the process of rock
samples from force to damage, only the proportion of which
varies in different cases [23]. The total energy expression
is [22]:

U =Ue +Ud: ð4Þ

Under the uniaxial compression test, the total energy
and elastic energy absorbed by the rock samples can be
expressed, respectively, as [17]:

U =
ð
σ1dε1 = 〠

n

i=0

1
2 ε1i+1 − εi1ð Þ σ1i + σ1i+1ð Þ, ð5Þ

Ue =
σ21
2E0

, ð6Þ

where σ1 and ε1 are the axial stress (MPa) and axial
strain (mm/mm), respectively; σ1i and ε1i are the axial
stress (MPa) and axial strain (mm/mm) at point i on
the axial stress-strain curve, respectively; E0 is the initial
modulus of elasticity of the rock sample (MPa).

Based on the data of the axial stress, axial strain, radial
strain, and confining pressure obtained from compression
experiments, the energy evolution curves under various
compression tests can be obtained. The energy evolution
curves of some rock samples under uniaxial compression
tests are shown in Figure 6. The corresponding energy
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Figure 4: Comparison of uniaxial compression test results of different lithological rock samples.
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parameters at the peak point of each rock sample are shown
in Table 1. By studying the energy evolution characteristics
of rock samples with different lithology, it is found that there
are obvious differences in the energy evolution process and
energy parameters of rock samples with different lithology.
Therefore, the differences in the energy evolution laws of dif-
ferent lithological rock samples are further analyzed.

The energy evolution characteristics of some rock sam-
ples with different lithologies are shown in Figure 6. Com-
bined with the stress-strain curves of rock samples, the
energy evolution curves of rock samples are divided into dif-
ferent stages:

(1) Compaction stage: Corresponding to the previous
stage where the elastic energy is equal to the dissi-
pated energy, in this stage, the deformation of the
rock samples increases obviously under the action
of low load, and the total energy of the rock samples
continues to increase. The dissipated energy curves
increase linearly and slowly, and the elastic energy
curves increase slowly in a “concave” shape, in which
the elastic energy is less than the dissipated energy.
The deformation stage of rock samples is the com-
paction stage. This is because at the initial stage of
loading, the original microcracks and micropores of
the rock samples are gradually closed, and the dislo-
cation between some internal particles needs to over-
come the friction, resulting in more loss in the form
of dissipated energy in the total energy, while only a
small part of the energy is stored in the form of elas-
tic performance, resulting in less energy absorbed by
the rock samples. This is mainly because the cleats of
coal rocks are relatively developed, while the rock
samples of shale, silty shale, siltstone, and fine sand-
stone are relatively dense and the cracks are not
developed

(2) Elastic stage: With the continuous increase of axial
load, the total energy acted on the rock samples also
continues to increase, in which the elastic perfor-
mance and dissipated energy show an increasing
trend, and the rising trend of elastic energy is signif-

icantly greater than that of dissipated energy. When
the elastic performance curve intersects with the dis-
sipated energy curve, the deformation stage of rock
samples enters the elastic stage. In this stage, the rock
samples change from discontinuous state to approx-
imately continuous state, the elastic energy rises rap-
idly, and the change trend of the elastic energy curve
is the same as that of the total energy curve, which is
approximately parallel. The rate of the increase of
dissipation energy with increasing strain is very slow
or approximately constant, resulting in a significant
increase of the differences between the two. At this
stage, most of the total energy input from the outside
is converted into elastic energy and stored, whereas
less energy is dissipated and lost. This stage is mainly
the energy storage stage. During the loading process,
obvious elastic stages can be seen in different litho-
logical rock samples

(3) Plastic stage: As the axial load continues to increase,
the strain gradually increases, resulting in the gener-
ation of new cracks and the gradual expansion of
existing cracks, and the damage of rock samples
increases, which is the dissipated energy gradually
increases and the growth rates are accelerated. The
dissipated energy curves show a “concave” shape,
whereas the elastic performance still increases, but
the growth rates slow down, and the elastic energy
curves show a “convex” shape. In this stage, the dis-
sipated energy is still small, and the elastic energy
still dominates and reaches the maximum at the
peak strength. During loading, obvious plastic stages
can be seen in the shales, silty shales, and coal rock
samples, whereas there is no obvious plastic stage
in the siltstone and fine sandstone samples (as
shown in Table 1).

(4) Failure stage: This stage is after the corresponding
strain at the peak strength. After reaching the peak
strength, the microcracks in the rock samples pene-
trate to form the macrocracks, resulting in the
instantaneous release of elastic energy and the sharp
rise of dissipated energy, resulting in the destruction
and instability of the rock sample

Under uniaxial compression tests, the variation laws of
the total energy before peak strain of different lithological
rock samples are shown in Figure 7(a). The variation trends
of total energy of different lithological rock samples in the
figure before peak strain are the same, in which the total
energy increases with the increase of the strain, reflecting
that the rock samples continue to increase under the action
of the external forces. There are differences in the total
energy corresponding to different lithological rock samples
under the same strain condition. For example, when the
strain is about 0.1%, the total energy of different lithological
rock samples is shale 0.0149 J/cm3, silty shale 0.0081 J/cm3,
siltstone 0.0051 J/cm3, and fine sandstone 0.0022 J/cm3. This
shows that before the failure of different lithological rock
samples, at the initial stage of loading, the strain of shale is

Table. 1: Corresponding energy parameters at the peak strain
points.

No. Lithology U Ue Ud Ue/U
1

Shale
0.02472 0.01501 0.00971 0.61

2 0.01859 0.00944 0.00915 0.51

3
Silty shale

0.03566 0.03194 0.00372 0.90

4 0.05340 0.04710 0.00629 0.88

5
Siltstone

0.05361 0.05075 0.00286 0.95

6 0.05087 0.04780 0.00307 0.94

7
Fine sandstone

0.04183 0.04044 0.00139 0.97

8 0.04129 0.04026 0.00103 0.98

9
Coal

0.00297 0.00253 0.00043 0.85

10 0.00346 0.00305 0.00041 0.88
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the largest, while that of fine sandstone is the smallest (it
should be noted that coal rocks have been damaged under
low load). It can also be observed in the figure that there
are obvious differences in the total energy of different litho-
logical rock samples at the peak strain.

Under the uniaxial compression tests, the variation laws
of the elastic properties before peak strain of different litho-
logical rock samples are shown in Figure 7(b). From
Figure 7(b), we can note that the variation trends of elastic
energy before peak strain of different lithological rock sam-
ples are the same with Figure 7(a), indicating that the energy
absorbed by the rock samples continue to increase under the
continuous action of external forces. At the same time, the
corresponding elastic energy of rock samples with different
lithology at peak strain is very different, as shown in
Table 1, which reflects the difference of absorbed energy
when rock samples are damaged. Among them, the maxi-
mum average elastic energy of siltstone at the peak strength
is 0.05224 J/cm3, fine sandstone is 0.04035 J/cm3, silty shale
is 0.03952 J/cm3, shale is 0.0122 J/cm3, and coal rock is
0.00279 J/cm 3. This shows that when the different litholog-
ical rock samples are damaged, the energy stored in siltstone
is the largest, the energy released in the event of damage will
be the largest, and the coal rock is the smallest. According to
Figure 7, they are reflected that the energy before peak strain
is different among different lithological rocks in coal mea-
sure strata, indicating that there are differences in energy
evolution laws among different lithological rock, reflecting
that there is obvious heterogeneity among different litholog-
ical rocks, and there are differences in the energy consumed
during destruction of different lithological rocks, which may
result in different energy consumption for hydraulic fractur-
ing of different lithological formations. This also means that
customized fracturing design should be considered in the
fracturing design of different lithological formations in the
coal measure strata in the eastern margin of Ordos Basin.

5. Conclusions

In this paper, the mechanical behaviors of the rocks of the
coal measure strata from the Shanxi Formation in the
eastern margin of Ordos Basin are investigated, the com-
pressive characteristics, deformation characteristics, and
failure modes of different lithological rocks are studied,
and the energy evolution laws of different lithological
rocks are also discussed. The following conclusions were
obtained:

(1) There are obvious differences in the mechanical
properties of different lithological rocks in the coal
measure strata, the compressive strength of the silty
shales is the largest with an average value of
40MPa, and the compressive strength of the coals
is the smallest with an average value of 8.85MPa,
resulting in the strong heterogeneity, which can
cause different wellbore instability prevention mea-
sures and fracturing reconstruction measures in dif-
ferent lithological reservoirs

(2) Under the uniaxial compression tests, the peak strain
of different lithological rocks is obviously different,
and the denaturation characteristics are obviously
different. The rock failure modes are mainly the ten-
sile fracture mode, indicating that rock samples have
strong brittle characteristics

(3) With the increase of the strain, the total energy of
different lithological rocks increases, and the elastic
energy first increases and then decreases rapidly,
whereas the dissipated energy first increases slowly
and then increases rapidly. The energy at the peak
strain is different, suggesting that there are obvious
differences in the energy evolution laws of different
lithological rocks
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Some physical processes such as oil and gas development, metal deposit collection, and groundwater resource migration can cause
density changes, for which microgravity monitoring is the most intuitive method to monitor the density change process. Based on
the basic principle of microgravity measurement and the idea of multiscale separation, a multiscale, second-order, surface-fitting,
residual gravity anomaly extraction method is proposed to separate superimposed microgravity fields. In this method, regional
fields of different scales are fitted and calculated successively with the measurement points as the center, so as to separate the
gravity anomalies produced by different-depth density bodies. Results from actual data show that this method extracts the
reservoir’s residual density characteristics of plane gravity anomaly on the basis of remaining oil distribution characteristics,
consistent with reservoir numerical simulation results. A three-dimensional least-squares inversion of the method for
extracting residual gravity anomaly was carried out, with the inversion results consistent with the results of vertical remaining
oil distribution characteristics and well-test production results.

1. Introduction

Heavy oil is a type of high-viscosity crude oil with high
asphaltene and gum content. In China, heavy oil reservoirs
are important, widely distributed petroleum resources,
among which the Liaohe, Shengli, and Xinjiang oilfields all
have large reserves. In order to fully utilize the reservoir
and improve oil recovery, it is critical to describe the charac-
teristics of remaining oil in the process of reservoir produc-
tion and then to formulate a comprehensive reservoir
adjustment plan and stimulation measures.

At present, there are relatively fewmethods to monitor the
distribution of remaining oil. Among them, microgravity
exploration has become an excellent reservoir-monitoring
method, having the advantages of overall monitoring, low
cost, no impact on production, nondestructive monitoring,
and independence from well verification. With continuous
improvement in the accuracy of gravity instruments and con-

tinuous progress in technical algorithms, the applications for
gravity data are expanding [1]. The gravity exploration
method has gradually expanded from understanding regional
structural characteristics [2], delineating rock mass range [3],
indicating metallogenic prospects [4], seeking local structure
[5], and determining stratigraphic rock occurrence [6] to look-
ing for oil and gas resources [7] and describing fluid dynamic
changes in oil reservoirs and other fields.

By observing changes in surface gravity data and moni-
toring changes in oil and gas reservoir density, microgravity
exploration can effectively reflect dynamic changes in fluid
in the oil and gas reservoir development process and can
effectively describe the distribution of remaining oil in heavy
oil reservoirs, which is an important link in the dynamic reg-
ulation of heavy oil thermal recovery—tapping the potential
of remaining oil and prolonging the development life cycle
of heavy oil reservoirs. Microgravity-monitoring results for
the Alaska Prudhoe Bay gas field have verified that the
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time-lapse microgravity anomaly can reflect density change
caused by water injection in the reservoir and can guide
the designs of water injection and enhanced oil recovery
[8]. Subsea gravimeters have been used to monitor the
height of water-gas contact in water injection gas reservoirs
in offshore Norway with an accuracy of meter level [9]. In
the Liaohe oilfield, time-shift microgravity monitoring has
been used to quantitatively describe changing steam cham-
ber shape during steam-assisted gravity drainage (SAGD)
production, providing a reliable basis for adjusting the steam
injection scheme [10]. Previous research results have shown
that microgravity exploration is suitable for anomalies
caused by density changes from displacement and migration
of underground fluids in oil and gas reservoirs, with the key
solution being to accurately separate the residual gravity
anomalies representing reservoir density. At present, the
commonly used gravity anomaly separation methods are
the filtering method, trend analysis method, peeling method,
and nonlinear method [11]. For the filtering method, if the
filter is in the nonzero phase, the anomaly extreme point will
shift, and there will be significant error when applied to
gravity anomaly separation. Affected by the near-source field
of the target source, the trend analysis method has difficulty
extracting the regional anomaly; the separated local field
contains the near-source field information, resulting in
anomaly illusion. The premise of the peeling method is to
establish a known density model, obtain the anomaly
through forward modeling, and then subtract the forward-
modeling anomaly from the observed anomaly to obtain
the residual anomaly; the accuracy of the established density
model directly affects the accuracy of the residual gravity
anomaly, and although this method is invalid for regional
anomalies, it is effective for near-source effects and high-
frequency anomalies. The nonlinear method separates
microgravity anomalies and is characterized by multiscale
and locality; its disadvantage is asymmetry of surface fitting
resulting in distortion of the separated anomaly shape.

In this paper, a multiscale, second-order, surface-fit-
ting, residual gravity anomaly extraction method is pro-
posed. This method combines the multiscale element of
the nonlinear separation method and the basic principle
of the surface-fitting method. Second-order surface fitting
is carried out at different scales to obtain the regional field
at the corresponding scale, and then, the calculated
regional field is subtracted from the Bouguer gravity
anomaly or the regional field at the previous scale to
obtain the residual gravity anomaly at this scale. The
regional field at different scales can be separated from
the residual anomaly and so on, so as to obtain the resid-
ual gravity anomaly representing the density of the target
area and then explain and analyze the research target.
Through forward modeling and field-test verification, the
accuracy and reliability of the extraction results of this
method were studied in detail.

2. Forward Modeling

Gravity anomaly is the derivative of the additional gravity
generated by the residual mass of the geological body to

the unit mass at the detection point in the gravity direction.
According to the formula of universal gravitation, it can be
deduced that the gravity anomaly of a geological body is

Δg xi, yi, zið Þ =G∭
V

Δρ xv , yv , zvð Þ ⋅ zi − zvð Þ
xi − xvð Þ2 + yi − yvð Þ2 + zi − zvð Þ2� �3/2 dxvdyvdzv,

ð1Þ

where Δgðxi, yi, ziÞ is the derivative of gravity along the Z
direction at any coordinate point ðxv, yv, zvÞ, G is the uni-
versal gravitation constant, V is the volume of the geolog-
ical body, and Δρðxv, yv, zvÞ is the residual density
difference of a volume element in the geological body
coordinate ðxv , yv , zvÞ.

For a reservoir under heavy oil thermal recovery, the
buried depth and thickness of the reservoir are known.
According to Equation (1), the microgravity value moni-
tored on the surface is mainly controlled by the density
change in the reservoir. According to Biot’s theory [12],
the original density of reservoir ρ can be calculated by [13]

ρ = 1 − ϕð Þ ⋅ 1 −V shð Þ ⋅ ρM +V sh ⋅ ρsh½ � + ϕ ⋅ ρl, ð2Þ

where ϕ is reservoir porosity, V sh is the shale content in the
reservoir, and ρM , ρsh, and ρl are rock skeleton density, argil-
laceous density, and liquid density in the reservoir,
respectively.

After heavy oil thermal recovery development, the reser-
voir density can be expressed by

ρ = 1 − ϕð Þ ⋅ 1 −V shð Þ ⋅ ρM +V sh ⋅ ρsh½ � + ϕ ⋅ 1 − Sg
� �

⋅ ρl + Sg ⋅ ρg
h i

,

ð3Þ

where Sg is the saturation after steam injection thermal
recovery and ρg is injected steam density for thermal
recovery.

Table 1: Forward-modeling parameters.

No.
Length
(m)

Width
(m)

Thickness
(m)

Depth of
top (m)

Residual density
(g/cm3)

A1 4000 5000 1500 1500 0.15

A2 3000 7000 1500 1500 −0.10
A3 1500 3300 1500 1500 0.10

B1 400 1600 400 400 −0.25
B2 400 1000 400 400 0.25

B3 600 800 400 400 0.25

B4 600 900 400 400 0.25

B5 600 2400 400 400 −0.25
C1 100 200 100 100 0.50

C2 100 200 100 100 −0.50
C3 100 100 100 100 0.50
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After a period of thermal recovery, the change in reser-
voir density is expressed by

Δρ = ϕ ⋅ ρg − ρl

� �
⋅ Sg: ð4Þ

The basic principle of microgravity monitoring for a
thermal recovery reservoir can be obtained by combining
Equations (4) and (1).

Δg xi, yi, zið Þ =G ⋅ ϕ ⋅ Sg∭V

ρg xv , yv , zvð Þ − ρl xv, yv, zvð Þ
h i

⋅ zi − zvð Þ
xi − xvð Þ2 + yi − yvð Þ2 + zi − zvð Þ2� �3/2 dxvdyvdzv:

ð5Þ

Equation (5) shows that for a specific reservoir, the
microgravity-monitoring result is directly proportional to
the steam saturation in the reservoir porosity. The formula
shows the microgravity-monitoring results to be indicative
of dynamic changes in fluids in the reservoir.

The Bouguer gravity anomaly obtained from surface
observation is the superposition of gravity anomalies gener-
ated by all density bodies in the microgravity exploration
area (including the gravity anomaly represented by Equation
(5)). The gravity anomaly represented by Equation (5) is
separated from the Bouguer gravity anomaly by the multi-
scale, second-order, surface-fitting method. The implemen-
tation process is as follows:

Assuming the observed Bouguer gravity anomaly is g
ðx, y, 0Þ, via the multiscale nonlinear method, its expres-
sion can be

gbg x, y, 0ð Þ = gr1 + gl1 = gr2 + gl1 + gl2 = gr3 + gl1 + gl2 + gl3 ⋯ ,
ð6Þ

Δgr½ �i = gbg − gr½ �i = 〠
n

i=1
gli, ð7Þ

where ðx, y, 0Þ represent the ground coordinates, gl1, gl2,
gl3,⋯ represent local anomalies of different scales, and
½Δgr�i is the residual gravity anomaly at the ith scale,
where i = 1, 2, 3, 4.

The local fields ½gr�i at different scales are obtained by
the second-order surface-fitting method. Located in a small
area centered on a point ðm, n, 0Þ, gr can be expressed as

gr = a0 + a1x + a2y + a3xy + a4x
2 + a5y

2, ð8Þ

where x, y is the distance from the point in the area to the
center point. Then, the sum of error squares at each point
is expressed as

E g, grð Þ =〠
i

〠
j

g i, jð Þ − gr i, jð Þð Þ2, ð9Þ
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where i and j are taken in the area with the point as the cen-
ter ðm, nÞ.

Firstly, the second-order surface coefficient ða0, a1, a2,
a3, a4, a5Þ is obtained by the least-squares method, and then,
the same operation is carried out for each point to obtain the
regional field value of each point under the corresponding
scale. Next, the residual gravity anomaly under the corre-
sponding scale is calculated by Equation (7), and finally,

the reasonable scale is determined according to the detection
target depth and relevant geological data. The residual grav-
ity anomaly generated by density body in the depth range of
microgravity detection target is obtained.

2.1. Modeling. In order to verify the method, a model for
identifying the effect of gravity separation was adopted in
this study. The model was first proposed by Guo et al.
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[14]. The model parameters are shown in Table 1, and the
model distribution is shown in Figure 1.

The model is divided into 3 classes (A, B, and C) com-
posed of 11 cuboids at different depths. The abnormal body
with positive residual density simulates the deposits with
high density such as metal ore, while the negative residual
density simulates the karst cave, the steam cavity, and the
abnormal body with low density and high porosity. For the
abnormal bodies, class A represents deep background fields,
such as basement fluctuation and background density body
deeper than the target layer; class B represents the studied
target body, which is an effective signal to be retained in
the separation process; class C is removed as a shallow inter-
ference signal in some cases and is retained as a research tar-
get in some cases, such as shallow steam-channeling
research.

For the model, an observation system with a sampling
interval of 10m and survey network of 2001 × 2001 is used
for forward-modeling simulation. The forward-modeling
results are shown in Figure 2(a).

For simulating the distribution of gravity fields, random
Gaussian noise with a standard deviation of 0:2 × 10−5m/s2

is added to the theoretical gravity anomaly (Figure 2(b)).
Figure 2 shows the superposition results of anomalies gener-
ated by various geological bodies at different depths, testing
the feasibility of the anomaly extraction method in depict-
ing, distinguishing, and multiscaling local details.

2.2. Separated Result Analysis of Forward Modeling. The
multiscale, second-order, surface-fitting method proposed
in this paper extracts the residual gravity anomalies of the
gravity field generated by the model at different scales (2n

times the sampling interval). The calculation results accord-
ing to Equation (7) are shown in Figure 3: among the resid-
ual gravity anomalies separated at different scales, the
anomalies generated by various geological bodies are gradu-
ally displayed with the continuous increase of scales; they are
consistent with geological body location.

In previous studies, Guo et al. [14] and Shi et al. [15]
used a variety of methods to carry out anomaly separation
experiments on the forward gravity field of the model. It
was found that although these methods can extract the resid-
ual gravity anomalies generated by the model geological
body, they cannot distinguish the residual gravity anomalies
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generated by the geological body at different depths—and
not at multiscale. The multiscale surface-fitting method can
effectively separate the regional field at different depths from
the residual field without distortion of local anomalies. The
anomaly extraction results are more accurate and
amplitude-preserved than other methods.

From the analysis of forward-modeling results, it can be
seen that the multiscale, second-order, surface-fitting gravity
anomaly extraction method proposed in this paper has the
following advantages:

(1) It is multiscale and supplies local description of
anomalies without introducing abnormal distortion
along the X and Y directions.

(2) The residual gravity anomaly of each scale can reflect
the gravity effect produced by the abnormal body at
different depth levels. The scale can be selected
according to the exploration target, and the abnor-
mal position is clear and accurate.

(3) It has a strong ability to suppress random noise with-
out involving any empirical formula or parameters
in anomaly extraction. Therefore, it is not susceptible
to subjective influence and has a good theoretical
basis and experimental effect.

3. Field Application

In 2019, microgravity monitoring was carried out in a heavy
oil reservoir development area in Xinjiang. Using the multi-
scale, second-order, surface-fitting method proposed in this
paper, the residual gravity anomaly representing the density
body in the reservoir was extracted according to the scale
determined by the buried depth range of the exploration tar-

get, and the residual oil distribution was described in slices.
In addition, based on the gravity anomaly generated by the
reservoir density volume extracted by multiscale surface fit-
ting, the reservoir density volume was obtained using the
three-dimensional (3D) least-squares inversion method,
and the remaining oil distribution was characterized verti-
cally. Finally, the horizontal and vertical characterization
results of remaining oil distribution were verified by well
data and production performance data.

3.1. Horizontal Characterization of Remaining Oil
Distribution. The residual gravity anomaly results obtained
by the multiscale, second-order, surface-fitting method rep-
resenting the density in the reservoir are shown in
Figure 4. On the whole, the warm-color area with a relatively
high amplitude of residual gravity anomaly indicates rela-
tively high reservoir density, high remaining oil saturation,
and significant remaining oil development potential. The
cold-color area with a relatively low amplitude of residual
gravity anomaly indicates relatively low reservoir density,
low steam sweep, low saturation of remaining oil, and low
remaining oil development potential.

In order to verify the depiction results of microgravity
monitoring on the plane, the reservoir density was simu-
lated and calculated using the numerical simulation
method, combined with the actual production perfor-
mance data, logging, and other basic data, after which
the weighted average result of reservoir density by depth
was obtained. In Figure 5, the warm-color area with a rel-
atively high density value represents high residual oil satu-
ration. On the contrary, the cold-color area with a
relatively low-density value represents low residual oil sat-
uration. Comparing Figures 4 and 5, the distribution
results from microgravity monitoring for the areas with
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high and low residual oil saturations are consistent with
the residual oil distribution results obtained by the numer-
ical simulation method, verifying the residual oil distribu-
tion results from microgravity monitoring on the plane.

Therefore, the distribution of residual oil above differ-
ent sections of the horizontal well can be described
according to the microgravity-monitoring results, as
shown in Figure 4, where the red section of the horizontal
well indicates the reservoir above the well section having
high residual oil saturation, the black section indicates

medium residual oil saturation, and the white section indi-
cates low residual oil saturation.

3.2. Vertical Characterization of Remaining Oil Distribution.
Figure 6 shows the density body section along the horizontal
well direction. On the whole, the reservoir density is shown
to gradually decrease from the horizontal well position to the
top of the reservoir, indicating a high recovery degree of the
upper reservoir and the remaining oil being mainly distrib-
uted in the middle and lower parts of the reservoir. Along
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wells HW22, HW23, and HW24, the remaining oil is shown
to be mainly distributed in the middle section, and along
well HW25, the remaining oil is shown to be mainly distrib-
uted in the middle and end sections.

Figure 7 shows density body sections along the source
direction (Figure 7(a)) and perpendicular to the source
direction (Figure 7(b)). The comparison shows the reservoir
density between wells along the material source direction
being relatively low, indicating the degree of remaining oil

production as high and the connectivity along the material
source direction being better.

As can be seen from Figures 6 and 7, the density of the
reservoir decreases from bottom to top. The remaining oil
is mainly distributed in the middle and lower parts of the
reservoir, which are macroscopically antirhythmic in the
vertical direction. At the same time, the remaining oil is
affected by steam overlap, resulting in quality deficit and
density reduction in the upper part of the reservoir, highly
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corresponding to production injection ratio and low remain-
ing oil content. The steam sweep degree in the lower part of
the reservoir is low, and oil and water accumulate in the
lower part of the reservoir under the effect of gravity, which
is characterized by increased mass, increased density, low
production injection ratio, and high residual oil.

Well data verified the characterization results of residual
oil distribution in the vertical direction from microgravity
monitoring. First, temperature tests on well 192 and well
234 were used for well temperature monitoring. The peak
temperature area is the steam chamber development area;
the reservoir density in this area should be low. The inver-
sion density body sections are along well 192 and well 234
(Figure 8). It can be seen that the depth range of the low-
density area of the inversion density body along the well is
consistent with the depth range of the low-density area of
the corresponding well temperature monitoring—verifying
the accuracy of extracting and characterizing the residual
gravity anomaly generated by reservoir density using the
multiscale, second-order, surface-fitting method.

Then, the production performance data were used to
further verify the description results of residual oil distribu-
tion in the vertical direction from microgravity monitoring.
The statistics of all production performance data from the
microgravity exploration block show the recovery degrees
of J3q2

2-1 and J3q2
2-2 layers to be 26.4% and 19.7%, respec-

tively, indicating low remaining oil saturation in the upper
part of the reservoir and high remaining oil saturation in
the middle and lower parts. The microgravity-monitoring
results for remaining oil distribution in the vertical direction
are consistent with the production performance results. The
single-well production performance statistics show the reser-
voir area with the low-production-injection-ratio well to
have a relatively high reservoir density and relatively high
residual oil saturation. On the contrary, the reservoir area
with the high-production-injection-ratio well is shown to
have a relatively low corresponding reservoir density and
relatively low remaining oil saturation. It can be seen that
the microgravity-monitoring results are consistent with the
statistical results of single-well production performance data
(Figure 9)—further verifying the accuracy of the residual
gravity anomaly characterized by reservoir density extracted
by multiscale, second-order surface fitting.

4. Conclusions

(1) In this paper, a multiscale, second-order, surface-
fitting separation method of gravity anomalies is
proposed; it is suitable for separating microgravity
field anomalies. This nonlinear method is more sen-
sitive to abnormal signal changes and does not cause
abnormal distortion. The anomaly extraction result
is accurate, and the amplitude remains unchanged.

(2) Compared with the traditional gravity anomaly sep-
aration method, the proposed method can effectively
separate the gravity anomalies of anomaly bodies at
different depths and can accurately describe the spa-
tial distribution and edge characteristics of anomaly
bodies.

(3) The separation method was applied for a field test of
microgravity residual oil characterization. The grav-
ity anomaly representing the residual density of the
reservoir extracted based on the multiscale, second-
order, surface-fitting method can effectively charac-
terize the distribution of remaining oil in the hori-
zontal and vertical directions. The reservoir
numerical simulation results and production perfor-
mance data verify the reliability of the results, and
the 3D density distribution provides a reliable basis
for the development of remaining oil.
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Aiming at the unclear reorganization of a water cone shape, its sweep range, and water saturation distribution of horizontal well in
heavy oil reservoirs with bottom water, a mathematical method was proposed in this paper to establish a microtube model and
physical model with the starting pressure gradient (SPG) to study the water cone behavior. The results showed that the
different water-cut stage, mobility, depth from oil-water interface (DOWI), and liquid production strength have an obvious
impact on water cone behavior. Moreover, we found an interesting phenomenon on an extreme point in water saturation
derivation among water cone, which could be a reason for further adjustment. Finally, we confirmed the calculation results
with physical simulation, which is highly consistent. The new method proposed in this paper was significant in the water cone
behavior study and has a broad application in heavy oil reservoir development in the future.

1. Introduction

The development of heavy oil reservoirs with bottom
water is one of the big challenges in the oil and gas exploi-
tation field worldwide [1, 2]. Developing reservoirs of this
type often shows early water appearance, short water-free
period, high water-cut ratio, and even violent water-cut
ratio after water breakthrough, which reduces oil recovery
and increases oilfield production risk [3, 4].

The core technology for developing this type of reser-
voirs using horizontal wells exists in the description of the
water cone. The evolution of the water cone and its sweeping
range has a deep influence on the developing and of adjust-
ing project design. In the past decades, many researchers
have conducted experimental, analytical, and numerical
studies in the water cone behavior of horizontal wells
[5–7]. However, the results of different research methods
varied largely, especially for heavy oil reservoirs. For exam-
ple, the sweeping range from the laboratory experiment is
much lower than that from numerical simulations, because
the heavy oil reservoir is similar to the low permeability res-

ervoir in the porous medium seepage, which is a non-Darcy
flow with a starting pressure gradient (SPG) [8]. So, in heavy
oil reservoirs, seepage can occur only if the production pres-
sure gradient is greater than the SPG [9–11]. However, the
existing commercial numerical simulation software, such as
Eclipse CMG and Petrel Re, is all based on the Darcy seepage
model and cannot directly characterize the non-Darcy flow
in heavy oil reservoirs [12–16]. Moreover, there exists few
theoretical research on the description of water cone behav-
ior, not to mention the theoretical study considering the
starting pressure gradient. All the problems mentioned
above seriously influence the exact description of water cone
behavior and its sweeping range in heavy oil reservoirs with
bottom water, which have an impact on further development
and adjustment of this type of reservoirs [17–19].

In this paper, we propose a new mathematical method to
achieve the characterization of the water cone behavior in
heavy oil reservoirs with bottom water. Then, we construct
a microtube model and a physical model to observe the evo-
lution of the water cone and sweeping range in this type of
reservoir. The displacement path was divided through the
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analysis of the development process of the bottom water
reservoir. Combined with the water-drive front equation,
splitting flow equation, and Darcy equation, the expansion
of the bottom water displacement area was obtained.
Finally, the water cone radius, sweep range, and water sat-
uration distribution in different positions were completely
calculated. The new method proposed in this paper was
significant in the water cone behavior study and has a
broad application in heavy oil reservoir development in
the future [20–23].

2. Models and Methods

2.1. Physical Model. The experimental setup of flowing tests
consisted of a displacement pump (Teledyne ISCO, USA)
used to inject fluids with different flow rates, two cylinders
for formation water and model oil, an ultralarge 3D sand-
pack model with a size of 100 cm×10 cm×10 cm, and a data
collection system used to monitor saturation [24, 25].
Figure 1 shows a photograph of the designed 3D project, real
3D sand-pack model, and schematic of the experimental
equipment, respectively. Figure 2 shows a seepage model.
The similarity criteria and the main parameters are shown
in Tables 1 and 2, respectively.

3. Results and Discussion

3.1. Influence of Water-Cut Stage Difference on the Water
Cone Behavior. According to the above calculation process,
when the mobility is 11, 33, and 64mPa s, the movement
of a water cone shape and sweeping range before and after
water-drive front breakthrough were calculated, respectively,
as shown in Figure 3. Meanwhile, the physical model was
also simulated at the mobility of 64mPa s, in order to cali-
brate the results.

The result shows that, with increasing mobility, the
sweeping range of the water cone increases. From
Figures 3(a) and 3(b), as the mobility increases from 11 to
64mPa s, the water cone sweeping range increases from
60m to 225m. In the early stage, the movement of the water
cone mainly focuses on the horizontal direction. But, after
the water-drive front breakthrough, the movement of the
water cone changed to a vertical direction. The water cone
movement near the well was obvious while that far away
from the well is limited.

From Figure 3(c), the ultralarge physical model presents
the movement and water saturation distribution of the water
cone at a mobility of 64mPa s. The water cone movement
shows a similar characterization with the calculated result,
that is, moving horizontally firstly and then vertically. The
sweeping efficiency was 0.35 initially and changed to 0.48
with water-cut reaching 98%. The distribution of water sat-
uration through the monitor presents a relatively high value
near the wellbore and a low value away from the wellbore.
The reason lies in the distribution of the pressure difference
on the plane. The closer it is to the well, the greater the pres-
sure difference, and the higher the water saturation. The
high water-cut was mainly contributed by the washing
nearby the wellbore.

3.2. Influence of Mobility Difference on Water Cone Behavior.
According to the above calculation process, the movement
of the water cone behavior and the sweeping range were
calculated, respectively, with the mobility ranging from 10
to 90 × 10−3μm2/mPa s. Meanwhile, the physical model with
a similar principle was also conducted for the calibration of
the water cone behavior and sweep range. The results are
shown in Figures 4–6.

From Figures 4(a) and 4(b), with the mobility increasing
or viscosity decreasing, the water cone radius increases.
When the mobility changes from 10 to 90 × 10−3μm2/mPa
s, the water cone radius increases from 48m to 252m. There
exists a good relationship between water radius and mobility
with a correlation coefficient of around 0.99.

From Figure 6, the physical simulation results showed
that, with the increment of mobility, the water cone radius
increased. When the mobility changes from 15 to 60 ×
10−3μm2/mPa s, the water cone radius increases from 60m
to 200m. The physical simulation results highly agreed with
that of the calculation. In addition, all the physical simulation
results showed a similar phenomenon as we discussed in

Figure 1: Models and experiment design of physical simulation.

Oil

Oil-water

Well

Figure 2: Seepage model.
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Section 3.1, that is, the distribution of water saturation
through the monitor presents a relatively high value near
the wellbore and a low value away from the wellbore.

From Figure 4(c), the distribution of water saturation at
different positions in the water cone was calculated with oil
viscosity ranging from 50 to 180mPa s. The results showed
that the water saturation in the water cone was high near
the well and gradually decreased to the wings, indicating
the law of first slowly declines, then rapidly declines, and
finally slowly declines. With the decrease of oil viscosity,
the water saturation at the same position increased, the vis-
cosity is 50~180mPa s, and the Sw at 100m increased from
0.39 to 0.55. The reason lies in that the water saturation in
the water cone at different positions was mainly affected by
the flooding multiples. As shown in Figure 5, the relation-

ship between water saturation and flooding multiples at
different positions was calculated, which shows that there
was a good linear relationship between them.

As shown in Figure 4(d), when the water saturation is
derived from the water cone radius, the derivative curve
presents an inverted bell shape, and an extreme point exists.
The extreme point decreases with the increment of oil vis-
cosity. When the oil viscosity was 50mPa s, the extreme
point was located at the water cone radius of 113m. When
the oil viscosity was 180mPa s, the extreme point was
located at the water cone radius of 55m.

3.3. Influence of Distance from Oil-Water Interface (DOWI)
on the Water Cone Behavior. According to the above
calculation process, the water cone shape, water saturation
distribution, and sweeping radius were calculated when the
DOWI was 10, 15, and 20m, respectively. The results are
shown in Figure 7.

From Figure 7(a), when the DOWI is between 10 and
20m with a fixed mobility at 33 × 10−3μm2/mPa s, the water
cone radius ranged from 142 to 150m. For heavy oil reser-
voirs with thin bottom water, the influence of DOWI is
limited. As shown in Figure 7(b), the higher the mobility,
the higher the influence of DOWI. When the mobility
increases to 90 with DOWI between 10 and 20m, the water
cone radius ranged from 231 to 252m. When the mobility
was 11 with the DOWI between 10 and 20m, the water cone
radius ranged only from 56 to 58m. In Figure 7(c), the law
of water saturation distribution was similar to that described
in Section 3.2. However, with the increase of DOWI, the
water cone radius slightly decreased, and the water satura-
tion at the same position increased due to the increase of

Table 1: Similarity criterion.

Classification Criterion Physical meaning

Geometric similarity

L1/L2 Ratio of length to width of the reservoir

L1/H Ratio of reservoir length to thickness

L1
Li

Ratio of reservoir length to horizontal well length

Δp/ρogH; Δp/ρwgH The ratio of production pressure difference to gravity

Pressure similarity

Δp/pc The ratio of production pressure difference to capillary force

pi/�p
The ratio of reservoir pressure to the average pressure of the

bottom layer

Physical similarity

ρo/ρw Oil-water density ratio

Koweμw/Kworμo Oil to water mobility ratio

Swc/Sor, 1/Sor The prototype is similar to the model endpoint

ϕ Prototype is similar to model porosity

Ct/Co, Co/Cw
The ratio of the comprehensive compression coefficient to

the oil and water compression coefficient

Dynamic similarity

KKworΔpt/μwH2ϕSwcCtPi, ρwSwcϕL
2
l μo/tρoKKowcΔp Darcy formula

L1L2KKworρwg/μwQ, L1L2KKworΔp/μwQH Ratio of water influx to horizontal well production

qo/qw Ratio of oil to water production

Table 2: Parameter comparison of physical model with that of
oilfield.

Parameter Oilfield Model

Thickness 20 10

Length 200 100

Width 20 10

Oil density 859.3 866.9

Water density 990 1000

Permeability 1200 2300

Pressure dropdown 3 0.006

Horizontal length 200 0.2

Well diameter 0.137 0.01

Oil production 1000 0.032
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flooding multiples. As shown in Figure 7(d), the variation
range of the water cone radius was limited with DOWI rang-
ing from 10 to 20m, and the extreme points were also highly
concentrated, around 85m.

3.4. Influence of Liquid Production Strength on Water Cone
Behavior. According to the above calculation process, the
water cone shape, water saturation distribution, and sweep-
ing radius were calculated when the liquid production
strength was 300, 500, and 1500m3/d, respectively. The
results are shown in Figure 8.

As shown in Figure 8(a), when the liquid production
strength was 300~1000m3/d with a fixed mobility of 33 ×
10−3μm2/mPa s, the water cone radius was 100 to 150m.
For heavy oil reservoirs with thin bottom water, the liquid
production strength had an obvious influence on the water

cone shape and sweep radius. From Figure 8(b), when the
liquid production strength was higher than 1000m3/d, the
increase of water cone radius decreased under any mobility
condition. In addition, with the increment of liquid produc-
tion strength, the variation ranges of the water cone radius
increased. When the liquid production strength increased
from 300 to 1000m3/d with a fixed mobility of 11, the water
cone radius increased from 30 to 58m; when the mobility
was 33, the water cone radius increased greatly from 100m
to 150m; when the mobility was 65, the water cone radius
increased from 160m to 225m. With the increased liquid
production strength, the water saturation at the same
position increased. From Figure 8(c), the strength increases
from 300 to 1000m3/d, and the water saturation increases
from 0.40 to 0.5 at 80m, featured with decreasing slowly-
rapidly-slowly. From Figure 8(d), the extreme point
increased with the increment of the liquid production
strength. When the liquid production strength is 300m3/d,
the extreme point was located at 45m. When the liquid pro-
duction strength is 1000m3/d, it is located at 85m.

3.5. Influence of Adjacent Well on the Water Cone Behavior.
According to the calculation process in this paper, a model
was built with DOWI of 10m, permeability of 4500md, oil
viscosity of 135mPa s, and liquid production strength of
1000m3/d. The movement of the water cone behavior and
water saturation were calculated when two horizontal wells
crossed at different positions. The influence degree was
determined by Equation (1) to calculate the cumulative oil
production. The results are shown in Figure 9.

MAX S1 × Sw1 − Sw0ð Þ + S2 × Sw1 − Sw2ð Þ − S2 × Sw2 − Sw0ð Þf g:
ð1Þ

From Figure 10, two water cones with a radius of 150m
are crossed by different well spacings of around 120m, 85m,
and 75m, respectively. Then the movement of water cone
behavior was calculated after crossing. It can be seen that
with the reduction of well spacing, the uplift of water cone
between wells was more and more obvious, and the
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Figure 5: The relationship between Sw and flooding multiples.
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Figure 6: Physical simulation of water cone behavior under
different mobility.
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remaining oil between wells was reduced, for the flooding
multiples of the overlapping area were increased due to the
joint action of two wells.

From Figure 10, the water saturation distribution
between two water cones was calculated. As shown in
Figure 10, with the reduction of well spacing, the water sat-
uration in the overlapping area rises rapidly due to the joint
flooding of two wells. The water saturation in the overlap-
ping area was 0.4 when the water cone crossed at 120m.
When the overlapping area decreased to 85m, the water sat-
uration in the overlapping area rises to 0.6. When the well
spacing further shortens, the water saturation rises to 0.68
due to the overlapping area being further flooded.

From Figure 11, the addition of an adjacent well had an
obvious effect on the shape and water saturation distribution
between water cones. Consistent with the calculated results,
the water cone between two wells rises, and the water satura-
tion increases. The closer the two wells, the higher the water
cone, and water saturation rises due to the high-multiple
flooding. The physical results confirmed what was obtained
in the calculation process.

As shown in Figure 12(a), with the increment of well
spacing, the cross-section oil increment first increased and
then decreased. There exists a maximum cross-section oil
increment. Moreover, there exists an interesting phenome-
non, by comparing the intersection point of the maximum
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cross-section oil increment with the extreme value of water
saturation derivation in the water cone; it can be found that
the two points are consistent. It provides a theoretical basis
for optimizing reasonable well spacing in heavy oil reservoirs
with bottom water. Figure 12(b) shows the relationship
between optional well space and mobility. With the increase
of oil viscosity, the reasonable well spacing decreases. When
the viscosity was 100mPa s, the optimized reasonable well
spacing is 176m. When the viscosity increases to 200mPa s,
the reasonable well spacing decreases to 120m. With the
increase of crude oil viscosity, the sweep range of the water
cone decreases, which leads to a decrement in reasonable
well spacing.

4. Conclusions

In this work, combined with the water-drive front equation,
splitting flow equation, and Darcy equation, the movement
of water cone behavior, its sweep range, and water saturation
distribution were investigated. The summary was as follows:

(1) The water cone shape, its sweep range, and water
saturation distribution were first studied through
the seepage theory considering the starting pressure
gradient. The influence of the different water-cut
stage, DOWI, and liquid production strength was
discussed in detail and showed a good relationship

Water cone radius (m)

W
at

er
 co

ne
 h

ei
gh

t (
m

)
12

10

8

6

4

2

0
0 40 80 120 160 200 240

(a)

Water cone radius (m)

W
at

er
 co

ne
 h

ei
gh

t (
m

)

12

10

8

6

4

2

0
0 20 40 60 80 100 120 140 160 180

(b)

Water cone radius (m)
0 20 40 60 80 100 120 140 160

W
at

er
 co

ne
 h

ei
gh

t (
m

)

12

10

8

6

4

2

0

(c)

Figure 10: Influence of an adjacent well on the water saturation distribution in the water cone.

(a) (b)

(c)
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(2) An interesting phenomenon was first found in this
paper; there exists an extreme point in water satura-
tion derivation in the water cone. It has a significant
and theoretical meaning for the further adjustment

(3) Ultralarge scale physical simulation was conducted
firstly in this paper, to explore the movement behav-
ior, sweep range, and water saturation distribution of
water cone
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In heavy oil development, flue-gas-assisted steam flooding can not only improve oil recovery but also reduce carbon emissions and
realize the resource utilization of flue gas. In this paper, the variation in crude oil components produced by steam flooding and
flue-gas-assisted steam flooding was studied by indoor displacement experiments and component determination, and the
production properties of different components in flue gas, and the influence of flue gas proportion on residual oil components
was explored. The results indicate that flue gas can enhance distillation and the production of light components in the steam
flooding process. When the ratio of flue gas to steam ranges from 1 : 1 to 3 : 1, the larger the proportion of flue gas injection is,
the larger the scope of steam thermal sweep is, the stronger the steam distillation effect is, and the greater the content of light
components in residual oil and the change value of each component at the outlet and inlet are. Due to the difference in the
dissolution of N2 and CO2 in heavy oil, at the early stage of displacement, the retention rate of CO2 in the formation in the
early stage of displacement was higher, and the proportion of CO2 output was lower than the initial injection proportion. With
the progress of displacement, the proportion of CO2 gradually increased, and the proportion of N2 gradually decreased. After
gas channeling occurs, the N2 proportion increases and gradually approaches the injection proportion. The dissolution and
precipitation of flue gas contribute to the formation of foam oil and improve the flow and production of crude oil. The
research results are helpful to further understand the mechanism of flue-gas-assisted steam flooding and provide a theoretical
basis for the improvement of this technology.

1. Introduction

With the improvement of global industrialization and the
sharp increase in greenhouse gases, reducing CO2 emissions
has become a guide for the development of all countries
[1–3]. Petroleum, natural gas, and other fossil fuels as the
world’s main energy source will continue for nearly half a
century, and the CO2 produced by fossil fuel combustion
exceeds 2/3 of the total emissions [4–6]. At present, to alle-
viate the greenhouse effect caused by CO2 emissions, CO2
capture, utilization, and storage (CCUS) have attracted great

attention in various fields, especially geology and oil and gas
development [7–10]. The application of CO2 in crude oil
development can not only realize carbon sequestration but
also effectively improve oil recovery [11–15].

Globally, heavy oil is abundant and widely exploited. In
the future, the exploitation of heavy oil will occupy a domi-
nant position in oil and gas development [16–18]. However,
heavy oil is developed by thermal recovery, which requires a
large amount of fossil fuels to produce steam, and the boiler
produces a lot of flue gas containing greenhouse gases,
aggravating the greenhouse effect, which is contrary to
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today’s economic and green development concept. Recently,
many researchers have found that the synergistic displace-
ment of flue gas and steam can greatly improve the produc-
tion of heavy oil [19–22]. Moreover, the direct recovery and
utilization of the flue gas generated by the boiler avoid the
complex CO2 treatment process and save the cost of steam
injection. It is an essential path for the oil field to carry out
CO2 capture, utilization, burial, and economic development
of heavy oil.

Since the discovery of the application potential of flue
gas, the oil displacement mechanism of flue-gas-auxiliary
steam injection has attracted much attention. However,
due to the large injection components in flue-gas- auxiliary
steam flooding, the mechanism is very complex. High-
temperature steam can decrease the viscosity of crude oil
and improve the fluidity of crude oil [23–25]. The main
components of flue gas are N2 and CO2. N2 can compensate
for the formation energy deficit, maintain reservoir pressure,
and increase the oil production rate [26]. CO2 dissolved in
heavy oil can affect the volume and viscosity of heavy oil
and facilitate its expansion and overflow [27–31]. At the
same time, CO2 can gasify the light components in crude
oil to decrease the interfacial tension and realize miscible
flooding [32–35]. Wu et al. [36] explored the influence of
gas on steam flooding by using the 2D visualization model,
and found that in the displacement process, injected gas
formed bubbles in the pore throat of the model and the
Jamin effect occurred. At the same time, the gas reacted with
heavy oil to improve the macrosweep area and displacement
efficiency [37, 38]. Lu et al. [39] explored the influence of
flue gas on steam heat dissipation characteristics by using
cold condensate with a thermocouple and found that flue
gas can reduce the heat dissipation rate of steam in the for-
mation, strengthen steam seepage to the deep oil region, and
expand the expansion range of the steam chamber. Although
the understanding of the mechanism of flue-gas-assisted
steam flooding is still deepening and improving, there are
few studies on the influence of flue-gas-assisted steam flood-
ing about the properties of crude oil, distillation, and reten-
tion characteristics of flue gas in the formation.

The change in crude oil and gas composition can directly
reflect the change law of crude oil properties, the strength of
distillation, and the migration characteristics of flue gas in
the process of the displacement and deeply clarify the role
of flue gas in strengthening steam flooding. Therefore, it is
necessary to conduct research on the variation law of crude
oil and gas components in this displacement. In this paper,
the 1D sandpack simulation experiments of steam flooding
and flue-gas-assisted flooding were carried out. In the exper-
iment, the composition changes of heavy oil output at differ-
ent periods of the two displacement patterns are compared
and analyzed. The law of flue gas retention was studied by
recording the gas production characteristics in the process
of flue-gas-assisted steam flooding. Furthermore, the com-
positional changes of residual oil in flue-gas-assisted steam
flooding under different flue gas-steam ratios were studied,
and the effect of the flue gas ratio on steam distillation was
analyzed. These findings are of extreme importance to
improve the oil displacement mechanism of flue-gas-

assisted steam flooding and improve its field application
effect.

2. Experimental Section

2.1. Materials. The flue gas used in the experiments was pre-
pared by hand and was a compound of N2 and CO2 in molar
ratios of 80% and 20%, and N2 and CO2 with a purity of
99.9mol% were produced from Tianyuan, Inc., China. The
crude oil used in the experiment was sampled from the
Cao 20 block of Shengli Oilfield, China. The viscosity-
temperature curve of the crude oil is shown in Figure 1,
and the viscosity of dehydrated crude oil was 5170mPa·s at
50.0°C. The saturated content of crude oil is 41.36wt%, the
aromatic content is 21.38wt%, the resin content is
36.8wt%, and the asphaltene content is 0.46wt%. The water
used to generate steam during the experiment was distilled
water, which was produced by the distillation method, and
the resistivity was 15MΩ·cm. The 1D displacement model
in the experiment was filled with a certain mesh of quartz
sand. To ensure that the permeability of the sandpacks was
between 3200mD and 3400mD, the model was filled with
80 mesh and 110 mesh quartz sand at 1 : 1. The specific
dimensional data of the model are shown in Table 1.

2.2. Apparatus. The main contents of the experiment are a
physical simulation experiment and the determination of
crude oil components. The flow chart of displacement exper-
iment is shown in Figure 2, which included mainly a steam
generator, ISCO pump, gas mass-flow controller, sandpack
model, intermediate container, pipeline heating belt, check
valve, and back-pressure regulator (PBR). ISCO pumps
(Model 100DX, Teledyne Co., Ltd., USA) provided power
for flooding and controlled the injection rate of steam, heavy
oil, and water with an accuracy of ±0.001mL. The steam
generator (model GL-1, Haian Petroleum Equipment Com-
pany) produces steam at a rate consistent with the rate at
which distilled water is injected through the pump, the tem-
perature range of the generated steam was 100-350°C, and its
maximum pressure resistance was 25MPa. The gas injection
rate was controlled by a gas flowmeter (model Sla5861,
Brooks, USA). The number of gas mass-flow controllers
was the flow rate under standard conditions, which needed
to be converted according to the experimental conditions.
The sandpack model (Model 304, Nantong Research Instru-
ment Co., Ltd) had a pressure resistance of 40MPa and a
temperature resistance of 300°C, with a length and an inner
diameter of 60 cm and 2.54 cm, respectively, and was
wrapped with a temperature-controlled heating sleeve. The
check valve was set before the outlet of the gas mass-flow
controller to prevent liquid backflow and damage to the
gas flowmeter.

2.3. Experimental Procedures

2.3.1. Experimental Procedure of Displacement

(1) The sandpack model was prepared; the sandpack
was filled with mixed quartz sand after ensuring that
the airtightness of the sandpack was good

2 Geofluids



(2) The sandpack was saturated with water after
vacuum-pumping for 4 h; then, its porosity was cal-
culated according to the weight difference. The water
flooding was carried out and the permeability of the
model was determined by the Darcy equation

(3) The sandpack was heated by the heating sleeve to a
preset initial temperature of 60°C. After the model
reached the set temperature, the sandpack was satu-
rated with heavy oil at a rate of 0.5mL·min-1. The
sandpack was placed in a 60°C environment for
24 h aging after it was saturated with crude oil

(4) The steam generator was set at 300°C for preheating,
during which distilled water was injected continu-
ously until the steam generator produced stable
steam

(5) The displacement experiments were carried out after
ensuring the complete connection of the experimen-
tal devices. The back pressure was set at 2MPa.
According to the experimental scheme, the injection
ratio of flue gas/steam was set as 1 : 1, 2 : 1, and 3 : 1,
and the exact injection rates of flue gas and steam
are shown in Table 1. When the temperature and
pressure reached stability, and the water content in
the output liquid exceeded 98%, it was regarded as
the end of displacement

(6) During displacement, the production characteristics
of flue gas, crude oil, and water were recorded. After
displacement, the oil sand in the sandpack was dug
out, placed according to the position, photographed,
and sampled for analysis

(7) Four components of produced oil and residual oil in
oil sand were measured

(8) The experimental equipment was cleaned and
sorted, and steps (1)–(6) were repeated for the next
experiment

2.3.2. Determination of Four Components of Heavy Oil. The
four components of heavy oil include saturates, aromatics,
resins, and asphaltenes, and their content determination
procedures refer to NB/SH/T 0509-2010.

(1) The heavy oil was dissolved with n-heptane, placed
in the dark, and allowed to settle for 1 h. After filtra-
tion, n-heptane was used for reflux in the precipitate
to obtain the insoluble and soluble fractions

(2) For the insoluble fraction, toluene that could dissolve
the insoluble fraction was added and refluxed for
more than 1h or until the droplets were colourless.
Then, asphaltenes were obtained by steaming out
toluene

(3) The soluble fraction was adsorbed on the aluminium
oxide chromatographic column. The desorbed sub-
stance obtained by washing with n-heptane was sat-
urated, while the remaining adsorbed substance was
washed with toluene and toluene-ethanol in turn.
The desorbed substances were aromatics and resins.
The determination flow chart of the four-
component contents is shown in Figure 3

3. Results and Discussion

3.1. Variation Characteristics of Recovery and Displacement
Pressure Difference. Since oil recovery could directly reflect
the quality of displacement and the change in displacement
pressure difference could reflect the flow characteristics of
heavy oil in the process of displacement from the side, the
differences between steam flooding and flue-gas-assisted
steam flooding were compared on oil recovery and pressure
difference. The experimental data are from experiments #1
and #2 in Table 1.

Figure 4 depicts the variation in crude oil recovery and
displacement pressure difference with injection volume in
steam flooding and flue-gas-assisted steam flooding. The
change trends of the recovery factor and flooding pressure
difference under the two displacement patterns are roughly
similar. The crude oil is pushed by piston propulsion at the
beginning of displacement. With the increase in injection
volume, oil recovery factor increases rapidly, and the dis-
placement pressure difference increases continuously. In
the middle and late stages of displacement, due to the forma-
tion of high-permeability channels, the growth rate of crude
oil recovery began to slow down and gradually stabilized,
and the displacement differential pressure also began to
decline rapidly. The recovery factor of steam flooding is
62%, and the recovery factor of flue-gas-assisted steam
flooding is 72%, which is approximately 10% higher than
the recovery factor of steam flooding. The maximum flood-
ing pressure difference of flue-gas-assisted steam flooding is
2.75MPa, lower than 1.91MPa of steam flooding, although
the addition of flue gas increases the equivalent volume of
injected fluid, the displacement differential pressure
decreases to a certain extent.

There are three main reasons for the higher displace-
ment efficiency and lower pressure of flue-gas-assisted steam
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Figure 1: Viscosity-temperature curve.
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flooding: Flue gas dissolves in crude oil, which can reduce
crude oil viscosity to a certain extent and improve crude
oil fluidity. The high seepage capacity of flue gas can open
up channels for the flow of steam and reduce the flow resis-
tance. More importantly, flue gas, as the noncondensable
gas, is able to enrich on the surface of low-temperature
objects, increasing the heat transfer resistance of steam to

low-temperature objects and thus inhibiting steam conden-
sation [40], which expands the steam heat swept volume
and thick oil flowable area.

3.2. Composition Variation Properties of Produced Crude Oil.
Among the four components of crude oil, the saturates and
aromatics can be equivalent to the solvent in crude oil. The

Table 1: Displacement experimental parameters.

Test no. Flooding pattern Initial temperature of sandpack (°C) Porosity (%) Permeability (mD)
Injection rate
(mL·min-1)

Steam Flue gas

#1 Steam flooding 60 35.86 3350 1 0

#2 Flue-gas-assisted steam flooding 60 33.66 3260 1 1

#3 Flue-gas-assisted steam flooding 60 33.56 3210 1 2

#4 Flue-gas-assisted steam flooding 60 33.72 3286 1 3
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higher the content is, the better the flow performance of
crude oil, the lower the friction resistance between fluids
and the smaller the viscosity. As polar substances in crude
oil, resins and asphaltenes not only have an important
impact on the pour point reduction of crude oil but also
make an important contribution to the relative molecular
weight and viscosity of crude oil. The experimental data in
Table 2 in this section are from experiments #1 and #2 in
Table 1. According to the gas and water breakthrough of
the collected liquid, steam flooding was divided into two
stages before and after water channeling, and flue-gas-
assisted steam flooding was divided into three stages: before
gas channeling, before water channeling, and after water
channeling. Samples were taken in different stages of two
groups of displacement experiments, and 2-3 samples were
taken in each stage to determine the saturated, aromatic,
resin, and asphaltene content of each sample. The measure-

ment was repeated three times, and the average value was
selected.

Figure 5 shows the comparison of four components of
crude oil produced in steam flooding. During the whole dis-
placement process, compared with the initial oil sample, the
content of saturates and aromatics of the produced crude oil
is higher, the content of resins is lower, and the content of
asphaltenes is lower than the initial oil sample before water
channeling and higher than the initial oil sample after water
channeling. Compared with the two stages before and after
water channeling, the saturated and aromatic content
decreased by 2.71wt% and 0.33wt%, respectively, and the
total content of resins and asphaltenes increased after water
channeling because in the process of flooding, light compo-
nents with low viscosity and strong fluidity are extracted
first. After the formation of the hyperosmotic channel, the
content of light components that flow easily decreases, and
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Figure 4: Variation curve of crude oil recovery and displacement pressure difference with injection volume.

Table 2: Four-component content data of produced crude oil.

Displacement pattern Sampling stage
Saturate content

(wt%)
Aromatic content

(wt%)
Resin content

(wt%)
Asphaltene content

(wt%)

/ Initial sample 41.36 21.38 36.8 0.46

Steam flooding

Before water
channeling

46.24 21.51 31.82 0.43

After water
channeling

43.53 21.18 34.56 0.73

Flue-gas-assisted steam
flooding

Before gas
channeling

47.71 21.8 30.08 0.41

Before water
channeling

45.46 21.49 32.56 0.49

After water
channeling

43.91 21.40 34.04 0.65
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the heavy components that flow with difficulty are gradually
extracted under the scraping and scouring of fluid. There-
fore, in the later stage of steam flooding, the produced crude
oil contains less light components and more heavy
components.

Figure 6 shows the comparison of four components of
heavy oil produced during the process of flue-gas-assisted
steam flooding. It is easier to produce light components
under distillation of steam, and the content of saturated
and aromatic components of the crude oil is higher than
the content of saturated and aromatic components of the
initial oil sample in the process of steam flooding and flue-
gas-assisted steam flooding. In the process of flue-gas-
assisted steam flooding, because the mobility of gas is greater
than the stability of steam, gas channeling will occur before

the collected liquid meets water. The light component con-
tent of crude oil before gas channeling is slightly higher than
that before water channeling, while the content of resins and
asphaltenes is slightly lower because the flue gas has a certain
solubility in crude oil. This is due to the process of gas disso-
lution and precipitation before gas channeling; more light
components are brought to the outlet section and recovered.
Comparing the two displacement patterns, the proportion of
light components of oil produced by flue-gas-assisted steam
flooding is higher than the proportion of light components
of oil produced by steam flooding. In the process of flue-
gas-assisted steam flooding, the maximum saturated hydro-
carbon content is 47.71wt%, which is 1.5% higher than the
maximum saturated hydrocarbon content of steam flooding.
The reason for this phenomenon is that flue gas can not only
expand the transmission distance of heat carried by steam
but also strengthen the distillation of steam on crude oil in
the process of displacement and promote the precipitation
and stripping of light components in crude oil.

3.3. Gas Production Properties. After the flue gas and steam
are injected into the sandpack together, there are complex
interactions between flue gas and oil, such as multiphase
flow, gas dissolution and diffusion, and gas retention, which
have an important impact on enhanced oil recovery (EOR).
Therefore, the gas production law and composition change
of produced gas were studied, and the influence and mecha-
nism of gas on EOR were analyzed. The experimental data in
this section are from experiment #2 in Table 1. Based on the
fluid production characteristics of gas, the whole displace-
ment process can be classified into four stages, as shown in
Figure 7: before gas channeling, gas channeling, after gas
channeling, and at the end of displacement.

Figure 7 presents the variation of gas components pro-
duced in each displacement stages. The proportions of N2
and CO2 before gas channeling are 0.94 and 0.06, respec-
tively, and the proportions of N2 and CO2 in gas channeling
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are 0.85 and 0.15, respectively. After gas channeling, the pro-
portions of N2 and CO2 are 0.69 and 0.31, respectively, and
the proportions of N2 and CO2 are 0.79 and 0.21, respec-
tively, at the close of displacement. In the early stage of dis-
placement, the proportion difference between N2 and CO2 is
easily found to be the largest because the solubility of CO2 in
heavy oil is better than the solubility of N2. Most of the CO2
in the beginning of displacement is dissolved in crude oil
and retained in the sandpack model, resulting in a higher
proportion of N2 output. With the progress of displacement,
the proportion of N2 gradually decreases, and the proportion
of CO2 gradually increases. The analysis shows that the
occurrence of gas channeling will lead to a sharp drop in
pressure and energy deficit in the model. At this time, CO2
dissolved in crude oil gradually precipitates, and the output
proportion increases; N2 is used mostly to fill the pores
and supplement the energy of the oil layer, and the output
proportion decreases. At this time, the proportion of output
N2 is lower than its injection proportion, and as the displace-
ment progresses, the hypertonic channel is well developed
and gradually reaches a stable state, during which the pro-
portion of output gas gradually converges to that of injection
gas, and thus there is a trend of increasing the proportion of
N2 at the end of the displacement.

The above analysis and comparison illustrate that flue
gas can combine the advantages of N2 and CO2, which can
not only reduce the viscosity of crude oil but also supple-
ment model/formation energy. The dissolution and precipi-
tation of flue gas can enhance the interaction between
displacement media and crude oil and effectively promote
the formation of foam oil, as presented in Figure 8.

Figure 9 depicts the retention characteristics of flue gas
during flue-gas-assisted steam flooding. The flue gas reten-
tion rate refers to the ratio of the volume of flue gas trapped
in the oil layer/sandpack to the total volume of flue gas
injected. With the increase in injection volume, the injection
and production rates of flue gas increase first and then
decrease sharply, but the peak value of the flue gas produc-
tion rate increases by 6.33mL/min compared with the injec-
tion rate. The appearance of the peak value lags behind the
injection rate by 0.11 PV. The retention rate of flue gas
decreased slowly in the early stage, which is due mostly to
the dissolution of CO2 in flue gas. When the peak gas gener-
ation rate appears, flue gas retention rate drops sharply and
then gradually stabilizes, remaining at 21-23%. The occur-

rence of gas channeling greatly worsens the retention effect
of flue gas, which can only be dissolved in the residual oil
or fill the pores in the sandpack.

3.4. Effect of Flue-Gas Ratio on Residual Oil Composition.
Steam distillation is crucial to enhance the development
effect of heavy oil. Combined with 3.2, distillation can be
seen to occur in the development process of flue-gas-
assisted steam flooding. Therefore, a four-component analy-
sis of oil sand after displacement is performed to explore the
influence of the flue gas ratio to steam distillation. The
experimental data in this section are from experiments #1,
#2, and #3 in Table 1.

Figure 10 shows the distribution of oil sand in the one-
dimensional sandpack model after flue-gas-assisted steam
flooding. The colour of the oil sand gradually darkens from
the entrance to exit of the model. When the ratio of flue
gas to steam is 1 : 1, the colour of oil sand in the middle
and rear of the sandpack is darker, and the colour of oil sand
in the sandpack changes little after saturated oil, indicating
that there is still more remaining oil at the middle and rear
of the sandpack, and the distillation effect of steam is weak.
When the ratio of flue gas to steam is 3 : 1, the lighter colour
range of oil sand in the sandpack is improved to varying
degrees compared with the first two groups. The higher the
flue gas injection ratio is, the larger the area where the colour
lightens is, and the oil sand at the same position is further
cleaned. This result reflects that the increase in the ratio of
flue gas can enhance the vapor transmission range and oil
washing effect.

The variations of the four components in the residual oil
can effectively reflect the strength of steam distillation in the
displacement process. The contents of the four components
were determined and analyzed for nine samples in the three
groups of experiments, and the sampling locations are pre-
sented in Figure 10. Figure 11 presents the comparison of
the four-component contents of residual oil under different

Figure 8: Foam form of produced oil.
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Figure 9: Volume variation of produced gas in flue-gas-assisted
steam flooding.
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injection ratios of flue gas and steam. In each experiment,
the export, saturates, and aromatic contents in residual oil
are higher, and the resin and asphaltene contents are lower
because in the flue-gas-assisted steam displacement, within
the scope of the spread of steam, the longer the distance
the entrance is, the lower the temperature of the steam, the

steam distillation effect is weak, and the worse the effect on
the extraction of the light components. The light compo-
nents of the crude oil are more likely to flow than the heavy
components, and the light components are more likely to be
recovered after displacement and remain at the end of the
core pipe, while the heavy components remain in the porous
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I II III

(a) Flue gas-steam injection ratio of 1 : 1

OutletInlet

IV V VI

(b) Flue gas-steam injection ratio of 2 : 1
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(c) Flue gas-steam injection ratio of 3 : 1

Figure 10: Distribution of oil sand in a one-dimensional sandpack under different injection ratios of flue gas to steam.
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Figure 11: Comparison of the four-component contents of residual oil under different injection ratios of flue gas and steam.
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medium. As the amount of flue gas injection increases, the
content of light components at the same position gradually
reduces, and the content of crude components gradually
increases, indicating the higher the flue gas injection ratio
is, the stronger the steam distillation effect when the ratio
of flue gas to steam is from 1 : 1 to 3 : 1.

Table 3 shows the changes in the light component and
heavy component of the remaining oil at the entrance and
exit at different flue gas injection ratios. Light components
represent saturates and aromatics, and heavy components
represent resins and asphaltenes. Numerically, the increase
in the flue gas ratio not only reduces the light components
at the inlet and outlet but also increases the difference
between the entrance and exit. The same is true of changes
in the content of heavy components, further confirming
the conclusion that when the content of flue gas in the
injected gas increases, the distillation effect of steam on the
crude oil in the sandpack will be intensified, and the produc-
tion of light components will be promoted.

4. Conclusions

(1) During steam flooding, the light components of
heavy oil are easily recovered under the action of dis-
tillation. Flue gas can enhance distillation effect and
increase the output proportion of light components
in the process of steam flooding, increasing the
recovery of steam flooding by 10%

(2) Due to the difference in the dissolution of N2 and
CO2 in heavy oil, the retention rate of CO2 in the
formation in the early stage of displacement is
higher, and the proportion of CO2 output is 0.06,
which is lower than the initial injection proportion.
After gas channeling, some dissolved CO2 begins to
precipitate, and the proportion of CO2 reaches
0.31. As the displacement progresses, the proportion
of CO2 gradually decreases and keeps approaching
the initial injection proportion

(3) The dissolution and release process of flue gas can
help to produce foam oil. The formation of foam
oil can expand the volume of original crude oil and
promote the flow of crude oil while improving the
output of crude oil, which reduces the maximum dis-
placement pressure difference by 0.84MPa

(4) The larger the proportion of flue gas in the injected
fluid is, the more significant the steam distillation
effect is, the less light components in the residual
oil is, and the larger the variation range of the four
components of heavy oil along the sandpack is.
When the proportion of flue gas to steam changes
from 1 : 1 to 3 : 1, the variation of light/heavy compo-
nents between the outlet and the inlet of the sand-
pack increases from 3.32% to 3.79%.
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Accurate measurement of relative permeability curve is the basis for evaluating gas reservoir performance. The unsteady-state
method could bring significant measurement error for low-permeability cores. However, it is difficult to control the constant
gas flow rate in the traditional steady-state method, which obstacles the experimental operation. In this study, an improved
steady-state method was proposed. First, the pressure value obtained from the experiment, when the gas permeability no
longer changed with the average pressure on the rock core, was set as the testing pressure. Then, the gas was injected under
constant pressure, and the water was injected with a constant flow rate. Finally, the relative permeability values of gas and
water phases were calculated based on Darcy’s law. Comparative analysis of the results of the relative permeability curves
under formation pressure and pressure with negligible slip effect indicates that the relative permeability curves are the same in
gas and water phases, proving the feasibility of the new method. Further, the results were compared with those of the test
method at normal pressure, the water-phase relative permeability showed no significant change, the relative permeability of gas
phase was larger, the two-phase flow area became wider, and the irreducible water saturation was lower than that at the
normal pressure. This result reflects that pressure does not significantly affect the flow of wetting phase but tremendously
influences the nonwetted phase under low pressure. The relationship between relative permeability and water saturation is
linear in the semilogarithmic coordinate diagram and can be described by using the following relationship: ln ðkrg/krwÞ = aSw +
ln b. With the decrease in the core permeability, relative permeability curve, and isotonic point moved to the right, irreducible
water saturation gradually increased, and residual gas saturation decreased, indicating that the smaller permeability induced a
lower gas-phase flow capacity.

1. Introduction

Gas–water relative permeability is of great significance in the
industrial research on natural gas. Relative permeability can
be obtained by direct measurement, capillary pressure curve,
production data analysis, and indirect calculation methods by
using the empirical formulas [1, 2]. Over the past decades, var-
ious experiments have been developed and conducted to syste-
matically explore the gas–water relative permeability curves
[3–6]. Currently, steady-state and unsteady-state methods are
commonly used to obtain relative permeability at the labora-

tory scale [2]. In the steady-state method, two fluids are simul-
taneously injected into the core, and their permeability is
calculated separately, according to Darcy’s law [7, 8]. Abaci
et al. [9] injected a mixture of gas and liquid into a vertical arti-
ficial sandstone column at room temperature and pressure to
measure relative permeability of gas and liquid. The results
showed that when water saturation decreased slightly, the rela-
tive permeability of water decreased sharply, and the relative
permeability of the gas phase at irreducible water saturation
was higher than that of the water phase at residual gas satura-
tion. Donald et al. [10] improved the fluid saturation test by

Hindawi
Geofluids
Volume 2022, Article ID 1521837, 8 pages
https://doi.org/10.1155/2022/1521837

https://orcid.org/0000-0002-1383-4202
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1521837


X-ray computed tomography (CT) scanning technology under
indoor conditions. The calculation formula for the steady-state
method was simple, and the saturation could be measured
directly based on Darcy’s law. However, it was challenging to
maintain the constant gas flow rate by conventional methods,
which brought errors into the measurement results.

In contrast, in the unsteady-state method, the displacing
phase is injected into the saturated core along with the wetting
phase [11–13]. Berry et al. [14] conducted a series of constant-
velocity unsteady-state gas–liquid displacement tests on four
reservoir sandstone cores with similar porosity, permeability,
and lithological characteristics under reservoir conditions.
For short-core experiments, if the unsteady-state method is
used, the dead volume generally accounts for about 33% of
the pore volume of the core [15]. Thus, this effect cannot be
ignored, significantly impacting data processing.

Furthermore, the effect of pressure was also studied. How-
ever, scholars have different opinions on the effects of overly-
ing strata pressure on relative permeability [16, 17]. Some of
the early studies in this area was done by Fatt and Mo et al.
[18, 19] and Thomas and Ward [20]. They supposed that
the overlying strata pressure would not affect the relative per-
meability of gas and water phases. However, some literature
studies indicated that overlying strata pressure significantly
affected the gas–water permeability curves for both gas and
water phases [19, 21–25]. Some literature studies also reported
that pressure significantly affected the nonwetted phase under
the overlying pressure; however, it did not significantly affect
the wetting phase [26, 27]. This could be attributed to the
increase in the overlying strata that binds sand grains tightly
together, resulting in a decrease in the pore throat diameter.
For a defined water saturation, this results in redistribution
of the wetting phase to occupy more pore throats, which indi-
cates that this cannot cause any significant changes in the
water-phase relative permeability (e.g., in water-wet sand-
stone); however, results in more oil flow blockages thus reduce
the relative permeability of nonwet phase [28, 29].

The unsteady-state method often provides errors in
measuring gas–water relative permeability curve due to vol-
ume measurement, and the influence of pressure on gas–
water relative permeability is seldom considered in the cur-
rently used test methods. Therefore, based on the traditional
steady-state method to measure relative permeability, in this
study, the steady-state method is improved and modified.
Considering the influence of the formation pressure, the rel-
ative permeability curve can be measured by the improved
steady-state method, during which water is injected at con-
stant flow as gas is injected at constant pressure. The test
results at normal pressure were compared with those at for-
mation pressure to verify the feasibility of this method.

2. Materials and Methods

2.1. Experimental Specimens and Conditions. The specimens
used in the experiment were obtained from Sulige gas field,
Ordos, Inner Mongolia, with a core diameter of 2.5 cm and
length of no more than 5.0 cm. The dimensions, porosities,
and permeabilities of the core samples are presented in

Table 1. The porosity and permeability were tested under
N2 at 25

°C. The experimental temperature was set to the for-
mation temperature of 95°C. Water used was prepared
according to the components of output crude oil at the
mouth of a well after electric dehydration, and it showed
the density of 1.025 g·cm-3 and the viscosity of 0.334mPa·s,
at 95°C. The components and viscosity of water for experi-
mental use were found to be almost the same as those under
the formation conditions, which could avoid plugging dam-
age caused by incompatibility of injected water.

The wettability of all cores was tested by contact angle
measurements with the Kruss DSA-100 drop shape analyzer.
A photograph was taken using a camera when a drop of
water attached to the surface of a solid. The contact angle
between the water and the solid was then calculated.

The confining pressure was set as formation, atmo-
spheric, and pressure with negligible slip effect, respectively.

2.2. Experimental Equipment and Process

2.2.1. Experimental Setup. Figure 1 shows the simulated dis-
placement equipment used for providing high temperature
and high reservoir pressure in the test. The system mainly
includes displacement pump, humidifier, core holder, gas–
water separator, and gas–water metering device.

2.2.2. Experimental Process

(a) By testing gas permeability of rock specimens under
different backpressures, the pressure value PN
(under which gas permeability does not change with
pressure) was obtained

(b) A core saturated with formation water was placed in
a core holder at 95°C and the backpressure of PN .
Formation water was passed through the rock spec-
imen at the constant flow rate (qw). When the sys-
tem reached stability, the upstream pressure (P1)
was recorded, and water permeability was calculated

(c) Water driven by gas: gas was injected into the core to
gradually increase upstream pressure to P1. Dis-
placement was continued at constant pressure P1
until no water was produced, and the gas-phase per-
meability with irreducible water (Swc) was calculated.
The core was sealed, with the conditions reduced to
laboratory conditions, and then the core was taken
out and weighed to calculate the irreducible water
saturation of the core

(d) Simultaneous injection of gas and water: the gas
pressure was constant P1, and water was simulta-
neously injected at a constant flow rate of qw/20.
When the system reached pressure equilibrium, the
gas flow rate was recorded, and the effective perme-
ability of the water and gas phases was calculated.
Then, the core was weighed following the method
mentioned in the previous step, and the water satu-
ration was calculated
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(e) The water flow rate was adjusted to qw/10, and the
gas pressure was kept constant P1. Then, the above-
mentioned step d was repeated

(f) The gas source was closed, water was injected with a
flow rate of qw, and then the water-phase relative
permeability under residual gas saturation (Sgr) was
calculated

2.3. Experimental Data Processing Methods. Considering the
variation of water and gas volume with temperature and
pressure, it is necessary to adjust water and gas production
at room temperature and normal pressure to that at high
temperature and high pressure. Therefore, the formula for
calculating the gas–water-phase permeability curve by a
steady-state method was improved as follows:

The volume of liquid under formation conditions is rep-
resented as follows:

Qw =QL0
⋅ Bw, ð1Þ

where Qw denotes the flow rate of water under experimental
conditions, cm3·s-1, QL0 is the flow rate of water under room
temperature and normal pressure, cm3·s-1, and Bw is water
volume coefficient under experimental conditions.

Therefore, after reaching stability, according to Darcy’s
law, liquid-phase permeability is represented as follows:

kw =
QL0

BwμwL

A p1 − p2ð Þ , ð2Þ

where kw is the liquid-phase permeability, cm2, μw denotes
water-phase viscosity under experimental conditions, mPa·s,
L and A are the core length and cross-section, with the units
of cm and cm2, respectively, and P1 and P2 denote upstream
and downstream pressure of core holder at steady gas and
water discharge, respectively, 10-1MPa.

Figure 2 shows schematic illustration for gas permeabil-
ity, and Darcy’s formula is expressed as follows:

Qg = −
kgA

μg

dp
dL

, ð3Þ

where Qg is the flow rate of gas under experimental condi-
tions, cm3·s-1, kg is the gas permeability, cm2, μg denotes
gas viscosity under experimental conditions, mPa·s, A repre-
sents core cross-section, cm2, and dp/dL is the pressure
gradient, 10-1MPa·cm-1.

Table 1: Basic data of core used in gas–water permeability experiment.

Core
number

Length/cm Diameter/cm Porosity/%
Perm-plug

method/(10-3μm2)
Dry weight/g Wet weight/g Saturated water/mL Contact angle/°

1 4.240 2.540 17.710 1.896 47.920 51.504 3.497 45.05

2 4.058 2.540 13.629 1.024 52.140 54.664 2.462 49.38

3 4.324 2.530 9.473 0.703 52.717 54.463 1.899 37.65

4 4.549 2.533 15.970 0.516 53.614 56.784 3.093 50.36

5 3.380 2.540 8.140 0.360 42.911 44.116 1.176 32.15

6 3.658 2.536 5.132 0.194 47.300 48.112 0.792 40.56

7 3.681 2.540 3.030 0.130 48.262 48.758 0.484 38.21

8 4.424 2.540 6.240 0.090 57.503 58.557 1.028 36.77

Core holderMultiport valve

PhP1

Pressure sensor
Data collection system

ISICO pumpISICO pump

P2

Back-pressure
valve

Simulated
formation water

N2

Gas meterG
as-w

ater
separator

ISICO
pump 

Distilled
Water 

ISICO
pump 

Distilled
Water 

One-way valve
Humidifier

Confining
pressure 

Back
pressure 

Inlet
pressure 

Figure 1: Flow chart of gas–water phase permeability test by the improved steady-state method.
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From the gas state formula, on the ground,

p0Qg0 = nRT0, ð4Þ

where p0 is the atmospheric pressure, 10-1MPa, Qg0 is the
flow rate of gas under room temperature and normal pres-
sure, cm3·s-1, n is the amount of substance, mol, R denotes
proportionality coefficient, J·(mol·K)-1, and T0 is the room
temperature, K.

Under the ground,

pQg = nzRT, ð5Þ

where p is the experimental mean pressure, 10-1MPa, Qg is
the flow rate of gas under experimental condition, cm3·s-1,
z is the compression factor of gas at experimental tempera-
ture and pressure, and T is the experimental temperature, K.

Then,

Qg =
p0Q0zT
pT0

= −
kgA

μg

dp
dL

: ð6Þ

Gas permeability could be obtained by separating the
calculus of variations as follows:

kg =
2μgp0Qg0zTL

AT0 p21 − p22
� � : ð7Þ

In this study, the gas-phase permeability under irreduc-
ible water is considered as absolute permeability:

krg =
kg
k
, ð8Þ

krw =
kw
k
, ð9Þ

where krg and krw denote relative permeability of gas and
water, respectively, and k is the absolute permeability, cm2.
Average water saturation is as follows:

Sw =
mi −mo

Vpρw
Bw, ð10Þ

where Sw indicates mean water saturation, mi and m0 denote
core mass before and after experiment, respectively, g, ρw
represents density of water at room temperature, g·cm-3,
and Vp is the pore volume of sample, cm3.

3. Results and Discussion

3.1. Relation between Gas Permeability and Average Core
Pressure. Average pore pressure could affect core permeability
due to the Klinkenberg effect [2, 30]. Therefore, in this study,
the influence of pressure on gas permeability was tested before
conducting experiments on relative permeability.

The experimental results show that gas permeability first
decreased rapidly with the increase of average pore pressure
and then decreased slowly with the further increase of the
pressure. When a specific pressure was reached, there was no
significant change in permeability, even with the continuous
increase in the pressure. Figure 3 shows that when the average
pressure reached 4.25MPa, the change in permeability became
negligible. Therefore, it is reasonable to set backpressure of
5.0MPa to eliminate slippage effect for gas–water relative per-
meability test, which is closer to formation conditions.

3.2. Comparison of Gas–Water Phase Permeability Curves
under Different Backpressures. In order to verify the effec-
tiveness of this method, experiments were conducted on
the relative permeability of core 7 under different backpres-
sure conditions, as shown in Figure 4. The results reveal that
there is no significant difference among the three curves for
the water phase, which indicates that pressure has no appar-
ent influence on water-phase relative permeability. Notewor-
thy, relative permeability curves at the backpressure of 5 and
28MPa are the same in gas and water phases, thus proving
the feasibility of the new method. Compared with the gas-
phase relative permeability curve under normal pressure,
the two-phase penetration area increased, the gas-phase rel-
ative permeability became slightly larger, and the irreducible
water saturation was lower than that at the normal pressure,
which shows that pressure significantly influences gas-phase
relative permeability at low pressure.

The improved method can provide the accurate gas–
water permeability under the condition of lower pressure
than the actual reservoir pressure, which is of great signifi-
cance to design development scheme for tight gas reservoir,
and for the prediction of production performance and reser-
voir simulation.

3.2.1. Effects of Different Permeabilities on Gas–Water
Permeability Curve. Figure 5 shows the test results of the gas–
water permeability curve of core No. 4. With the increase of
water saturation, the gas-phase relative permeability shows
the variation trend of first decreasing rapidly and then decreas-
ing slowly, while the water-phase relative permeability first
increases slowly and then rapidly. The gas–water two-phase
penetration area of the low-permeability core was relatively
narrow, with irreducible water saturation of 63.69% and resid-
ual gas saturation of 14.95%. The water saturation correspond-
ing to the isotonic point was higher (about 78%), while the gas–
water-phase relative permeability at the isotonic point was
lower, about 0.12.

Figure 6 shows gas–water permeability curves of three
cores with different permeabilities. The changing trend of the
gas–water permeability curve was the same for conditions with
different core permeabilities, and the characteristic parameters

dL

P1, Qg1
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P2, Qg2
Outlet

Back pressure
valve 

P0, Qg0
atmosphere

Figure 2: Schematic representation of flow process.
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of the gas–water permeability curve changed significantly. The
gas-phase permeability curve moved to the right in the same
coordinate system with the decrease in permeability. The irre-
ducible water saturation increased, the residual gas saturation
decreased, the isotonic point moved to the right, and the two-
phase region narrowed. At low permeability, the water-phase
relative permeability at residual gas saturation increased com-
pared to gas-phase relative permeability at irreducible water
saturation [30, 31].

X-ray analysis results show that the average clay content
of cores with a permeability greater than 0.13mD was 14%,
and that of cores with permeability less than 0.13mD was
8%. Clay minerals are susceptible to speed sensitivity. The
gas flow rate was higher than that of water; thus, gas was
more susceptible to speed sensitivity when passed through
the pores. Moreover, clay content in low permeability core
was high; thus, it was easy for the clay minerals to plug the
pores, which led to the decrease of gas permeability.

The characteristic parameters for gas–water relative per-
meability of cores with different permeabilities are listed in
Table 2, and the results are presented in Figure 7.

Figure 7(a) exhibits that the irreducible water saturation
increases, and residual gas saturation decreases with the
decrease in permeability. Notably, all rocks are hydrophilic;
therefore, water is the wetting phase, and gas is the nonwet-
ting phase. Before the test, rock was saturated with water,
and thus water occupied all pores and throats. When the
gas entered the pores under external pressure, the gas could
only overcome the capillary force and enter the main pore
throat because of the preoccupation of all the percolating
channels with water. The smaller the rock permeability, the
fewer the larger pore throats. When water reentered the core
and displaced the gas, the gas in the mainstream channel
could be easily carried away with only a small amount left.
Therefore, the smaller permeability induces minor residual
gas saturation.

The two-phase flow area narrowed with the decrease in
the core permeability (Figure 7(b)). The two-phase flow area
reflects the flowability of two-phase fluid in the pore. The
decrease of the two-phase flow area indicated a decrease in
pore size and poor pore connectivity. Figure 7(b) demon-
strates that the water-phase relative permeability under
residual gas saturation tends to increase gradually with the
decrease of rock permeability. When core permeability was
below 0:13 × 10−3μm2, the water-phase relative permeability
at residual gas saturation was higher than gas-phase relative
permeability at irreducible water saturation. This indicates
that the lower permeability induces an increased influence
of irreducible water saturation on gas permeability.
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The relationship between relative permeability and water
saturation is shown in Figure 8. Clearly, the curve is linear in
the semilogarithmic coordinate diagram and can be
described by the relation ln ðkrg/krwÞ = aSw + ln b, where a
and b are constants [32–34]. With the increase of water sat-
uration, the relative permeability ratio of the gas–water
phase decreases exponentially. When the ratio is 1, the cor-
responding saturation is the water saturation at the isotonic
point. Moreover, the core permeability decreases, and the

isotonic point moves to the right. Further, the slope of the
eight curves is higher, which indicates that the relative per-
meability ratio of gas to water decreases rapidly, and the
gas-phase permeability is poor. The slope increases gradually
with the decrease of permeability, indicating that the smaller
permeability induces a lower gas-phase flow capacity.

4. Conclusions

(1) By changing the simultaneous gas–water constant
velocity injection mode to gas constant pressure injec-
tion and liquid constant flow injection, respectively, an
improved steady-state method for determining the
gas–water relative permeability of low-permeability
sandstones was proposed in this study. This method
simulates the formation temperature and determines
the backpressure value when the gas permeability no
longer changes with the average pore pressure. With
this pressure value considered as backpressure, gas
was injected at constant pressure, water was injected
at constant flow, and relative permeability was calcu-
lated by using Darcy’s formula. Notably, this method
could avoid the errors caused by volumemeasurement
in the unsteady-state method and the errors caused by
inaccurate control of gas flow rate in the traditional
steady-state method

Table 2: Experiments results of the core samples.

Core No. kg/10
-3μm2 Swc Sgr Absolute permeability kg Swcð Þ/10-3μm2 krw Sgr

� �
Two-phase flow range

1 1.896 0.510 0.139 0.480 0.275 0.351

2 1.024 0.531 0.159 0.977 0.525 0.310

3 0.703 0.625 0.135 0.813 0.783 0.240

4 0.516 0.637 0.150 0.629 0.310 0.214

5 0.360 0.656 0.082 0.921 0.966 0.261

6 0.194 0.706 0.031 0.924 0.573 0.264

7 0.130 0.720 0.081 0.307 1.629 0.200

8 0.090 0.753 0.048 0.508 0.625 0.198

y =–0.081ln(x) + 0.5669 
R2 = 0.9498

y = 0.0389ln(x) + 0.1394
R2 = 0.6948
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(2) There was no obvious difference between the gas water
relative permeability curve measured by this method
and that under formation conditions. Compared with
the test method at normal pressure, the relative per-
meability of the water phase did not exhibit any signif-
icant change, the gas-phase relative permeability was
larger, and the two-phase flow area was wider, which
indicates that pressure significantly influences gas-
phase relative permeability at low pressure

(3) With the decrease in the core permeability, relative
permeability curve, and isotonic point moved to
the right, irreducible water saturation gradually
increased, and residual gas saturation decreased.
When core permeability was below 0.13mD, the
water-phase relative permeability under residual gas
saturation was higher than the gas-phase relative
permeability at irreducible water saturation
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In the process of coalbed methane development, the gas content not only determines the reserves of methane in coal reservoir but also is
the most important geological parameter affecting the production of coalbed methane. The gas content directly determines whether
coalbed methane can be developed efficiently. However, in the current development evaluation process, it is very difficult to accurately
predict the gas content in coal seams. An efficient and accurate method to predict gas content has not been found yet. This is mainly
restricted by the development mode and technology of coalbed methane. In the current low-cost development model, gas content test
data are relatively scarce. Under such circumstances, it is difficult to accurately evaluate the distribution of CBM gas content in the
whole area. At the same time, the gas content of coalbed is the key parameter for efficient development of coalbed methane. Under
normal circumstances, gas content heterogeneity will result in a large gap between development effects in different regions. At present,
there is no evaluation method for gas content parameters of coal reservoir. Under this background, the key parameters of coalbed
methane development in southern Qinshui Basin were evaluated. On the basis of systematically summarizing and understanding the
development law of coalbed methane in different types of coal reservoirs, a gas content evaluation method based on adsorption theory
and production dynamic analysis is proposed. Combined with the coalbed methane production model and isothermal adsorption
model, the critical desorption pressure can be calculated accurately by using the bottom hole pressure when casing pressure occurs in
production wells. The critical desorption pressure correction model of coalbed methane was innovatively established. Langmuir
equation was used to accurately characterize the adsorption characteristics of coalbed methane. Forming a new method for gas content
prediction in the case of fewer coring wells. The gas content evaluation technology coupled with isothermal adsorption theory and
production dynamic analysis saves the development cost of coalbed methane and improves the prediction accuracy of coal seam gas
content in noncoring wells. At the same time, there is a good relationship between the predicted results and the measured gas content
at well points. The coincidence rate reached 97.37%. This technology can effectively improve the prediction accuracy of coal seam gas
content. This technique is suitable for the productivity evaluation of coalbed methane reservoir. It can also provide scientific basis for
the development and reserve evaluation of coalbed methane reservoirs at home and abroad.

1. Introduction

Coalbed methane is the methane gas in coal seam. There are
two main ways of coalbed methane occurrence in coal seam:
free and adsorption. The methane in coal seam is mainly in
adsorption state, and there is little free gas. The gas content
and structure are the main factors affecting CBM production
[1]. Whether in the exploration stage or in the development
stage, how to evaluate the gas content of coalbed methane
becomes particularly important. Coal is an organic reservoir,
and CBM reserves are calculated by gas content rather than
saturation of free gas in pores. At present, coalbed methane

is a kind of gas field with poor economic benefit and needs to
be developed with low cost. In the process of development,
gas content testing is less. It is necessary to find an effective
method to evaluate the distribution of gas content in the
CBM reservoir.

Different scholars have carried out a lot of research work
on the adsorption characteristics of methane molecules by
coal. Anderson et al. first measured the desorption/adsorp-
tion isotherms curve of methane, nitrogen, carbon dioxide,
and other gases in coal seams by volume method and found
hysteresis [2]. Joubert et al. perfected the volume method
and established the relationship between adsorption capacity
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and coal moisture content [3]. Kim further established the
adsorption correlation formula including moisture, gray
level, coal rank, pressure, and temperature, which is mainly
used to evaluate the adsorption of shallow and low pressure
coalbed methane [4]. Langmuir isothermal adsorption equa-
tion is widely used at present. So far, for coal samples filled
with pure gas of different coal rank and geological age, all
adsorption data measured in experiments can actually be
described by Langmuir equation [5]. Gregory and Karen also
found the limitations of Langmuir model through experi-
ments. The adsorption characteristics of water-bearing coal
seam under high pressure were studied by volume method
to simulate formation temperature, and the adsorption
experimental data were correlated with Langmuir model.
The results show that the experimental gas content is higher
than the actual gas content. The desorption isotherm mea-
sured in the experiment has obvious hysteresis phenome-
non. The experimental results show that Langmuir model
is not suitable for fitting isothermal adsorption experimental
data under high pressure [6]. An adsorption model with dif-
ferent concepts is needed to study the effect of temperature
on gas content of coalbed methane. Langmuir adsorption
theory assumes that adsorbed gas covers the surface of coal
matrix. Dubinin’s theory is basically contrary to Langmuir’s
theory. It assumes that adsorbed gas fills the pores of
coalbed. Considering the influence of temperature on
adsorbed gas volume, two equations, namely, Dubinin-
Astakhov equation and Dubinin-Radushkevich equation,
are derived according to Dubinin theory. Both equations
show that the adsorbed gas volume decreases exponentially
with temperature. Dubinin-Astakhov equation and
Dubinin-Radushkevich equation can correct isothermal
adsorption curve and CBM content to another appropriate
temperature condition by Dubinin equation and Kirchhoff
equation. Two constants in Dubinin-Radushkevich equation
and three constants in Dubinin-Astakhov can be calculated
using the adsorption data measured in the experiment. The
CBM content at the required temperature and pressure is
then calculated [7]. Freundlich equation can be used for
monolayer adsorption, especially in medium pressure range.
Its form is relatively simple, and calculation is also more
convenient, so it is widely used. However, the constants in
the equation have no clear physical significance and cannot
explain the mechanism of adsorption. The above equations
are used to characterize the adsorption behavior of coal to
methane molecules. Through analysis and comparison of
the assumptions, operating conditions, and characterization
equations of different models, it is believed that Langmuir
equation can accurately characterize the adsorption charac-
teristics of coalbed methane. Methane is adsorbed on the
surface of coal matrix by single molecular layer, and the cor-
relation coefficient of isothermal adsorption curve fitted by
measured adsorption amount under different pressures is
greater than 0.99, accurately characterizing the adsorption
behavior of coalbed methane. Based on the isothermal
adsorption curve of coal seam measured by exploration well,
the corresponding critical desorption pressure is calculated
according to the gas content of coal seam. Based on the rela-
tionship between measured gas content and critical desorp-

tion pressure, gas content can be calculated by critical
desorption pressure.

There are currently three methods for predicting gas
content to supplement evaluation. One is to evaluate the
gas content of reservoir by inversion method of elastic
parameters of seismic data. Xiaolong et al. selected coal sam-
ples with different coal rank and coal quality, combined with
laboratory testing and actual drilling data analysis, and
determined that the modulus attribute was sensitive to the
detection of ton coal gas content. At the same time, density
is more sensitive to gas content than compressional wave
velocity. Based on this, the inversion method of coalbed
methane three-parameter elastic modulus (relative change
of Lamet constant, shear modulus, and density) based on
seismic data was established [8]. Xinping and Fuyi analyzed
that seismic data and coalbed AVO technology can be used
to predict the reserve enrichment and high permeability
positions of reservoirs, which can provide a basis for deploy-
ment of exploration and development wells. Using logging
data to conduct preevaluation and reevaluation before and
after fracturing in coalbed methane wells can avoid capital
waste, achieve the goal of improving the success rate of dril-
ling and single well production, and achieve commercial
production [9]. Jinshan and Weiyao analyzed the existing
CBM drilling data and 3D seismic data. Through correlation
fitting, the prediction model of floor elevation and gas con-
tent of No. 8 coal seam in Karoo Basin of Africa and the pre-
dicted gas content of No. 8 coal seam are obtained, and then
compared with the measured gas content of the coal seam
drilling data, the prediction accuracy is more than 85%
[10]. Zijing et al. proposed an improved BP neural network
prediction method characterized by artificial bee colony
algorithm. The prediction results are basically consistent
with the variation trend of gas content in each well, and
the prediction accuracy is high [11]. Lutong et al. found a
seismic sedimentology method to reveal the sedimentary
microfacies of high frequency sequences in the coal-
bearing Shanxi Formation of the Zhongyu area in the
central-western of the Qinshui Basin [12]. The other is to
evaluate gas content by logging characteristics. The literature
of Jie et al. is based on the geological, logging, and coal test
data of No. 3 and No. 15 coal seams in the southern Qinshui
Basin. The gas content is calculated by regression analysis,
Langmuir coal rank equation, KIM method, and BP neural
network method, and the results are compared. Generally,
the logging interpretation method would have a good appli-
cation effect to evaluate the coalbed methane content in the
south block of Qinshui Basin [13]. Zhang et al. proposed a
zonal gas content prediction method based on the impact
of geological factors on gas content. Combined with a large
number of laboratory test data, the influence of sedimentary,
structural, and hydrodynamic conditions on the gas content
of coal seam is analyzed, and the main controlling factors are
obtained. Through fuzzy hierarchy analysis, the difference of
geological factors is quantified and the geological partition is
realized. Principal component analysis is introduced in each
partition. A large number of conventional logging curves in
the field were fully utilized to conduct multiple regression
and establish a prediction model for coal seam gas content
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[14]. Li et al. proposed to use the cross entropy algorithm to
determine the global optimal parameters of support vector
machine and build the best prediction model to predict the
porosity, permeability, and gas content of an unexplored
block in the southern Qinshui Basin driven by well-seismic
joint data [15]. In order to solve the problem of quantitative
interpretation of coal seam gas content, Chi et al. used coal
logging data and coal core desorption data as input and out-
put parameters to build a depth confidence network and
then predict coal seam gas content. The results show that
depth confidence network has the best prediction effect,
followed by probabilistic statistical method, and SVM is
the worst [16]. Based on the logging response characteristics
of coal seam gas content, Tao et al. analyzed the correlation
between logging parameters and gas content, proposed the
logging parameter optimization strategy combining mean
impact value technology and least squares support vector
machine technology, optimized the logging parameters,
and constructed a set of logging model suitable for coal seam
gas content prediction [17]. Banerjee and Chatterjee devel-
oped a methodology to identify prospective coal seam by
establishing multiple regression models between geophysical
well log parameters and organic and inorganic contents from
laboratory-tested core samples for one seam [18]. The third
is to establish the regression relationship between thickness,
depth, thickness, and gas content. Min et al., taking Jincheng
mining area as an example, analyzed the influencing factors
of CBM content based on the basic theory of CBM geology
and the improved slope degree of grey incidence. Further-
more, the coalbed methane content is predicted by grey mul-
tivariable static model GM(0,N) and compared with the
results of multiple regression analysis. The results show that
the main influencing factors of CBM content determined by
grey correlation analysis with improved slope correlation
degree are reliable. The prediction of coal seam gas content
by GM(0,N) model requires less sample data, simple principle,
convenient calculation, and high prediction accuracy [19].
Xiangrong and Haijiang analyzed the control effect of coal
seam gas content based on the geological data of coal field
exploration and borehole test data of coalbed methane wells,
combined with the characteristics of regional geological back-

ground. Through correlation analysis and multivariate statis-
tics, the main controlling factors of coal seam gas content
are obtained. The mathematical model of coalbed methane
gas content prediction is established, which has important
guiding value for coalbed methane development [20]. Accord-
ing to Xiaominget al., taking the geological strength index as
the link, the thickness, gas content, permeability, and brittle-
ness index of different coal structures in a coal seam section
were quantitatively characterized. Based on an analytical hier-
archy process, a system for the evaluation of coal reservoir
CBM production potential was constructed considering differ-
ent coal structure in coal seam sections [21]. Hui et al. intro-
duce a parameter fault scale to quantify the scale of faults,
which is described by fault length, fault throw, and the inves-
tigated area and propose a horizontal grid method to deter-
mine the faulting influence on current gas content [22].

2. Coalbed Methane Adsorption Model
and Applicability

2.1. Assumptions

(1) The adsorption model of gas is isothermal adsorption;
it follows the isothermal adsorption equation [23]

Desorption from a coal frame Flow in the nature fracture network Flow in the fracturenetwork

Coal grain Nature fracture network Micropores

Desorption from matrix
Diffusion in micropores

Darcy flow in fractures

Figure 1: Desorption and diffusion in the matrix and Darcy flow in the fracture.
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(2) The adsorption of gas in coalbed methane is
unsaturated

(3) The gas present in coal seams is only methane

(4) The temperature in the coal seam is constant

(5) The boundary of reservoir is closed boundary with
no external gas source supply and no gas escape

2.2. Adsorption Model. Adsorbed gas is adsorbed in coal
matrix in a dynamic equilibrium way. In the development
process, with the decrease of reservoir pressure, adsorbed
gas is gradually resolved from adsorbed state into free gas.
Free gas flows into the natural fracture system through diffu-
sion, and eventually methane gas flows into the hydraulic
fracture through the natural fracture and eventually into
the wellbore (Figure 1) [24].

For unsaturated coalbed methane reservoirs, in the orig-
inal state, the reservoir pressure is greater than the critical
desorption pressure. During production, the pressure in
the formation is gradually reduced through an earlier drain-
age process. When the formation pressure decreases to the
critical desorption pressure, the gas begins to desorption
and enters into the natural fracture system to participate in
the flow and is finally mined (Figure 2). Therefore, the pro-
duction system of drainage and production is the character-
istic of coalbed methane development.

The adsorption curve of high-rank coal in southern Qin-
shui basin belongs to type I. Langmuir isothermal adsorp-
tion equation can be used to describe the adsorption and
desorption of coalbed methane. According to the T2 spec-
trum characteristics of coal samples, the pores in the coal
seam are mainly dominated by adsorption pores, followed
by seepage pores and small fracture pores (Figure 3).
According to the isothermal adsorption test data, the fitting
relationship between the isothermal adsorption test data of
coalbed methane in Qinshui Basin and Langmuir isothermal
adsorption curve is very good (Figure 4 and Table 1).

The decision coefficient is defined as

DC = b2i + 2〠
j≠i
birijbj: ð1Þ

Based on isothermal adsorption theory, Langmuir equa-
tion was used to establish the calculation method of gas con-
tent. Langmuir equation can be expressed as

V = PVL

P + PL
: ð2Þ

The coal gas content corresponding to the original reser-
voir pressure is the maximum adsorption capacity of coal
seam, that is, the saturated gas content. In unsaturated
coalbed methane reservoirs, the measured gas content is less
than saturated gas content. When the coal reservoir pressure
decreases to the corresponding pressure of the gas content,
the coalbed methane begins to change into free state after
coal desorption. Therefore, the measured gas content of coal
seam corresponds to the critical desorption pressure. Gas

content calculation formula (2) shows that when the pres-
sure is the critical desorption pressure, the corresponding
gas content is the original gas content of coal seam. The
gas content of coal seam can be calculated according to the
critical desorption pressure.

Vi =
PcVL

Pc + PL
: ð3Þ

2.3. Method Application Conditions. The method presented
in this paper can accurately predict the gas content of the
block, but it also needs to be combined with relevant geolog-
ical parameters and production data. Therefore, in the pro-
cess of use, the target area needs to have certain conditions:

(1) There are parameter wells evenly distributed
throughout the target area, and the isothermal
adsorption test is carried out for parameter wells.
The density of parameter wells determines whether
the isothermal adsorption equation is accurate

(2) The reservoir depth and drilling technology are basi-
cally the same in the whole area, which is conducive
to reducing the error of converting bottom hole flow
pressure to critical desorption pressure

3. Gas Content Calculation

According to Equation (3), the most important parameter in
the calculation of gas content is the formation pressure near
the wellbore when gas is seen. According to the percolation
mechanism of the reservoir, the pressure is funneled in the
formation, with the lowest pressure near the bottom and
the highest pressure at the boundary. Therefore, the forma-
tion pressure at the bottom of the well is the critical desorp-
tion pressure of the coal seam. However, there is an error
between the critical desorption pressure and the formation
pressure at the bottom of the hole when gas is detected,
because the flow cannot be accurately monitored instanta-
neously. How to correct this error is the key to calculate
the critical desorption pressure accurately.

At present, there are two main errors in measuring bot-
tom hole flow pressure when gas is detected. One is affected
by the well storage effect. When coalbed methane around the
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Figure 3: T2 spectrum characteristics of No. 3 coal in SZ block.

4 Geofluids



well begins to desorption into the wellbore, it needs to rise to
the oil casing annulus through the wellbore liquid column
and then be detected by the wellhead pressure gauge. This
process can result in delayed detection.When we detect casing
pressure at the wellhead, it is already past the well storage
stage, which can cause errors. The second is the accuracy of
the wellhead pressure gauge. When the pressure range in the
wellbore is small, the pressure gauge cannot detect the pres-
sure. When the pressure is detected by the pressure gauge,
the bottom hole pressure is already below the critical desorp-
tion pressure. Therefore, the data need to be corrected when
calculating the critical desorption pressure.

Through the analysis of the causes of the errors, it can be
found that the main factors affecting the test errors include
pressure gauge specifications, well structure, and coal seam
depth. Under the same conditions, linear regression can be
used for correction (Figure 5). The same regression equation
can be used to correct critical desorption pressure in the
same block, where pressure gauge specifications, well struc-
ture, and depth are essentially the same.

According to Langmuir isothermal equation and linear
regression equation, gas content and can be expressed as

Vc =
aPVL + bVL

aP + PL + b
: ð4Þ

4. Field Application

4.1. Gas Content Calculation in SZ Block. SZ block is located
in the south of Qinshui Basin. The main coal seam for devel-
opment is No. 3 coal of Shanxi Formation. The block is a
monoclinal structure, low in the east and high in the west,
gentle in the east, fault-fold area in the middle, and relatively
developed faults in the north. The sedimentary environment
is delta plain facies, located in interdistributary bay, which is
favorable for coal forming environment.

4.2. Calculation of Relationship between Gas Content and
Bottom Hole Pressure in Gas Well. The block covers an area
of 388.3 km2, but there are only 20 isothermal adsorption
test wells. The test data include gas content and critical
desorption pressure (Table 2).

The critical desorption pressure and gas content were
regressed by the test data in Table 2. The critical desorption
pressure has a good correlation with gas content, and it
accords with Langmuir isothermal adsorption curve equa-
tion (Figure 6). This indicates that the adsorption properties
of coal reservoirs in the block are similar with little differ-
ence. The gas content can be calculated using the critical
desorption pressure by regression Langmuir equation. Lang-
muir equation of SZ block is

V = 26:32P
1:65 + P

: ð5Þ

Currently, 9 of the wells listed in Table 2 are in produc-
tion. All 9 wells have produced gas (Table 3). The bottom
hole pressure of the whole area can be corrected by the bot-
tom hole pressure and the measured critical desorption pres-
sure of 9 wells (Figure 7). Through regression, the
relationship between critical desorption pressure and bot-
tom hole flow pressure when gas is seen is

Pc = 1:3050Pg − 0:0435: ð6Þ

According to formulas (5) and (6), the relationship
between gas content in SZ block of Qinshui basin and
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Figure 4: Fitting diagram of gas content in SZ block.

Table 1: Data from 7 samples from 2 wells.

The
sample

The correlation
coefficient

Correlation
coefficient squared

Decision
coefficient

Sample 1 0.9999 0.9999 0.9998

Sample 2 0.9999 0.9999 0.9998

Sample 3 0.9999 0.9997 0.9997

Sample 4 0.9995 0.9991 0.9991

Sample 5 0.9997 0.9995 0.9995

Sample 6 0.9947 0.9894 0.9889

Sample 7 0.9996 0.9992 0.9992
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bottom flow pressure of gas well can be obtained as follows:

Vc =
34:3476Pg − 1:1449
1:3050Pg + 1:6065 : ð7Þ

4.3. The Calculation Results. Take the calculation results of
No. 3 coal in block W of SZ block as an example. Block W
covers an area of 21.2 km2, with two gas content test wells
and 171 drainage and production wells, 160 of which have
gas. The calculated and tested gas content results of the
two production wells are shown in Table 4. A total of 136
gas-producing wells with smooth production curve were
selected. According to the bottom hole pressure and formula
(7) of 136 wells, the initial gas content data of each well point
were obtained, and the gas content of the plane of block W
was evaluated (Figure 8).

4.4. Gas Content Calculation in pH Block. pH block is located
in the southeast slope belt of Qinshui Basin, and the main coal
seam is No. 3 coal of Shanxi Formation. pH block is located in
delta front, favorable coal forming environment, and thick
coal belt development area. The block area is 17km2. The
structure of the demonstration area is simple, with north-
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Figure 5: Linear regression corrects critical desorption pressure.

Table 2: Critical desorption pressure and gas content of SZ block.

Well name Critical pressure (MPa) Gas content (m3/t)

SZN02 0.63 8.33

SZN05 0.61 6.82

SZN09 0.99 7.18

SZN16 1.63 14.27

SZS01 0.93 9.27

SZS02 0.80 8.48

SZS03 1.63 14.13

SZS04 0.69 8.79

SZS05 0.70 7.50

SZS06 1.21 7.59

SZS07 3.32 19.16

SZS09 0.79 11.01

SZS11 2.30 14.91

SZS11-1 2.42 13.71

SZS12 0.59 7.50

SZS13 0.91 9.83

SZS15 0.20 2.34

SZS17 1.90 13.06

SZS19 1.80 15.50

SZS20 0.31 4.90
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Figure 6: Relationship between critical desorption pressure and gas
content.

Table 3: Critical desorption pressure and bottom hole pressure at
begin of gas flow.

Well
name

Critical pressure
(MPa)

BHP when gas is seen (MPa)

SZN16 1.63 1.25

SZS01 0.93 0.71

SZS03 1.63 1.08

SZS04 0.69 0.61

SZS06 1.21 0.98

SZS11 2.30 1.66

SZS13 0.91 0.52

SZS17 1.90 1.50

SZS20 0.31 0.21

y = 1.3050x+0.0435
R2 = 0.9616
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Figure 7: Relationship between critical desorption pressure and
bottom hole pressure at begin of gas flow.
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south folds and pH syncline in the middle. The top surface of
the area is low in the middle and high in the two wings.

4.5. Calculation of Relationship between Gas Content and
Bottom Hole Pressure in Gas Well. The correlation between
the critical desorption pressure and the bottom flow pressure
of No. 3 coal in pH block is analyzed through the test data of
parameter well. The linear regression diagram of critical
desorption pressure and bottom flow pressure in gas well
was established (Figure 9). Through correlation analysis,
the relationship between critical desorption pressure and
bottom flow pressure of No. 3 coal in pH block can be
obtained as follows:

Pc = 1:3263Pg + 0:7131: ð8Þ

There are a lot of gas content test data in pH block.
Through the laboratory gas content test data, isothermal
adsorption curves of different areas can be obtained. Due
to the small area of the whole pH block, the coal seam is
evenly distributed and the heterogeneity is weak, and there

is no fault in the whole area. Geologically, the pH block
can be considered as a whole. Therefore, the zoning is
mainly based on the location of the test well. The well con-
trol range of the test well is used as the basis for zoning. Dif-
ferent isothermal adsorption curves were used for each small
area to calculate data more accurately (Figure 10).

4.6. The Calculation Results. Combined with the isothermal
adsorption curves of each block and formula (8), the gas
content of the current production wells in pH block can be
calculated, and then, the gas content of the whole area can
be evaluated (Figure 11).

The calculated results are compared with the measured
results. The error can be controlled within 8% by using this
method. Compared with the six wells, the average error of
gas content calculation by this method is 2.63%. The method
provided in this paper has high accuracy in calculation

Table 4: Comparison of calculated and tested gas content in block
W.

Well
name

Tested gas content
(m3/t)

Calculated gas content
(m3/t)

Error
(%)

SZS01 9.27 9.38 1.2

SZS03 14.13 14.09 0.3
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(Table 5). The error in Table 5 are defined as

Error = Measured gas content − Calculated gas contentj j
Measured gas content × 100%:

ð9Þ

5. Article Innovation

In the development of coalbed methane reservoirs, gas con-
tent has always been an important parameter for evaluating
coal reservoirs. However, due to the limitations of the low-
cost development model, the measured data of gas content
are less. Most of the development wells use indirect forecast-
ing. There are currently three evaluation methods, but they
are all pure geological evaluations, ignoring the production
data of coalbed methane wells. In this paper, an innovative
method is proposed to combine experimental testing with
production dynamics to calculate the gas content of coal
seams. There are two main innovation points:

(1) Through the analysis of T2 spectroscopic characteris-
tics of coal samples, the pore distribution characteris-
tics of coal reservoirs are clarified. Combined with
the isothermal adsorption test data, the applicability
of the Langmuir isothermal adsorption equation is
verified. This is a prerequisite for the use of methods

(2) By inverting the adsorption-desorption process in
the coal seam, the gas content of the coal seam under
the original conditions was obtained. By means of
the critical desorption pressure of the coal seam
and the bottom hole pressure of the gas appears
under the same completion method of the proposed
contract block, the bottom hole pressure of the gas
appears can be corrected and the prediction accuracy
of the method can be improved

6. Conclusion

On the basis of systematically summarizing and understand-
ing the development law of different types of coal reservoirs,
this paper puts forward an evaluation method of coal seam
gas content based on adsorption theory. The critical desorp-
tion pressure is calculated by bottom hole pressure when
casing pressure occurs in production well. Langmuir equa-
tion was used to accurately characterize the adsorption char-
acteristics of coalbed methane. A new method for accurately
calculating coal seam gas content based on production data
is developed. Through the above analysis, the following con-
clusions can be summarized.

(1) Langmuir isothermal adsorption equation can be
used to describe the adsorption and desorption of
coalbed methane in high-rank coal in southern Qin-
shui Basin. The pores in coal seam are mainly dom-
inated by adsorption pores, followed by seepage
pores and small fissure pores. The measured data
show that the fitting relationship between isothermal
adsorption test data and Langmuir isothermal
adsorption curve is very good

(2) The critical desorption pressure is different from the
bottom hole flow pressure at gas exposure. This dif-
ference is mainly affected by three factors: pressure
gauge specification, well structure, and coal seam
depth. Within the same block, the three factors are
basically the same. The bottom hole pressure at gas
exposure can be corrected to the critical desorption
pressure by linear regression

(3) The gas content error of reservoir calculated by the
corrected bottom hole pressure at gas exposure of
gas well is small. In the case of abundant isothermal
adsorption curves in the whole region, the calculated
results are compared with the measured results.
Compared with the six wells, the average error of
gas content calculation by this method is 2.63%.
The method provided in this paper has high accu-
racy in calculation
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Figure 11: Calculation results of gas content in pH block.

Table 5: Comparison of measured gas content with calculated gas
content.

Well
name

Measured gas content
(m3/t)

Calculated gas content
(m3/t)

Error

Well 1 30.9 29.6 4.2%

Well 2 27.6 28.1 1.8%

Well 3 27.8 27.6 0.7%

Well 4 15.91 15.75 1.0%

Well 5 10.73 10.63 0.9%

Well 6 9.45 10.13 7.2%
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Symbols

V : Volume gas content, m3/ton
P: Reservoir pressure, MPa
VL: Langmuir volume, m3/ton
PL: Langmuir pressure, MPa
PO: Adsorbent saturated vapor pressure, MPa
Vm: BET equation for monolayer adsorption capacity, m3/

ton
C: Constants related to the heat of adsorption and the

liquefaction of the adsorbed gas
V0: Langmuir volume under the standard conditions, m3/

ton
R: Universal gas constant, MPa∙m3/ðlb∙mole∙kÞ
T : Absolute temperature, k
β: Adsorption gas affinity coefficient, dimensionless
E: Characteristics of the energy, MPa∙m3/ðlb∙moleÞ
n: Integer, usually between 1 and 4, dimensionless
V f : Freundlich coefficient 1, dimensionless
nf : Freundlich coefficient 2, dimensionless
Vi: Initial volume gas content, m3/ton
Pc: Critical desorption pressure, MPa
Vc: Volume gas content, m3/ton
a: Regression coefficient 1, dimensionless
b: Regression coefficient 2, dimensionless
DC: The decision coefficient
bi: Regression coefficient
rij: Correlation coefficient.
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Steam-assisted gravity drainage (SAGD) is one of the steam injection techniques to exploit heavy oil and extra heavy oil resources,
where the nature of steam is crucial to the production efficiency. Replacing saturated steam with superheated steam can effectively
improve the steam quality at the bottom of the well and the production efficiency. In this study, based on the 2-D SAGD
experiments, the recovery mechanisms of SAGD under the 220°C saturated steam and 260°C (superheated degree of 40°C) and
300°C (superheated degree of 80°C) superheated steam are compared and analyzed. The numerical model was developed based
on experimental results, and the influence of steam superheated degree on the recovery degree of the SAGD process was
further investigated. The physical experiment results and numerical simulation results show that the advantages of high
enthalpy and large specific volume of superheated steam are significant at the horizontal expansion stage of the steam chamber
stage compared to those of saturated steam. However, although the superheated steam can improve the recovery degree, the
economic efficiency may decrease with the addition of superheated steam since it requires higher energy to generate the
superheated steam. Thus, the SOR (steam-oil ratio) cannot appropriately describe the energy and economic efficiency when
superheated steam is considered. Therefore, the cumulative FOR (fuel-oil ratio) is proposed, and the optimal superheated
degree, optimal injection strategy, and its relation with the recovery mechanisms are studied. The results indicate that using
superheated steam at 80°C superheated degree during the steam chamber horizontal expansion stage can increase the recovery
factor around 12% and also reduce the cumulative FOR around 5.3 compared to the conventional SAGD strategy.

1. Introduction

With the increasing demand for oil resources, unconven-
tional oil resources have gained more attention [1, 2]. Heavy
oil is one of the unconventional resources which is charac-
terized by its high viscosity at reservoir temperature. The
thermal EOR (enhanced oil recovery) technology has been
widely applied to develop the heavy oil reservoirs [3, 4]. In
the 1980s, Butler [5] proposed the SAGD (steam-assisted
gravity drainage) technique, which is considered an efficient
and commercially successful technology for heavy oil devel-
opment. The main mechanism of SAGD relies on the gravity

force which is caused by the density difference between
steam and heavy oil. During the SAGD process, the steam
is injected from the bottom of the reservoir and rises to the
top to form a steam chamber. The heavy oil viscosity is
reduced by heat exchange with steam, and the heated oil
and condensed water are produced with the aid of gravity
forces. The SAGD technology is different from steam flood-
ing. During the steam flooding process, oil viscosity is still
high except which in contact with steam, resulting in a
high-pressure gradient between the production well and
the injection well. However, the SAGD technology mainly
relies on the gravity force, where the oil around the steam
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chamber maintains at the heated state and thus can be easily
produced. With the expansion of the steam chamber volume,
the oil flowing rate is increased as well [6, 7]. One of the critical
factors for SAGD is to maintain the steam chamber tempera-
ture. In order to enhance the steam quality, superheated steam
can be used to replace the saturated steam.

The mechanism of superheated steam to enhance oil
recovery mainly includes the following four aspects: viscosity
reduction, distillation, aquathermolysis reaction, and reser-
voir reconstruction. The mechanism of viscosity reduction
by superheated steam at high temperature has been fully
studied. Most experimental results show that the viscosity
reduction effect of superheated steam is better than that of
ordinary saturated steam. The higher the superheated
degree, the more obvious the decrease in crude oil viscosity
[8–14]. In terms of the distillation, the light components
account for most of the distillation products, and the heavy
components are still liquid [15–21]. Butler [22] shows that
the steam superheated degree and light component content
are very important to steam distillation rate. Vafaei et al.
[23] show that the superheated steam can greatly improve
the steam distillation rate, and the higher the content of light
components in crude oil components, the stronger the distil-
lation effect. In terms of the aquathermolysis reaction, com-
pared with ordinary steam, superheated steam of the same
quality can bring more heat into the formation and provide
better temperature conditions, and the aquathermolysis
reaction of heavy oil is more intense. Through the experi-
ment of heavy oil aquathermolysis reaction, Clark and Hyne
[24], Muraza [25], and Wu et al. [26] show that under high-
temperature conditions, after the pyrolysis reaction between
heavy oil and steam, the chain breaks occur in the molecules
of heavy oil components, the light hydrocarbons increase,
and the heavy hydrocarbons decrease. The content of carbon

atoms decreased, and the content of hydrogen atoms
increased significantly. Lamoureux-Var and Lorant [27]
and Liu et al. [28] believe that when the ordinary steam is
injected, the aquathermolysis reaction of heavy oil is gener-
ally not very intense, so the aquathermolysis reaction is also
an important mechanism for the difference between super-
heated steam and ordinary steam. In terms of the reservoir
reconstruction, Fan [29] scanned the microstructure of oil
sand before and after the action of superheated steam by
using an electron microscope. The comparison of pore
structure distribution shows that the rock pore surface after
the action of superheated steam is flatter and smoother.
When superheated steam is injected into the formation,
strong scouring of reservoir rocks at high temperature will
cause migration and cracking of reservoir rock mineral par-
ticles and even dissolution of soil minerals, smooth the res-
ervoir rock pore throat channel, improve reservoir rock
structure, improve reservoir rock permeability, and reduce
residual oil saturation [30].

The superheated SAGD technique has been extensively
studied. Badea and Daripa [31] studied the recovery effi-
ciency of the superheated SAGD and conventional SAGD;
the results show that the superheated steam can lower the
steam-oil ratio. Fredman [32] conducted numerical simula-
tion on the huff and puff preheating stage of SAGD using
superheated steam. The results show that the cumulative
oil production increases with the increase in the superheated
degree, which was mainly due to the steam chamber expan-
sion and reservoir temperature increment. Wu et al. [33]
also studied the mechanisms of superheated steam enhanced
oil recovery. They stated that the greater heat enthalpy and
larger specific volume and latent heat of vaporization are
the main characteristics for superheated steam, which result
in higher production and economic performance. Also, the
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Figure 1: Schematic diagram of the SAGD 2-D physical simulation experiment system.
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superheated steam is often used to replace the steam in the
late stage of SAGD. There are many studies similar to the
above scholars, most of which are based on the numerical
simulation experiments. The conclusions are that super-
heated steam can significantly reduce steam consumption
and improve economic benefits.

The economic benefits of superheated steam are also
widely studied. Gates and Larter [34] proposed a thermal
efficiency parameter for the steam injection technique,
which is the ratio of theoretical SOR to actual SOR. The the-
oretical SOR is the ratio of the equivalent amount of steam
required to raise the temperature from reservoir temperature

(a) The appearance of the model

(b) The interior of the model and the location of the wells

Figure 2: Physical simulation model.
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to steam temperature to the oil volume. It was stated that the
average thermal efficiency of actual SAGD projects is about
30%. Alharthy et al. [35] used energy gain to evaluate the
recovery efficiency for the SAGD process, where the energy
gain is defined as the ratio of the energy produced to the
energy injected. The concept of energy gain is more capable
of reflecting the energy efficiency of the SAGD process than
SOR. Pinto et al. [36] also used the ratio of the energy pro-
duced to the energy injected to evaluate the SAGD perfor-
mance. They also claimed that using energy gain can better
reflect the energy efficiency of the SAGD process. Wang
[37] used the ratio of the difference between injected steam
energy and produced water energy to the injected steam

Figure 3: Oil sands in the model.

Table 1: Similarity parameters of the field and experiment.

Parameter name Field scale
Laboratory

scale

Well pattern
Double

horizontal
well

Double
horizontal

well

Shaft radius (m, cm) 0.1 0.3

Injection production horizontal well
spacing (m, cm)

5 4

Horizontal well length (m, cm) 850 4

Distance from the production well
to reservoir bottom (m, cm)

1.5 1.5

Oil layer thickness (m, cm) 21 30

Porosity (%) 32 32

Initial oil saturation (%) 80 80

Absolute permeability (10-3 μm2) 3000 210000

Crude oil viscosity at 15°C (mPa·s) 2500000 2500000

Injection steam temperature (°C) 220 220/260/300

Steam quality 0.7 0.7

Steam injection rate (t/d, mL/min) 300 46

Table 2: Experimental schemes.

Experiment Steam type
Steam

temperature
(°C)

Steam
pressure (kPa)

Group 1 Saturated steam 220 2350

Group 2 Superheated steam 260 2350

Group 3 Superheated steam 300 2350

4 Geofluids



150

15050 1000

200

200

35 65

75

25

45 60

40

40

250

300

350

400

250 300 350 400 500

90

80

70

60

50

40

20

95

85

75

65

55

45

30
35

25

15
450

(a) Temperature distribution at the initial stage (220°C)

150

15050 100

110

11
0

11
0

210

210

0

200

200

250

300

350

400

250 300 350 400 500450

210

190

170

150

130

110

90

70

50

30

10

(b) Temperature distribution at the maximum oil production rate (220°C)

150

15050 100

100

10
0

20
0

200
200

100

200

0

200

200

250

300

350

400

250 300 350 400 500450

200

180

160

140

120

100

80

60

40

20

10

(c) Temperature distribution when the SOR is 10 (220°C)

Figure 4: Temperature distribution in different periods (220°C).

5Geofluids



energy. In order to evaluate the energy efficiency for the
superheated SAGD process, the ratio of the energy produced
to the energy injected is adopted rather than SOR. Although
the studies have proven that superheated steam has a stron-
ger potential to improve heavy oil recovery compared with
saturated steam, whether superheated steam has an eco-
nomic advantage compared with saturated steam is worthier
of attention and answer. The SOR is often used as a key eco-
nomic indicator for the steam recovery process. However, it
cannot reflect the actual energy efficiency when it comes to
the superheated steam. For instance, although the SOR
value of superheated steam is lower than that of saturated
steam because superheated steam recovers more oil than
saturated steam, the energy consumption required to pro-
duce superheated steam is also higher than that required

to produce saturated steam. Therefore, Liang et al. [38]
and Yuan et al. [39] used the cumulative enthalpy of
injected steam to represent the cost instead of the volume
of injected steam. They proposed the cumulative enthalpy-
oil ratio (EOR) to evaluate the cost of superheated steam.
However, using cumulative EOR is not very intuitive to
evaluate the energy efficiency and cannot be very conve-
nient to help the on-site decision-making; it is necessary
to use another indicator to evaluate the energy efficiency
of superheated steam recovery.

Based on the 2-D SAGD experiments, this paper com-
pares and analyzes the recovery mechanisms of SAGD under
220°C saturated steam and 260°C (superheated degree of
40°C) and 300°C (superheated degree of 80°C) superheated
steam. The numerical model was developed which was

100

1000

150

250

300

300

350

400

400

400. 0

545. 6

1419

1565

1274

691. 3

1565

500

1529

1419

1274

1128

982. 5

691. 3

545. 6

400. 0

836. 9
200

200

Figure 5: Pressure distribution at the end of the experiment (220°C, kPa).

0

2

4

6

8

10

12

14

0

10

20

30

40

50

0 10 20 30 40 50 60 70 80

SO
R

Re
co

ve
ry

 d
eg

re
e (

%
)

Time (min)

Recovery degree
Instantaneous-SOR
Cumulative-SOR

Stable production

Rising

Falling

Figure 6: The recovery degree and SOR of 220°C saturated SAGD.

6 Geofluids



verified based on experimental results, and the influence of
superheat degrees on SAGD and detailed recovery mecha-
nisms were further investigated. The cumulative fuel-oil
ratio (FOR) is proposed to investigate the optimal superheat
degree and its relation with the recovery mechanisms. Also,
the optimal superheated steam and saturated steam combi-
nation strategy is investigated, and the superheated steam
enhancing recovery mechanisms for the SAGD technique
is proposed.

2. SAGD Physical Experiment Study

2.1. Physical Experiment System. The SAGD physical exper-
iments are carried out through a 2-D SAGD system. The
maximum internal temperature tolerance is 450°C. The size

of the model is 500 × 500 × 40mm, and the maximum work-
ing pressure of the model is 25000 kPa. The physical simula-
tion system is shown in Figure 1, and the model is displayed
in Figure 2.

Thermal insulation materials are coated on the inner
surface of the model to reduce heat loss. The quartz sand
is used to simulate the reservoir rock. The pressure and tem-
perature monitoring probes are placed evenly in the model,
which connect to the computer to show the real-time tem-
perature and pressure distribution. The steam generator in
Figure 1 can produce the saturated steam; then, the saturated
steam will be heated to superheated steam by the steam
heater. When steam reaches the experimental condition, it
will be injected into the SAGD physical simulation model.
The heavy oil used in the experiments is from Xinjiang,
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China, and the API is 10. Figure 3 shows the sample of oil
sand filled in the physical experiment.

2.2. Experimental Method. The experiment is based on a
SAGD well group in Xinjiang, and according to the SAGD
similarity rule, the laboratory-scale parameters are obtained,
which are shown in Table 1.

Table 2 shows the experimental schemes. The operating
pressure was 2350kPa, and the steam temperature was
220°C (saturated steam), 260°C (superheated degree of 40°C),
and 300°C (superheated degree of 80°C), respectively.

2.3. Experimental Procedures. The experimental procedures
are as follows:

(1) Material preparation. Prepare quartz sand and crude
oil according to the experimental design. Check all
devices and equipment to ensure they are in good
condition

(2) Model filling. Fill the model with mixed oil sand at a
designed ratio and compact. When the oil sand is
filled, fill the clay into the model to simulate the
overburden rock

(3) Check the air tightness of the model. Pressurize the
model with nitrogen, stabilize the pressure at
5000 kPa and maintain it for more than 24 h, and
use a surfactant to detect whether there is air leakage
at each outlet port of the model
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(4) Model initialization. Put the model in the oven and
heat the model to make the whole model tempera-
ture reach 90°C

(5) Experimental operation. During the experiment, the
monitoring system will monitor the temperature and
pressure of the model body, steam generator outlet,
and thermostat in real time. The production fluid col-
lection system will collect and measure the produced
liquid. The experiment will stop when the SOR is 10

3. Experimental Results of SAGD
Physical Simulation

3.1. 220°C Saturated SAGD. Figures 4–7 show the tempera-
ture distribution, the pressure distribution, and the produc-

tion performance of the 220°C saturated SAGD
experiment. Based on the results of the experiment, the
SAGD process can be divided into three stages: rising stage,
stable production stage, and falling stage. In the rising stage,
the steam rapidly moves upward due to density differences
and the entire steam chamber has a small contact area with
crude oil, so the oil is produced mainly from the area
between the injection well and the production well, which
corresponds to the fact that the average water cut is about
50% and the recovery degree is 11.1%. In the stable produc-
tion stage, the steam chamber reaches the overburden layer
when the peak oil production rate was reached. And then
the steam chamber begins to horizontally expand, which
lasted about 35min. The average water cut is 81%, and the
average SOR is 4.6. Moreover, the average oil production
rate is 8 cm3/min, and the recovery degree is 18.3%. In the
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falling stage, the steam chamber expands to the both sides of
the boundary. With the injection of steam, the steam cham-
ber slowly falls downward along the boundary. The average
water cut increases to around 90%, and the oil production
rate decreases rapidly. The recovery degree is 8.9%. The final
recovery degree of this experiment is 38.3%, and the cumu-
lative SOR is 4.3. The SOR continues to rise during the
experiment, and it eventually rises to 10 at the end of this
experiment.

3.2. 260°C Superheated SAGD. It can be observed from
Figure 8 that the final recovery degree of 260°C superheated
SAGD is about 44.8%, which is about 6.5% higher than that
of 220°C saturated SAGD and the SOR is lower. Obviously,
the SAGD process is enhanced significantly when the super-
heated steam is used. Figures 8–11 show the temperature

distribution, the pressure distribution, and the production
performance of the 260°C superheated SAGD experiment.
It can be seen that the steam chamber development pattern
for 220°C saturated SAGD and 260°C superheated SAGD
is similar, which can also be divided into three stages. As
shown in Figure 9(b), the steam chamber is larger and the
temperature of the steam chamber is higher, which is caused
by the fact that superheated steam carries more heat and has
a higher temperature. Moreover, it can be proven from
Figures 9(c) and 10 that superheated steam exists in the
steam chamber. Due to the promotion of the steam chamber
by superheated steam, the maximum oil production rate of
260°C superheated SAGD is higher, which reaches 37 cm3/
min. Also, it is observed from Figure 12 that 260°C super-
heated SAGD has a higher average oil production rate and
a lower average water cut during the stable production stage.
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3.3. 300°C Superheated SAGD. It can be found from
Figure 13 that the final recovery degree of 300°C superheated
SAGD is 49.6%, which is 4.8% higher than that of 260°C
superheated SAGD. And, it is worth noting that the produc-
tion time of 300°C superheated SAGD is significantly longer.
Distinctly, the increase in superheated degree of the super-
heated steam improves the SAGD production performance.
Figures 14–17 show the temperature distribution, the pres-
sure distribution, and the production performance of the
300°C superheated SAGD experiment. It can be seen that
the average temperature of the steam chamber is only about
280°C at the end of the experiment, which is due to the heat

loss of the superheated steam which is significantly higher
than that of 220°C saturated SAGD. Compared with 220°C
saturated SAGD and 260°C superheated SAGD, the steam
chamber of 300°C superheated SAGD is much larger and
the temperature in the center of the steam chamber is
higher. What is more, based on Figures 14(c) and 15, it
can be proven that the superheated degree in the steam
chamber of 300°C superheated SAGD is higher than that
of 260°C superheated SAGD. And it can be seen from
Figures 16 and 17 that the stable production stage lasts about
107min, which is much longer than that of the two previous
experiments. So, it is obvious that the increase in the super-
heated degree has a great potential to improve the degree of
reservoir exploitation.

3.4. Summary of Physics Experiment. Figure 18 shows the
recovery degrees at different stages for SAGD tests. It shows
that the horizontal expansion stage of the steam chamber in
the SAGD process contributes the most to the final recovery
degree. Also, the superheated steam has an obvious
improvement in the recovery degree. When the 220°C satu-
rated steam is converted to the 260°C superheated steam, the
recovery degree at the horizontal expansion stage increased
by 6.4%. When the 300°C superheated steam is used, the
recovery degree at the horizontal expansion stage is 10.4%
higher than that of the 220°C saturated steam. This is
because when the steam chamber rises to the top, as the
steam chamber expands, the pressure of the steam chamber
decreases, and the advantages of large enthalpy and large
specific volume of superheated steam are fully utilized. How-
ever, Figure 18 shows that as the steam temperature rises,
the recovery degree decreases during the falling stage. This
is because the superheated steam can advance the peak of
oil production, a large amount of crude oil has been
extracted in the previous stages, and reservoir is depleted
later. Table 3 shows the cumulative steam injection, cumula-
tive oil production, and cumulative SOR of the three
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experiments. It shows that the cumulative oil production
increases with the increase in superheated degree, while the
cumulative SOR is also gradually increasing. This is because
the heat loss of the physical simulation experiment is more
than that of the actual oil reservoir, which caused a higher
cumulative SOR. In particular, in the superheated steam
experiments, the temperature of the steam chamber is
higher; the heat loss is more than that of the saturated steam
experiment. Although the advantages of superheated steam
are also reflected in the results of laboratory experiments,
the advantages of superheated steam in actual oil reservoirs
will be more obvious.

In summary, physical experiments prove that the super-
heated steam has the ability to enhance oil recovery and
show that the contribution of superheated steam to enhanc-
ing oil recovery is mainly at the horizontal expansion stage

of the steam chamber. However, due to the limitation of
physical experimental equipment and huge heat loss, the
amount of steam injected in the superheated steam experi-
ments is too large. The cumulative SOR cannot truly reflect
the effect of superheated steam in the actual reservoir.
Therefore, the following study will use CMG to establish a
numerical model to study the steam chamber development
and energy efficiency of superheated SAGD and select the
best steam injection scheme for superheated SAGD.

4. SAGD Numerical Simulation Experiment

4.1. Establishment of the Numerical Model. Based on the
physical simulation experiments, a two-dimensional

Table 3: Experimental results of cumulative SOR.

Experiment Temperature (°C) Cumulative steam (cm3) Cumulative oil (cm3) Cumulative SOR

Group 1 220 4505.55 881.11 5.11

Group 2 260 5710.00 1030.42 5.54

Group 3 300 6900.81 1140.47 6.05

K

500.29

-500.25

-500.20

-500.15

-500.10

-500.15

500.00I

Figure 19: I-K view of the model.

Table 4: Relevant parameters of the SAGD model.

Parameter name Numerical model

Reservoir depth (m) 200

Reservoir thickness (cm) 30

Horizontal well length (cm) 4

Crude oil viscosity (mPa·s) 1:5 × 104

Porosity (%) 32

Permeability (10-3 μm2) 210000

Oil saturation (%) 80

Water saturation (%) 20

Initial reservoir pressure (kPa) 400

Initial reservoir temperature (°C) 18

Table 5: Thermophysical parameters of the rock and fluid in the
SAGD numerical model.

Parameter name Numerical model

Crude oil thermal conductivity 1:15 × 104 J/m∗day∗°C
Rock thermal conductivity 6:6 × 105 J/m ∗ day ∗ °C
Water thermal conductivity 5:35 × 104 J/m ∗ day ∗ °C
Crude oil thermal expansion coefficient 4:8 × 10−7°C−1

Crude oil compression coefficient 7:3 × 10−7 kPa−1

Formation compression coefficient 9:6 × 10−6 kPa−1

Thermal capacity of the rock 2:35 × 106 J/m3 ∗ °C
Thermal conductivity of upper
and lower formations

2:35 × 106 J/m3 ∗ °C

Crude oil thermal conductivity 1:47 × 105 J/m ∗ day ∗ °C
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numerical simulation model was established through the
STARS module of CMG. The grid design of the numerical
model is I × J × K = 25 × 1 × 50, the grid size is 2 cm × 4 cm
× 0:6 cm, the porosity is 0.32, and the oil saturation is 0.8.
The model is a homogeneous model, and the permeability
in all directions is equal. Figure 19 shows the I-K view of
the model, and the green dots indicate the locations of the
wells. The distance between the wells is 1.5 cm. Table 4
shows the physical property parameter of the numerical
model. The physical property parameters of the rock and
fluids are shown in Table 5, and Figure 20 shows the physi-
cal property curve of the fluid.

4.2. The Effect of the Superheated Degree on SAGD. In this
section, the 220°C saturated SAGD experiments and the
superheated SAGD experiments with superheated degrees
of 20°C, 40°C, 60°C, 80°C, and 100°C were set to study the
effect of the superheated degree on SAGD. The steam cham-
ber development and production performance under differ-
ent superheated degrees were investigated. Moreover, the
effect of the superheated degree on the cumulative SOR
was obtained.

Figure 21 shows the cumulative SOR under different
superheated degrees. It is observed that the cumulative
SOR decreased with the increase in the superheated degree.
In particular, the cumulative SOR decreases greatly from
220°C saturated SAGD to 320°C superheated SAGD, which
is reduced by 10.0%. Besides, Figures 22–25 show the tem-
perature distribution and the production performance of
the numerical simulation experiments. In the rising stage,
it can be seen that the increase in the superheated degree
does not improve the SAGD performance, which corre-
sponds to the same average oil production rate, steam cham-
ber volume, and steam injection rate of the saturated SAGD
and the superheated SAGD. However, in the horizontal
expansion stage, it is obvious that the average oil production
rate of superheated SAGD is significantly higher than that of
saturated SAGD. Among them, the oil production rate of
320°C superheated SAGD reaches 21.5 cm3/min at the high-
est, and the average oil production rate of 220°C saturated
SAGD is 15.5 cm3/min. It can be seen from Figure 24 that
the volume of the steam chamber in the superheated SAGD

is significantly larger than that of the saturated SAGD. Nev-
ertheless, Figure 25 shows that the average steam injection
rate of saturated SAGD is 36 cm3/min, while the minimum
steam injection rate of superheated SAGD is 27.5 cm3/min,
which indicates that the use of superheated steam can signif-
icantly reduce the amount of steam injection. This is caused
by the fact that the same volume of superheated steam can
carry more heat. Obviously, it can be found that the super-
heated steam can greatly improve SAGD performance dur-
ing the horizontal expansion stage, and this improvement
continues to the falling stage.

In a word, numerical simulation results show that the
use of superheated steam can greatly reduce the cumulative
SOR. Moreover, the increase in the superheated degree does
not improve the SAGD performance during the rising stage.
However, in the horizontal expansion stage, the superheated
steam can greatly save the steam injection and improve the
SAGD performance significantly. The SAGD performance
improves more obviously with the increase in the super-
heated degree. In the falling stage, the superheated steam
can also improve the SAGD performance, but the rate of
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steam injection is higher, which is due to the more heat loss
of the superheated steam.

4.3. Optimization of the Steam Injection Strategy for
Superheated SAGD. In this section, numerical simulation
experiments are set to optimize the steam injection strategy
for superheated SAGD. So, the purpose of this experiment
is to study at which stage superheated steam can be used
to obtain the greatest economic benefit. As shown in
Table 6, case 1 and case 4 can show the effect of the super-
heated steam only used during the horizontal expansion
stage, case 2 and case 3 can show the effect of the super-

heated steam only used during the rising stage, and case 3
and case 4 can show the effect of the superheated steam only
used during the falling stage. Moreover, the effect of the
superheated steam used during the horizontal expansion
stage and the falling stage can be observed from case 1 and
case 3. All tests were performed under 320°C superheated
steam. The simulation will stop when the SOR is 10.

Based on Figure 26, the ratio of the volume of fuel con-
sumed to the volume of steam produced in each case was
calculated, and the results are shown in Figure 27. It is obvi-
ous that using cumulative SOR to evaluate the economic
benefits of each case is not applicable, because the
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Table 6: Steam injection strategy optimization.

Case Rising Horizontal expansion Falling

1 220°C saturated steam

2 320°C superheated steam

3
220°C saturated steam

320°C superheated steam

4 320°C superheated steam 220°C saturated steam
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production costs of saturated steam and superheated steam
are not the same. It can be found from Figure 27 that the
cumulative FOR can better reflect the actual economic ben-
efits. Based on the cumulative FOR, two key conclusions can
be drawn. First, the use of the superheated steam does not
greatly improve economic efficiency as shown by cumulative
SOR. Compared with case 1, the cumulative SOR of case 2 is
reduced by 10.0%, but the cumulative FOR is only reduced
by 1.6%. Second, the cumulative FOR of case 4 is the lowest,
indicating that the economic benefits of using superheated
steam only during the horizontal expansion stage are higher
than those of using superheated steam all the time.

Figures 28 and 29 show the oil production rate and the
steam chamber volume of different cases. It can be observed
that the average oil production rates during the horizontal
expansion stage of case 3 and case 4 increased rapidly after
injecting 320°C superheated steam during the horizontal
expansion stage, increasing from 14.6 cm3/min to 19.5 cm3/
min. Figure 30 shows that the steam chamber is fully
expanded due to the high enthalpy and large specific volume
of the superheated steam after injection of superheated

steam. At the end of the horizontal expansion stage, the vol-
ume of the steam chamber of case 1 is only 290 cm3, and the
volume of the steam chamber of case 3 and case 4 is both
360 cm3. In the falling stage, case 3 used 320°C superheated
steam at this stage and case 4 used 220°C saturated steam.
Apparently, it can be found from Figures 28 and 29 that
the use of superheated steam at the falling stage has little
effect on SAGD production.

To sum up, the best use time of superheated steam is
during the horizontal expansion stage of the steam chamber,
which corresponds to the fact that the volume of the steam
chamber increases rapidly and the advantage of superheated
steam is significant. Moreover, the superheated degree needs
to be determined by the FOR again.

Next, the superheated degree of the steam used during
the horizontal expansion stage is optimized by using cumu-
lative FOR. Table 7 shows the optimal schemes of the super-
heated degree. It can be found from Figure 30 that as the
temperature of the superheated steam rises, the cumulative
FOR first decreases and then rises, which is due to the fact
that the steam chamber becomes larger and larger with the
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increase in superheated degree during the horizontal expan-
sion stage, and more oil can be produced. However, the
increase in the superheated degree increases the cost per unit
of steam, so the cumulative FOR rises later. The cumulative
FOR of case 8 is 248.3, which is the lowest. Therefore, based
on the cumulative FOR, case 8 is the most cost-effective
scheme. The cumulative FOR of case 8 is 248.3, which is
the lowest.

In summary, due to the high enthalpy and large specific
volume of the superheated steam, the best use time of super-
heated steam is during the horizontal expansion stage of the
steam chamber, which corresponds to the fact that the vol-
ume of the steam chamber increases rapidly and the advan-
tage of superheated steam is significant. Compared with the
traditional cumulative SOR, the cumulative FOR can better
reflect the actual economic benefits of SAGD production
and provide suggestions for the formulation of making
SAGD program schemes.

5. Conclusions

(1) The superheated steam can significantly enhance the
recovery factor compared to the saturated steam,
especially during the steam chamber horizontal
expansion stage. Also, the recovery factor increases
with the increment of superheat degree; when super-

heated degree 80°C is used, around 10.4% recovery
degree increment is reached

(2) Although the superheated steam can improve the
recovery degree, the economic efficiency may
decrease with the addition of superheated steam.
Therefore, it is suggested to use the FOR to optimize
the injection strategy, where the FOR can more
directly show the energy cost in the production pro-
cess and optimize the steam injection strategy

(3) Compared to the conventional SAGD operation, the
optimized superheated SAGD strategy can increase
recovery degree around 12% and reduce FOR
around 5.3
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In this study, based on the high-temperature characteristics of Western China tight oil reservoirs, a phenolic-larch tannin,
temperature-resistant, plugging agent was synthesized by changing the mass fractions of larch tannin, double cross-linking
agent, and accelerator. Young’s modulus of the dispersed gel was directly measured by an atomic force microscope, and the
macroscopic plugging performance was evaluated by a physical simulation experiment of the artificially fractured natural core
from Western China tight oil oilfield, thereby establishing a mapping relationship between the two. Research indicates that the
formula of the high-temperature-resistant tannin system optimized by the experiment is 3:0%sulfonated tannin + 3:0%
formaldehyde cross‐linking agent + 1:0%phenol cross‐linking agent + 0:05%MnSO4 accelerator; the mechanical strength of the
tannin gel and its plugging performance have a linear relationship. When Young’s modulus rises from 18.74 to 63.89KPa, the
plugging rate rises from 94.11% to 97.44%.

1. Introduction

Given the increasing difficulty of conventional oil and gas
exploration and development, the development of uncon-
ventional resources such as tight oil and gas has become
inevitable [1, 2]. Tight oil storage and seepage conditions
are poor, and fracturing is generally used to connect the
pores in the reservoir and expand the seepage area. How-
ever, this mode of development will aggravate the difference
in matrix-fracture seepage flow and form a flow channel.
Therefore, after long-term fracturing development, reservoir
regulation is required to change the original seepage chan-
nel, increase the swept volume, and achieve the purpose of
increasing oil well production [3, 4]. Current research
mostly uses polyacrylamide cross-linked polyvalent metal
ion (Cr3+, Al3+, Zr4+, etc.) gel to block gas flow channels
[5, 6], but this gel is affected by high temperature and Ca2+

and Mg2+, which will cause the plugging agent to fail. At
present, there are few studies on organic cross-linking agent
gels (formaldehyde, phenol, etc.), and most of them focus on
the use of a single cross-linking agent to synthesize the gel

[7–9]. Compared with metal ions and a single organic
cross-linking agent, double organic cross-linking agent gel
has higher thermal stability through covalent bond cross-
linking and is more suitable for high-temperature, uncon-
ventional oil reservoirs [10–12].

Due to the high temperature and high pressure of
unconventional tight oil reservoirs in Xinjiang and the char-
acteristics of ultralow porosity and ultralow permeability
reservoirs, conventional plugging agents are difficult to plug,
and the effective plugging time is not long, and the plugging
effect is extremely poor. In this study, based on the high-
temperature characteristics of the tight oil reservoirs in Xin-
jiang tight oil reservoir, a phenolic-larch tannin
temperature-resistant plugging agent was synthesized by
changing the mass fractions of larch tannin, double cross-
linking agent, and accelerator.

Wang et al. [13–15] have made a high-temperature
blocking agent capable of resisting 250°C by mixing
sulfonated tannin extract with phenol, formaldehyde, or
paraformaldehyde. Fangeng et al. [16] used tannin extract
as raw material to react with phenol and formaldehyde and
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then used transition metal salts such as inorganic salts
MnSO4, TiCl4, and tannin extract. The chelation reaction
occurs to promote the cross-linking reaction, and the gel is
formed in the range of 170~280°C and pH value of 4~9,
and a good blocking effect is achieved. Dezhi et al. [17] also
used tannin extract as raw material to prepare a water plug-
ging agent suitable for high-temperature profile control. It
was determined by experiments that after adding an acceler-
ator, a selective plugging agent with enhanced strength of
the plugging agent can be obtained with the increase of tem-
perature, which can be applied to high-temperature forma-
tions. Han et al. [18] have obtained a profile control and
water plugging agent that can withstand high temperatures
of 300°C through experimental research using tannin extract
as raw material. After field tests in Liaohe Oilfield, they
obtained a good production increase effect, and at the same
time, the water yield also decreased.

Gel dispersion is obtained by shearing and grinding the
synthesized gel to a state where the particles are stably dis-
persed in an aqueous solution [19]. The dispersed gel is easy
to inject because it has low viscosity and controllable particle
size; it can be elastically deformed, spontaneously aggregate
in the pore throat, and migrate to the deep part of the reser-
voir [20–25], which can avoid the dilution of formation
water during pumping and formation shearing and migra-
tion. Compared with other granular plugging control agents,
dispersed gel has better stratum adaptability [26, 27].

Plugging performance is an important index to evaluate
the application of gel dispersion in the oil field, which is
mainly affected by the characteristics of the dispersed gel
[28]. At present, research on the mechanical properties of
gel-plugging agents mostly has involved the performance
of large-particle-size gel [29–31]. The mechanical properties
of dispersed gels have not been systematically studied. The
ability of dispersed gels with different mechanical properties
to resist deformation after being squeezed during the migra-
tion process is different, which affects the blocking effect. At
present, the gel strength code (GSC) method and rheological
parameter method are generally used to characterize the
strength of bulk gel [32–34], but there are few studies on
directly characterizing the mechanical properties of the dis-
persed gel itself. Therefore, this paper introduces micro-
nano-scale Young's modulus, which reflects the ability of
the dispersed gel to resist deformation after being

Figure 1: Physical treatment of natural cores.

(a) (b)

(c)

Figure 2: Artificially fractured natural core.

Table 1: Summary of physical properties of the cores applied in
this study.

Core
number

Length
(cm)

Diameter
(cm)

Porosity
(%)

Permeability (10–
3 μm2)

Core #1 6.77 2.62 10.72 1726.1

Core #2 6.04 2.64 8.02 1688.3

Core #3 6.70 2.57 7.37 1696.3
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compressed when it migrates in the porous medium and
directly quantifies the mechanical properties of the gel. Tra-
ditional measurement methods of Young’s modulus include
the optical lever stretching method, pulse excitation method,
and acoustic resonance method [35–37], but none of these
methods can be used to characterize micro-nano-scale mate-
rials. With the development of nanomechanical measure-

ment technology, the atomic force microscope has become
the most advanced and intuitive method for measuring
small-scale materials [38–41].

Different from previous literature, the three new insights
in this study mainly focus on the strengthening of the
sulfonated larch gel structure system through the parainter-
mediate, the relationship between the gel storage modulus
and Young’s modulus of its dispersion, and the relationship
between its mechanical strength and its macroscopic plug-
ging performance. In this paper, by optimizing the mass
fractions of four reagents (tannin, formaldehyde, phenol,
and manganese sulfate) to synthesize temperature-resistant
sulfonated larch gel, the relationship between the mechanical
strength of sulfonated larch gel and the plugging perfor-
mance was studied through three artificially fractured core
flow experiments. The formula of the high-temperature-
resistant tannin system optimized by the experiment is as
follows: 3:0%sulfonated tannin + 3:0%formaldehyde cross‐
linking agent + 1:0%phenol cross‐linking agent + 0:05%MnS
O4 accelerator. Secondly, the mechanical strength of the

Table 2: Experiment reagents used in this study.

Base tannin Cross-linking agent Accelerator pH conditioner

Larch tannin (tannin content 60%, nontannin content 35%,
and insoluble matter content 5%)

Formaldehyde
(analytical pure)

Phenol
(analytical
pure)

MnSO4
(analytical
pure)

Sodium hydroxide
(analytical pure)

(a) YP-1 high-temperature, high-pressure gel performance test device (b) Atomic force microscope

Figure 3: Instruments used in the experiment.
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tannin gel and its plugging performance have a linear rela-
tionship. When Young’s modulus rises from 18.74 to
63.89 kPa, the plugging rate rises from 94.11% to 97.44%.

2. Materials and Methods

2.1. Materials. In this study, artificially fractured natural
cores (3.15 in) were used to conduct macroscopic plugging
performance evaluation experiments. The cores were cut
from the Xinjiang oilfield tight oil reservoir. The core was
first cut in half along the midline and filled with quartz sand
to simulate postfracturing fractures. Use a small amount of
epoxy resin and heat-shrinkable tubing for fixing to ensure
the overall strength of the core. The preparation process is
shown in Figures 1 and 2. The properties (permeability
and porosity) of the cores are listed in Table 1. The brine
used in this study was simulated formation water. The salin-
ity of the brine was 7197.77mg/L.

The reagents used in this experiment are shown in
Table 2.

The instruments used in this study were a JB200-SH
electric stirrer (speed range of 0 to 8000 rpm); YP-1 high-
temperature, high-pressure gel performance test device
(Figure 3(a)); Keysight 7500 atomic force microscope
(AFM) (Figure 3(b)); oven; electronic balance (accuracy of
0.001 g); and ground flask, beaker, dropper, suction ball,
glass rod, graduated cylinder, etc.

2.2. Methods

2.2.1. Preparation Principle of Larch Tannin Gel. The main
component of larch tannin is condensed tannin, its chemical
composition is polyanthocyanidin, the average molecular
weight is about 2800 (determined by vapor phase osmome-
try (VPO)), and the average degree of polymerization is 9
to 10. Its specific configuration is shown in Figures 4 and
5. Larch tannin has a higher molecular weight and a higher
viscosity, and the length of the–CH2–cross-linked bond gen-
erated by formaldehyde is not long enough to form sufficient
cross-links between the reaction points, resulting in insuffi-
cient bonding strength. Therefore, a second cross-linking
agent, phenol, was added in this study. The phenol mole-
cules can react with the formaldehyde cross-linking agent
in the main body of the gel-forming solution, and the
formed structure can be interlaced with the main network
structure formed by larch tannin to make the system whole.
The structure is more compact, and the strength is greatly
improved.

The reaction rate is significantly affected by temperature
and accelerator. Therefore, an accelerator, MnSO4, was
added in this study to accelerate the reaction process, such
that the main network structure formed by larch tannin
and the novolac phenolic resin-reinforced structure were
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Figure 6: Structural intermediate in the cross-linking process.
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Figure 7: Novolac-type phenolic resin forms a network-like
strengthening structure.
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formed almost at the same time and that their structures
were intertwined to make the system whole. The overall
structure was more compact, and the strength was greatly
improved. It continued to decompose during the heating
and curing process, and there may be a variety of ortho-to-
position intermediate structures during the cross-linking
process [43], as shown in Figure 6.

Under the application of high temperature, the various
intermediates formed by the mixture system composed of
low-molecular-weight oligomers and various hydroxymethyl
phenols will gel, and various intermediates will exist in the
main body of larch tannin. Interlacing each other in the net-
work structure makes the overall structure of the system
more compact and greatly improves the strength. Its possible
reinforcement network configuration is shown in Figure 7.

2.2.2. Preparation and Characterization of Larch Tannin Gel.
The following steps were taken to prepare the larch tannin
gel: Add the dry larch tannin powder to clear water at room
temperature, stir with an electric stirrer for 2 hours to fully
dissolve it, and prepare a 0.3% to 7% tannin solution. Add
formaldehyde with a mass fraction of 2.2% to 3.6% to the
tannin solution, stir it evenly, and let it stand for 10 minutes.
Add 0.5% to 3.0% phenol to the tannin solution, and stir
well. Add 0.01% to 0.1% MnSO4 with a mass fraction of
0.01% to 0.1%, stir evenly, and put it in a constant tempera-
ture oven at 248°F for 24 hours.

The strength grade of the gel in the ground bottle was
observed by visual inspection (Table 3) and measured by
the vacuum penetration method (Figure 8). A HAAKE
MARS III rotational rheometer was used to measure the
storage modulus, G′, of the gel. The gel was aged at 302°F

for 30 days, the change in gel strength grade was observed
every day, and the change in storage modulus was measured
by the rheological parameter method.

Gel strength was measured by the breakthrough vacuum
method [44]. The experimental setup is shown in Figure 8.
Connect the blue-cap bottle containing the gel to the vac-
uum breakthrough experimental device as shown in
Figure 1; insert the tip of the 1mL pipette 1 cm below the
surface of the gel. Start the vacuum pump. Slowly adjust
the knob to increase the vacuum degree of the system. When
the air breaks through the gel, the maximum reading of the
vacuum degree on the vacuum gauge is the breakthrough
vacuum degree of the gel. It is referred to as the BV (break-
through vacuum) value; each sample is repeatedly measured
3 times. Its arithmetic mean is taken as its final BV value.
The larger the BV value, the higher the strength, on the con-
trary, the lower the strength.

At room temperature, an appropriate amount of the bulk
gel was transferred onto a mica sheet, and the sample was
scanned using the tapping mode of an atomic force micro-
scope to characterize the microscopic morphology of the gel.

2.2.3. Preparation of Dispersed Gel and Its Young’s Modulus
Measurement. Gel with different mass fractions of the cross-
linking agent and clean water was added to a colloid pulver-
izer at a ratio of 1 : 1, and the micro-nano-scale dispersed gel
with similar particle size was obtained by controlling the rate
and time of cyclic shearing.

The test probe model SCANASYST-FLUID was selected,
the elastic constant was 0.7N/m, the Thermal Tune method
was used to correct the elastic coefficient, and the scan rate
was set to 1Hz. The peak force mode of the atomic force
microscope was used to measure in a liquid environment,
and the relationship curve between the force and the dis-
tance between the probe and the dispersed gel sample was
obtained. The distance between the probe and the dispersed
gel sample was equivalent to the deformation of the dis-
persed gel sample. By fitting and calculating the DMT
mechanical model, Young’s modulus (E) of the micro-
nano-scale dispersed gel could be obtained [45]:

F = 4
3 E

ffiffiffiffiffiffiffiffiffi

Rδs
3

q

+ Fa, ð1Þ

Table 3: Observation method to evaluate gel standards.

Level Status description Classification

A The gel viscosity is the same as the initial viscosity, and no gel is formed by visual inspection No gel formed

B The gel viscosity is slightly higher than the initial polymer viscosity

Weak gelC Upside down has obvious flow

D There is a small amount of gel that does not flow quickly

E The gel does not flow easily

Medium gelF The gel can only flow in a small area at the top

G The gel flow is about halfway down

H The surface of the gel is slightly deformed when inverted
Strong gel

I The surface of the gel is not deformed when inverted

Figure 8: Breakthrough vacuum experimental device [44].
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where F is the force between the tip and the sample, E is the
DMT modulus, R is the radius of the tip, δs is the amount of
sample deformation, and Fa is the adhesion force on the
sample.

2.2.4. Evaluation of the Plugging Performance of Dispersed
Gel. At room temperature, a single-core physical experiment
was performed to determine the initial permeability of the
natural core by water flooding. The dispersed gel was contin-
uously injected into the natural core at a rate of 0.5mL/min
until the liquid injection volume reached 1PV, and then,
subsequent water flooding was performed at a constant
speed until the pressure at the output end of the natural core
was stable; the pressure change at the injection end of the
natural core was recorded. The injection pressure, the plug-
ging efficiency (€), and the residual resistance coefficient
(Frr) were used to characterize the plugging ability of the
dispersed gel to the large pore throats in the reservoir. The
flow chart of the experiment is shown in Figure 9.

3. Results and Discussion

3.1. Gel Strength

3.1.1. Effect of Tannin Concentration. Tannin is the main
body of the whole system, and its concentration directly
affects the gel-forming performance of the plugging agent.
Simulated formation water was used in the experiment to
maintain the formaldehyde cross-linking agent concentra-
tion of 3.0%, the phenolic accelerator (P1) concentration of
1.5%, the inorganic salt accelerator concentration of
500mg/L (unchanged), and the change in tannin concentra-
tion (0.3% to 7%). The experimental results were recorded
and investigated for the gelation of the tannin system under
different tannin concentrations. The experimental results are
shown in Figure 10.

The experimental results show that a small amount of
tannin does not gel. It can be gelatinized in the range of
0.3% to 7% by a mass fraction. When the mass fraction of
the cross-linking agent is less than 0.3%, it is not enough
to form a network structure with sufficient strength, but spo-
radic small micelles are formed, resulting in no gelling. As
the concentration of tannin increases, the gelation time of

the system is gradually shortened, and the gel strength grad-
ually increases. When the mass fraction reaches 3.0%, the
gelation time of the entire system is 10 hours, the gel
strength is level I, and the vacuum test can reach
0.095MPa. Meeting the evaluation criteria and continuing
to increase the tannin concentration, the gel strength does
not change much, so the preferred tannin concentration is
3.0%, and the actual gel formation diagram is shown in
Figure 11.

3.1.2. Effect of Formaldehyde Cross-Linking Agent
Concentration. After keeping the temperature at 120°C, pH
at 10 to 11, tannin concentration at 3.0%, phenol cross-
linking agent concentration at 1.0%, and inorganic salt accel-
erator (MnSO4) concentration at 0.05% (unchanged) and
changing the formaldehyde cross-linking agent concentra-
tion (2.2% to 3.6%), the experimental results were recorded
and investigated for gel formation of the tannin system
under different cross-linking agent concentrations. The
experimental results are shown in Figure 12.

The experimental results show that the concentration of
the formaldehyde cross-linking agent has a significant effect
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Figure 9: Single-core physical experiment flow chart.
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on the gel-forming effect of the entire system. As the concen-
tration of the cross-linking agent increases, the gel-forming
time gradually decreases, and the gel-forming strength first
increases and then decreases. This is because when the con-
centration of tannin is constant, the number of reactive

groups is determined. As the concentration of the cross-
linking agent increases, the reaction speed increases, the
gel-forming time is shortened, and the gel strength increases.
However, when the cross-linking agent concentration is too
high, the system will be excessively cross-linked, the gel is
easily dehydrated, and the strength becomes low. When
the cross-linking agent concentration is 2.8% to 3.0%, the
gel-forming time of the system is 9.5 hours, and the gel
strength is level I, which meets the evaluation standard.
Therefore, the preferred concentration of the formaldehyde
cross-linking agent is 3.0%.

Experiments have found that when the content of the
aldehyde cross-linking agent reaches 3.2% and above, the
formed gel is prone to dehydration after a period of time,
and then, the gel strength is greatly reduced. This phenome-
non is caused by over-cross-linking of the cross-linking
agent.

3.1.3. Effect of Phenol Cross-Linking Agent Concentration.
After keeping the tannin concentration at 3.0%, the formal-
dehyde cross-linking agent concentration at 3.0%, and the
accelerator (MnSO4) concentration at 0.05% (unchanged)
and changing the phenol concentration (0.5% to 3.0%), the
experimental results were recorded and investigated for the
gelation of the tannin system under different phenol cross-
linking agent concentrations. The experimental results are
shown in Figure 13.

(a) 0.2% (b) 3%

(c) 7%

Figure 11: Performance of the gel under different tannin concentrations.
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The experimental results show that the performance of
the plugging agent varies with the phenol cross-linking
agent, similar to that of the formaldehyde cross-linking
agent. When the concentration of the phenol cross-linking
agent is less than 0.5%, the cross-linking strength of the sys-
tem is too low; when the concentration is 1.0% to 2.0%, the
greater the concentration of phenol cross-linking agent, the
shorter the gelation time of the system and the stronger
the gel formed. However, when its concentration exceeds
2.0%, the gel strength of the system is weakened because
when the concentration of the phenol cross-linking agent
is low, it cannot form an effective network structure with
the sulfonated tannin and can only interact with the formal-
dehyde cross-linking agent at a local position. The interac-

tion of molecules involved in the cross-linking reaction
results in poor gelation strength of the system. With the
gradual increase in the concentration of the phenol cross-
linking agent, more molecules can react with the formalde-
hyde cross-linking agent in the main body of the gel-
forming solution, and the formed structure can be interlaced
with the main network structure formed by the sulfonated
tannin to make the system whole. The structure is tighter,
and the strength gradually increases, but when the concen-
tration of the phenol cross-linking agent exceeds a certain
value, too many formaldehyde cross-linking agent molecules
will preferentially react with the phenol cross-linking agent,
weakening the main structure of the system and leading to a
blocking agent. The strength is slightly reduced. Therefore,
the concentration of the phenol cross-linking agent is prefer-
ably 1.0%.

3.1.4. Effect of MnSO4 Accelerator Concentration. After the
sulfonated tannin reacted with phenol, the inorganic salt
MnSO4 was used to chelate the tannin to promote the
cross-linking reaction. In the experiment, Western China
tight oilfield formation water was used to prepare the solu-
tion, keeping the tannin concentration at 3.0%, the formal-
dehyde cross-linking agent concentration at 3.0%, the
phenol cross-linking agent concentration at 1.0%, and the
accelerator concentration between 0.01% and 0.1%. The
experimental results were recorded and investigated for the
gelation of the tannin system under different accelerator
concentrations. The experimental results are shown in
Figure 14.

The experimental results show that as the concentration
of the accelerator increases, the gelation time is gradually
shortened, the gelation strength does not change much,
and the strength level (I) basically remains unchanged
because the transition metal salt has a chelation reaction
with tannin to promote the cross-linking reaction. When
the concentration of the cross-linking agent is constant,
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Figure 13: The effect of phenol cross-linking agent concentration on the gel formation and strength of the system.
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adding the accelerator can increase the reaction speed of the
system and shorten the gel-forming time. When the concen-
tration of the accelerator is 0.05%, the gel-forming effect of
the system meets the evaluation criteria. Considering the
actual economic benefits, the preferred accelerator concen-
tration is 0.05%. The actual gel-forming diagram is shown
in Figure 15.

3.2. Gel Strength

3.2.1. Effect of Temperature. After taking the preferred for-
mula
(-
3:0%sulfonated tannin + 3:0%formaldehyde cross‐linking
agent + 1:0%phenol cross‐linking agent + 0:05%accelerator)
and placing it in a thermostat at different temperatures, the
experimental results were recorded and investigated for the
temperature resistance of the system. The gel was prepared
at 104°F, 140°F, 176°F, 212°F, 248°F, 284°F, 302°F, and
320°F. The gelation time was used as an indicator to evaluate
the gelling ability of the bulk gel. The results are shown in
Figure 16. The experimental results show that the tannin

system cannot be gelled at 104°F. It can be gelled under the
temperature conditions of 140°F to 320°F. When the temper-
ature is between 140°F and 248°F, the strength of the gel is H
grade, and when the temperature is before 248°F-320°F, the
gel strength is I grade. As the temperature increases, the
gelation time of the system decreases, indicating that the sys-
tem has good temperature resistance stability.

3.2.2. Effect of Aging Time. The gel was aged at 302°F for 30
days. The storage modulus was used as an indicator to eval-
uate the stability of the bulk gel. The results are shown in
Figure 17. The experimental results show that gels with
2.4% and 3.2% cross-linking agent mass fraction will
decrease the mechanical strength of the gel to a certain
extent as the aging time increases. The higher the cross-
linking agent mass fraction, the more obvious the decrease
in gel storage modulus. The storage modulus of the bulk
gel with 3.0% tannin and 2.8% cross-linking agent mass frac-
tion decreased from 2.74 to 2.54 Pa within 30 days. The stor-
age modulus of the gel with 3.0% tannin and 3.0% cross-
linking agent mass fraction decreased rapidly in the first 15
days (from 4.85 to 3.41 Pa); the later storage modulus
decreased slightly and finally decreased to 3.13 Pa. However,
the gel with 3.0% tannin and 3.2% cross-linking agent mass
fraction was completely dehydrated when it was aged for 13
days. This shows that the dense structure in the gel can slow
the release rate of bound water to a certain extent, but as the
mass fraction of cross-linking agent increases, the degree of
intermolecular cross-linking reaction increases. When the
mass fraction of the cross-linking agent is too high, the for-
mation reaction of multinuclear hydroxyl bridge ions moves
relatively quickly to the right, resulting in excessive cross-
linking. During a certain aging time, the spatial network
structure of the gel system is destroyed due to syneresis,
and the final strength is significantly reduced. Therefore,
the gel with too high a mass fraction of cross-linking agent
has poor stability and is not suitable for reasonable and
effective control of the reservoir.

3.2.3. Effect of pH Value. After taking the preferred formula
(-
3:0%sulfonated tannin + 3:0%formaldehyde cross‐linking
agent + 1:0%phenol cross‐linking agent + 0:05%accelerator),

(a) Main view (b) Top view

Figure 15: Preferred accelerator concentration tannin gel (accelerator 0.05%).
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Figure 16: The effect of temperature on the gel-forming effect of
the system.
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adjusting the pH of the system, and placing it in a thermo-
stat, the experimental results were recorded and investigated
for the effect of pH on the performance of the tannin system.
The experimental results are shown in Figure 18. With the
increase in pH value, the gelation time of the tannin system
gradually decreases, and the gel strength first increases and
then decreases. This is because the B ring in the tannin sys-
tem only reacts when the pH value is higher than 10 or in
the presence of metal ions. A pH value higher than 10 will
reduce the gelation time, and the network structure of the
system will be affected in a strongly alkaline environment.
If it is destroyed, it cannot be cross-linked or the cross-
linked structure fails, which reduces the strength of the sys-
tem. The experimental results also confirm this point; that is,
under the same conditions as other components, without
adjusting the pH value, the tannin solution (pH = 3 – 5) is
not easy to gel, and the strength of the plugging agent is rel-
atively weak.

The reaction of tannin and formaldehyde mainly occurs
in the A ring, as shown in Figure 19(a). When the pH value
is higher than 10, the B ring can react with formaldehyde
[46], as shown in Figure 19(b).

Therefore, the suitable pH value of the tannin system is 6
to 10. At the same time, if the blockage needs to be removed
at a later stage, an acid solution of pH < 5 or an alkaline
solution of pH > 10 can be used to remove the blockage.

Through experimental screening, the final optimized
formula of the high-temperature-resistant tannin system is
as follows: 3:0%sulfonated tannin + 3:0%formaldehyde cross
‐linking agent + 1:0%phenol cross‐linking agent + 0:05%
MnSO4 accelerator.

3.2.4. Effect of Erosion Resistance. The core parameters used
and the experimental results are shown in Table 4. The 6PV

was continuously displaced by water injection at a constant
flow rate, the pressure changes were recorded, and the scour
resistance of the plugging agent was investigated. The varia-
tion of injection pressure with injection amount is shown in
Figure 20.

The experimental results show that the injection pres-
sure first increases and then decreases with the increase of
the injected water. When the injection amount is 1.0 PV,
the injection pressure reaches the maximum value, and the
plugging rate can still reach 93.8% when the injection
amount is 6 PV, indicating that the tannin extract system
has good erosion resistance.

3.3. Characterization of Young’s Modulus of Dispersed Gel.
According to the gel-forming performance test results of
the gel-forming liquid with different cross-linking agent
concentrations, it was found that when the mass fraction
of the sulfonated tannin is controlled at 3.0%, the mass frac-
tion of the cross-linking agent increases from 2.2% to 2.4%,
the macrostrength code assesses the gel at level H, and the
storage modulus value measured by the rheological parame-
ter method rises from 0.95 to 1.41 Pa. Then, the difference in
the mechanical properties of the dispersion prepared by
shearing the gel with the same strength code and different
storage moduli will further increase, which will impact the
effect of the dispersed gel in plugging the reservoir.

Therefore, Young’s modulus (E) of the dispersed gel was
measured using the peak force mode of an atomic force
microscope. Because the dispersed gel sample belongs to
the state of soft particles and is dispersed in the liquid phase,
a probe with a small elastic constant (1.0N/m) was selected
for measurement in a liquid environment. The force-
distance curve of each pixel in the imaging process of the
dispersed gel in a liquid environment was recorded in real
time, and Young’s modulus of the micro-nano-scale dis-
persed gel was obtained by fitting calculation. Because the
micro-nano-scale dispersed gel particles were low-viscosity
samples, there was a certain adhesive force when the needle
tip interacted with the dispersed gel sample, but it was small.
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Figure 18: The change trend of gel strength with pH.
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Therefore, the Hertz model was not considered [47]. The
JKR model under high adhesion experimental conditions is
not suitable for characterizing Young’s modulus of dispersed
gel [48]. Therefore, Young’s modulus of the micro-nano-
scale dispersed gel was obtained by fitting the calculation
of the DMT model [49]. During the experiment, parameter
settings such as the peak force of each dispersed gel sample
were always consistent with the test area.

Figure 21 shows the variation of the gel storage modulus
and Young’s modulus of the dispersed gel with the mass
fraction of the cross-linking agent. It can be seen from the
figure that when the mass fraction of the cross-linking agent
is between 2.4% and 3.2%, as the mass fraction of the cross-
linking agent increases, Young’s modulus of the dispersed
gel increases from 15.9 to 63.3 kPa, showing a linear
increase. This trend is consistent with the change law of
gel storage modulus on a macroscale. This linear increase
law can be explained as when the mass fraction of the
cross-linking agent increases, the cross-linking density
between the polymer and the cross-linking agent increases
greatly, the gel space network structure becomes denser,
and the strength increases. The fracture of the prepared dis-
persed gel at the joint is relatively reduced, its phase defor-
mation ability is reduced accordingly, and Young’s
modulus of the dispersed gel measured under the same peak
force increases.

Young’s modulus of micro-nano-scale dispersed gel is
obviously higher than that of macroscale gel. The change
in geometrical scale will lead to a significant increase in the
order of molecules [50] and, at the same time, will increase
the surface tension and thus change the mechanical proper-
ties of the sample. The storage modulus of the gel was mea-
sured by a dynamic shear rheometer under sinusoidal shear
oscillation. It was used to indicate the storage of the gel’s
shear deformation capacity, that is, the elasticity of the gel.
Young’s modulus of the dispersed gel is measured by an
atomic force microscope. The external load of atomic force
microscopes (AFM) directly acts on the surface of the dis-
persed gel sample. Its Young’s modulus represents the ability

of the dispersed gel to withstand unidirectional compressive
stress and produce compression deformation.

The flexible particles of dispersed gel are not affected by
the shear of the formation when they migrate in the porous
medium and may be subjected to compression effects such
as shape deformation when they pass through the pore
throat [51]. When controlling the dominant channel and
plugging the high-permeability layer, the gel may also be
squeezed. Therefore, measuring Young’s modulus of the dis-
persed gel under compression can be used to effectively and
quantitatively characterize its mechanical strength. Under
the combined influence of the two factors of geometric scale
and physical principle, the measured Young’s modulus of
the dispersed gel and the storage modulus of the gel cannot
be directly compared numerically, but there is a linear rela-
tionship between them.

3.4. Evaluation of the Plugging Performance of Dispersed Gel.
The artificially fractured core made from the natural core of
the tight oil reservoir was used for physical simulation test-
ing, and the prepared tannin dispersion was injected into
the natural core. The injection pressure at a flow rate of
0.1mL/min was investigated to characterize the injection
performance and plugging performance of the dispersed
gel. The change in the experimental residual resistance coef-
ficient is shown in Table 3. When the mass fraction of the
cross-linking agent increases from 2.6% to 2.8%, Young’s
modulus of the dispersed gel rises from 18.74 to 36.06 kPa,
indicating that the two systems have little difference. With
the further increase of the mass fraction of the cross-
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Figure 19: The reaction formula of tannin and formaldehyde.

Table 4: Erosion resistance performance evaluation test results.

Core
number

Permeability
(10–3 μm2)

Injection
blocking
agent
(PV)

After continuous
displacement of
6 PV water

permeability (10–
3 μm2)

Blocking
rate (%)

Core #1 1726.1 0.5 106.5 93.8
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Figure 20: Plugging agent scour test.
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linking agent to 3.0%, Young’s modulus of the dispersed gel
increases relatively dramatically, and the residual drag coef-
ficient also increases significantly. The experimental results
are shown in Table 5. The plugging rate of different formu-
lations of the plugging agent is above 94%, and the plugging
rate of the preferred formulation is above 97%, indicating

that the tannin system has good plugging performance and
can meet the needs of reservoirs. As shown in Figure 22,
Young’s modulus of the dispersed gel has a good linear rela-
tionship with the core plugging rate. Under the premise of
ensuring the stability of the body gel, Young’s modulus of
the dispersed gel increases, and the plugging effect is better.

4. Conclusions

The conclusions of this study are listed as follows.

(1) Through experimental screening, the final optimized
formula of the high-temperature-resistant tannin
system is 3:0%sulfonated tannin + 3:0%
formaldehyde cross‐linking agent + 1:0%phenol
cross‐linking agent + 0:05%MnSO4 accelerator

(2) Young’s modulus of the corresponding dispersed gel
can be adjusted by adjusting the gel formula. When
the mass fraction of tannin is 3.0% and the mass
fraction of cross-linking agent increases from 2.4%
to 3.0%, the cross-linking density increases, and the
storage modulus of the gel increases from 1.43 to
4.85Pa. Young’s modulus of the dispersed gel
obtained by physical shearing of the gel increases
from 18.74 to 63.89 kPa

(3) When Young’s modulus of the dispersed gel
increases from 18.74 to 63.89 kPa, the blocking rate
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Figure 21: Variation of gel storage modulus and dispersed gel’s Young’s modulus with the mass fraction of cross-linking agent.

Table 5: Blocking rate of tannin plugging agent.

Core
number

Mass fraction of
formaldehyde (%)

Gel storage modulus
G′ (Pa)

Young’s modulus of dispersed
gel E (kPa)

Kw0 (10
–

3 μm2)
Kw2 (10

–

3 μm2)
Frr

Blocking
rate (%)

Test #1 2.6 1.43 18.74 1726.1 101.8 16.95 94.11

Test #2 2.8 2.74 36.06 1688.3 87.8 19.22 94.82

Test #3 3.0 4.85 63.89 1696.3 43.3 39.17 97.44

Blocking rate 
Linear Fit

Bl
oc

ki
ng

 ra
te

 (%
)

Young's modulus of gel dispersion E (kPa)

Intercept 92.46292 ± 0.62315
Slope 0.07567 ± 0.01425
R^2 0.93146
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Figure 22: The plugging rate of dispersed gel varies with Young’s
modulus.
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increases from 94.11% to 97.44%. Seeking the range
of Young’s modulus corresponding to excellent
application performance of the dispersed gel pro-
vides a theoretical basis for improving the unconven-
tional ability of dispersed gel to control tight oil
reservoirs
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After a shale gas reservoir is fractured, hydraulic fractures interweave with natural fractures to form a fracture network. Numerical
simulation based on the continuous fracture network model is a relatively economical and convenient method to predict fracture
network morphology and size in the field application. However, some important factors, such as fracture height variation and
filtration loss, have not been considered in the past continuous fracture network models. Therefore, this paper is aimed at
establishing a novel continuous fracture network model to improve simulation accuracy. Firstly, this paper established a method to
judge whether natural fractures develop or not. Then, a novel continuous fracture network model considering fracture height
variation and asymmetry, filtration loss, fluid flow, and other key factors was established, and the forward algorithm and inverse
algorithm of the model were proposed. At last, this model was applied in a field case to verify accuracy, and the average accuracy is
more than 90%. Compared with the traditional Meyer software, the average error of prediction was reduced by 7.86%.

1. Introduction

Hydraulic fracturing has been used commonly in the devel-
opment of shale gas reservoirs to initiate several dominant
hydraulic fractures from the wellbore [1–4]. The technique
is aimed at opening the widely existing natural fractures in
the shale formation and generating the largest possible
hydraulic fracture network for transporting hydrocarbon to
the wellbore [5–9]. Thus, accurate knowledge of the fracture
initiation and propagation of hydraulic fractures is signifi-
cant for optimizing the fracturing treatment design and, ulti-
mately, improving well productivity [10–12].

Many key parameters affect the complexity of a fracture
network, including the existence of natural fractures, anisot-
ropy of stress, and heterogeneity of rock properties [13, 14].

Moreover, simulating hydraulic fracture propagation in a
formation with preexisting natural fractures is very complex
and requires proper consideration of key physical elements,
including fracture propagation [15], fluid flow in the fracture
networks [16], fracture height growth [17], interaction
between hydraulic and natural fractures [18], and proppant
transport in the fracture networks [19]. Microseismic and
other geophysical methods are the main techniques for
monitoring a fracture network in a shale reservoir [20].
However, the uncertainty of microseismic events and the
high cost of fracture monitoring make the implementation
of these techniques difficult for multiple wells [21].

Numerical simulation is a relatively economical and con-
venient method to predict fracture morphology and size
[22]. Different modeling approaches have been developed
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recently to simulate fracture networks, mainly divided into
the discrete fracture network model [23, 24] and the contin-
uous fracture network model. The main difference between
these two models is that the discrete model fully considers
the influence of natural fractures, while the continuous
model uses the orthogonal fracture model to approximately
describe the natural fracture network. In theory, the discrete
model is closer to reality. However, in field applications, nat-
ural fracture diagnosis is limited by technology and high
cost. Therefore, both methods have their own research value.
This paper is aimed at developing and applying a new con-
tinuous fracture network model.

The important breakthroughs in the development of
fracture network models are summarized below: In 2008,
Olson presented a continuous fracture network model capa-
ble of predicting hydraulic fracture propagation and interac-
tion with preexisting natural fractures [25]. However, the
model is based on fracture mechanics alone and does not
include fluid flow or proppant transport. From 2009 to
2010, Xu et al. proposed a wire-mesh model to estimate frac-
ture network dimensions and proppant placement in a net-
work [26, 27]. This model has the advantage of fast
computation speed due to being a semianalytical solution.
But its fracture network pattern (i.e., fracture spacing) is rel-
atively simple in simulating the geometric shape of fractures.
In addition, the wire-mesh model neglects changes in frac-
ture height and filtration of fracturing fluid. After 2011,
Meyer established a relatively complete continuous fracture
network model and developed commercial software [28],
but its core problem was that the algorithm of model was
not fully published, and this model did not take into account
asymmetry of fracture height. In recent years, the discrete
fracture network (DFN) model proposed by Meyer has been
improved and extended by many scholars [29, 30]. For
example, in 2017, Nejadi et al. proposed history matching
and uncertainty quantification of DFN models in fractured
reservoirs [31]. In 2020, Yao et al. discussed the role of nat-
ural fracture characteristics on the performance of hydraulic
fracturing for deep energy extraction using DFN [32]. In
2021, Hyman and Dentz discussed the transport upscaling
under flow heterogeneity and matrix-diffusion in three-
dimensional DFN [33]. The development of the fracture net-
work model is summarized in Table 1.

From the above literature review, a number of remaining
challenges need to be resolved. To properly simulate the
propagation of continuous fractures developed during
hydraulic fracturing and get more accurate simulation
results, a new model is needed. Therefore, this work
researches the mechanical mechanism associated with frac-
ture network formation based on fracture mechanics and
proposes a kind of extended model of a continuous fracture
network. This study establishes a mathematical model of the
fracture network, including equations of width, fracture
length, and fracture height. The model solves a system of
equations governing fracture deformation, height growth,
fluid flow, and proppant transport so as to predict the size
of a complicated fracture network more accurately.

The paper is organized as follows. Firstly, it provides
mechanical condition requirements related to fracture net-

work formation to determine whether natural fractures have
developed or not. Secondly, it establishes a continuous frac-
ture network extension model according to the propagation
law of continuous fracture networking and considers the
change in fracturing fluid filtration and fracture height.
Finally, it uses field experimental data to verify the accuracy
of the model.

2. Mechanical Mechanism of Fracture Network
Formation Based on Fracture Mechanics

Warpinski et al. [28, 34, 35] pointed out that fracture net-
works are the result of interaction between hydraulic frac-
tures and natural fractures; researchers have held that a
continuous fracture network consists of one main fracture
and several branch fractures, as shown in Figure 1. The
key to fracture network formation lies in the fact that branch
fractures develop around the main fracture [36, 37]. Some
natural fractures develop, while some do not. This work
studied the mechanical mechanism of reservoir formation
with and without natural fracture development.

2.1. Mechanical Condition Requirements for Reservoir
Formation with Natural Fracture Development. For reser-
voirs with natural fracture development, when the net pres-
sure in the main fracture of a certain length increases after
its formation, a natural fracture or weak plane opens, and
then, a fracture network is formed. At present, the linear cri-
terion put forward by Warpinski and Teufel [38, 39] is the
most widely used fracture propagation criterion. The
mechanical condition requirements for the formation of
branch fractures in a fracture network can be analyzed based
on the fracture propagation of a naturally fractured reser-
voir. Figure 2 shows a diagram of a reservoir fracture net-
work with natural fracture development.

The closed natural fracture (or weak plane) is acted on
by the maximum horizontal principal stress (σH) and mini-
mum horizontal principal stress (σh) of the far-field, and its
angle from the maximum horizontal principal stress is θð0
< θ < ðπ/2ÞÞ.

According to the 2D linear elastic theory, shear stress
and normal stress can be expressed as follows [40]:

τ = −
σH − σh

2 sin 2θ, ð1Þ

σn =
σH + σh

2 −
σH − σh

2 cos 2θ: ð2Þ

According to the Warpinski criterion widely applied to
fracture propagation of naturally fractured reservoirs, when
the fluid pressure of a natural fracture is larger than its nor-
mal stress, fracture extension will occur [41] as follows:

p tð Þ > σn +△pnf tð Þ, ð3Þ
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△pnf tð Þ = 4 p tð Þ − p0½ �
π

〠
∞

n=0

1
2n + 1 ∗ exp −

2n + 1ð Þ2π2knf t

4ϕnf μCtL
2
f

" #

� sin 2n + 1ð Þπ
2 :

ð4Þ
When two fractures intersect, the hydraulic fracture end

is connected with the natural fracture, and fracturing fluid
floods into the natural fracture. The pore pressure of the nat-
ural fracture’s near wall is as follows:

p tð Þ = σh + pnet tð Þ: ð5Þ

By substituting Equations (2) and (5) into Equation (3),
the net pressure required for the tension fracture of the nat-
ural fracture is as follows:

pnet tð Þ >
σH − σh

2 1 − cos 2θð Þ +△pnf tð Þ: ð6Þ

When θ = ðπ/2Þ, the net pressure reaches the maximum:

pmax = σH − σhð Þ +△pnf tð Þ: ð7Þ

According to the Warpinski criterion, when the pres-
sure in the natural fracture is low, normal stress acting
on the fracture surface is pressure stress, and the fracture
is closed. When the shear stress acting on the natural frac-
ture is high, the shear slip of the natural fracture will
occur easily [42]:

τj j > τ0 + Kf σn − p tð Þð Þ: ð8Þ

Effective shear stress (τe) acting on fracture surface is
as follows:

τe = τj j − τ0 − K f σn − p tð Þð Þ: ð9Þ

The fracture criterion of a compression shear fracture
is as follows:

KΠ = KΠc, ð10Þ

KΠ = τe
ffiffiffiffiffi
πl

p
: ð11Þ

By substituting Equations (1), (2), and (11) into Equa-
tion (9), we get critical pressure (pc) for the occurrence of
shear slip and branch fracture formation:

pc =
1
Kf

KΠcffiffiffiffiffi
πl

p + τ0

� �
+ σH + σh

2 −
σH − σh

2 cos 2θ + sin 2θ
Kf

 !
:

ð12Þ

According to Equation (12), when θ = ðπ/2Þ, the net
pressure is the largest, and pmax is as follows:

pmax =△σ + τ0
Kf

: ð13Þ

The natural fracture surface is unbounded (τ0 = 0). Net
pressure required for shear slip is horizontal principal
stress difference (Δσ).

According to Equations (7) and (13), maximum net
pressure is positively correlated with . Therefore, the reduc-
tion in initial horizontal stress difference can help expand
the fracture network fully.

Table 1: Comparison of different continuous fracture network models.

Reference Time Base Innovation

Olson [25] 2008 Original Continuous fracture network model

Xu et al. [26, 27] 2009 CFN Semianalytical solution model

Meyer et al. [28] 2011 CFN Relatively complete model and software

Nejadi et al. [31] 2017 DFN History matching and uncertainty quantification

Yao et al. [32] 2020 DFN Role of natural fracture characteristics

Hyman and Dentz [33] 2021 DFN Transport upscaling under flow heterogeneity and matrix-diffusion

Nature
fracture

Hydraulic
fracture

Wellbore

Fracture turning point
Fracture branch point
The extension direction of the
branch fracture after steering

Y

X

σH

σh σhθ

σH

Figure 1: Schematic diagram of the formation of a fracture network.
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The calculation formula for the difference between two hor-
izontal principal stresses of a reservoir can be derived based on
the maximum horizontal principal stress formula [(36)]:

△σ = 2σh − Pi − Pf + St: ð14Þ

Therefore, according toΔσ, combined with the net pressure
in the fracture propagation model, a judgment can be made on
whether a fracture network can be formed.

2.2. Mechanical Condition Requirements for Reservoir
Formation without Natural Fracture Development. For a res-
ervoir formation without natural fracture development,
branch fractures in the rock body are required for fracture
network formation [43]. According to the mechanical model
shown in Figure 3, there is an elliptical fracture in the infi-
nite field with the major semiaxis Lf and the minor semiaxis
w. At infinity, the major semiaxis is acted on by pressure
stress (σH) and the minor semiaxis (σh); there is uniform
pressure action in the fracture.

Boundary conditions:
At y = 0, jxj < l f ,

σy = −pnet, τxy = 0: ð15Þ

At
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
⟶∞,

σx ⟶ σH , σy ⟶ σh, τxy ⟶ 0: ð16Þ

Expressions of σx, σy, and τxy can be obtained according
to the solutions for plane problems of elastic mechanics.
Stress distribution on the fracture surface is expressed as fol-
lows:

σθ = −
1 − 3m2 + 2m cos 2θ
1 +m2 − 2m cos 2θ pnet +

1 −m2 − 2m + 2 cos 2θ
1 +m2 − 2m cos 2θ σh +

1 −m2 + 2m + 2 cos 2θ
1 +m2 − 2m cos 2θ σH ,

σp = −pnet,
τpθ = 0,

8>>><
>>>:

ð17Þ

where m = ðl f −wÞ/ðl f +wÞ.

Because l f ≫w, m ≈ 1, and putting into Equation (8), we
obtain the following:

σθ = pnet − σh + σH : ð18Þ

According to the elastic failure criterion, setting σθ = −St ,
we obtain the following:

pnet = − σH − σhð Þ − St: ð19Þ

Therefore, when the value of net pressure in a fracture is
larger than ðσH − σhÞ + St, the fracture in the rock body breaks
and forms branch fractures, and then, a fracture network is
formed.

To sum up, mechanical condition requirements for a
fracture network in a naturally fractured reservoir lie in net
pressure in the constructed fracture exceeding the horizontal
principal stress difference of the reservoir. For a fracture net-
work in a reservoir without natural fracture development,
mechanical condition requirements lie in the fracture break-
ing in the rock body and the value of net pressure in the frac-
ture being larger than the sum of horizontal principal stress
difference and reservoir tensile strength.

3. Continuous Fracture Network Modeling

The physical model of network fractures is shown in Figure 4,
which is composed of two clusters of orthogonal equally spaced
vertical fractures. They are elliptical in the transverse direction,
but the fracture height is not constant in the longitudinal

Nature fracture or weak
cementation surface

Hydraulic
fracture

Wellbore

σh

σH

σh

σH
θ

Figure 2: Schematic diagram of a naturally fractured reservoir fracture network.

σh

σHO

w

lf lf

x

y

Figure 3: Schematic diagram of a naturally fractured reservoir
fracture network.
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direction, so they can be asymmetric in the upper and lower
directions. The advantage of this physical model is that when
the distribution of natural fractures is not clear, natural fractures
and other factors are contained in the model, and it is a reason-
able approximation of fractures in complex networks.

3.1. Building Fracture Network Modeling. In order to estab-
lish the mathematical model of the fracture network, the
coordinate system was established. The origin of the coordi-
nates was taken as the shaft injection point, the x axis was
the direction of the maximum horizontal principal stress,
and the y axis was the direction of the minimum horizontal
principal stress. Suppose that the half-length of elliptical net-
work fracture on x axis and y axis is Lx and Ly, respectively,
and the fracture spacing on x axis and y axis is dx and dy,
respectively, then the number of fractures parallel to x axis
and y axis is 2ny + 1 and 2nx + 1, where

nm = int Lm
dm

� �
  m = x, yð Þ: ð20Þ

According to the elliptic equation, the half-length of the j
th fracture parallel to the x axis is

Lxj = Lx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

jdy
Ly

 !2
vuut   j = 0,±1,⋯,±ny

� �
: ð21Þ

The half-length of the ith fracture parallel to the y axis is

Lyi = Ly

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − idx

Lx

� �2
s

  i = 0,±1,⋯,±nxð Þ: ð22Þ

In the process of network fracture propagation, the fluid
flows from the center of the ellipse to the edge of the ellipse
and presents laminar flow in the fracture. The mathematical
model describing network fracture propagation is established
by considering fracture fluid filtration and fracture height
variation.

3.1.1. Volumetric Equilibrium Equation. According to the
principle of mass conservation and ignoring fluid compress-
ibility and initial filtration loss of fracturing fluid, the volume
of fracturing injection is equal to the sum of the volume of
network fractures and the filtration loss volume of fracturing
fluid, that is

ðt
0
q τð Þdτ = V f x tð Þ +V f y tð Þ� �

− Vlx tð Þ +Vly tð Þ� �
, ð23Þ

where V f x and V f y are the volume of fractures parallel to x
axis and y axis, respectively. Vlx and Vly are the filtration
volume of fracturing fluid for fractures parallel to x axis
and y axis, respectively.

According to the morphology and composition of the
fracture network, the cross-section of fractures parallel to
the x axis is approximately elliptical, and the volume of frac-
tures is

V f x = 〠
ny

j=−ny

ðLxj
−Lxj

π

4 wxjhxjdx, ð24Þ

where wxj is the fracture width of the jth fracture parallel to
the x axis. hxj is the fracture height of the jth fracture parallel
to the x axis.

Similarly, the volume of the fracture parallel to the y axis
is

V f y = 〠
nx

i=−nx

ðLyi
−Lyi

π

4 wyihyidy, ð25Þ

where wyi is the fracture width of the ith fracture parallel to
the y axis. hyi is the fracture height of the ith fracture parallel
to the y axis.

The volume of the fracture is equal to the sum of the vol-
ume of fractures parallel to the x axis and the volume of frac-
tures parallel to the y axis, that is:

Vf = 〠
ny

j=−ny

ðLxj
−Lxj

π

4 wxjhxjdx + 〠
nx

i=−nx

ðLyi
−Lyi

π

4 wyihyidy: ð26Þ

According to the morphology and composition of the
fracture network, the fracturing fluid filtration volume of
fractures parallel to the x axis can also be obtained by the fol-
lowing equation:

Vlx = 〠
ny

j=−ny

ðLxj
−Lxj

ðt
0

2hxjCLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t − τ0 sð Þp dsdx: ð27Þ

The fracturing fluid filtration volume of the fracture par-
allel to the y axis is

Vly = 〠
nx

i=−nx

ðLyi
−Lyi

ðt
0

2hyiCLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t − τ0 sð Þp dsdy: ð28Þ

3.1.2. Fracture Width Equation. In the jth fracture parallel to
the x axis, considering the variation of crustal stress in the
longitudinal direction, when the fracture penetrates the
upper and lower layers (hxj ≥Hp), the net pressure distribu-
tion in the fracture is

x

z

y

Figure 4: Schematic diagram of a continuous fracture network.
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Δpxj zð Þ =
pxj − σhu axj ≤ z ≤ lxj

pxj − σh bxj ≤ z ≤ axj

pxj − σhl −lxj ≤ z ≤ bxj

8>><
>>:   j = 0,±1,⋯,±ny

� �
,

ð29Þ

where

lxj =
hxj
2 =

hxju + hxjl
2 ,

axj =
Hp + hxjl − hxju

2 ,

bxj =
−Hp − hxjl + hxju

2 :

ð30Þ

According to the elastic deformation theory, the net
pressure in the fracture is decomposed into the sum of even
stress distribution and odd stress distribution, and then, the
fracture width profile is calculated by the England and Green
formulas. After deduction, the fracture width is

wxj =
4 1 − v2
� �

lxj
E

pxj − σh

� �
−
4 1 − v2
� �

lxj
πE

σhu − σhð Þ

� cos−1
axj
lxj

−
axj
lxj

ln
lxj +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2xj − a2xj

q
axj

0
@

1
A −

4 1 − v2
� �

lxj
πE

σhl − σhð Þ

� cos−1
bxj
lxj

−
bxj
lxj

ln
lxj +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2xj − b2xj

q
bxj

0
@

1
A  j = 0,±1,⋯,±ny

� �
:

ð31Þ

When the fracture does not penetrate the overlying and
underlying strata (hxj <Hp) or the longitudinal variation of
crustal stress is ignored, the fracture width of the jth fracture
parallel to the x axis is

wxj =
2 1 − v2
� �

hxj
E

pxj − σh
� �

  j = 0,±1,⋯,±ny
� �

: ð32Þ

Similarly, when the fracture penetrates the upper and
lower layers (hyi ≥Hp) or the longitudinal variation of
crustal stress is ignored, the fracture width of the ith fracture
parallel to the y axis is

wyi =
4 1 − v2
� �

lyi
E

pyi − σH

� �
−
4 1 − v2
� �

lyi
πE

σHu − σHð Þ

� cos−1
ayi
lyi

−
ayi
lyi

ln
lyi +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2yi − a2yi

q
ayi

0
@

1
A −

4 1 − v2
� �

lyi
πE

σHl − σHð Þ

� cos−1
byi
lyi

−
byi
lyi

ln
lyi +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2yi − b2yi

q
byi

0
@

1
A  i = 0,±1,⋯,±nxð Þ,

ð33Þ

where

lyi =
hyi
2 =

hyiu + hyil
2 ,

ayi =
Hp + hyil − hyiu

2 ,

byi =
−Hp − hyil + hyiu

2 :

ð34Þ

When the fracture does not penetrate the upper and
lower layers (hyi <Hp) or the longitudinal variation of
crustal stress is ignored, the fracture width of the ith fracture
parallel to the y axis is

wyi =
2 1 − v2
� �

hyi
E

pyi − σH
� �

  i = 0,±1,⋯,±nxð Þ: ð35Þ

3.1.3. Fracture Height Equation. According to the theory of
linear elastic fracture mechanics, when the fracture penetrates
the upper and lower layers (hxj ≥Hp), the stress intensity fac-
tor at the upper and lower ends of the jth fracture parallel to
the x axis is

KIu =
1ffiffiffiffiffiffiffiffi
πlxj

q ð lx j
−lx j

Δpxj

ffiffiffiffiffiffiffiffiffiffiffiffi
lxj + z

lxj − z

s
dz, ð36Þ

KIl = −
1ffiffiffiffiffiffiffiffi
πlxj

q ð−lx j
lx j

Δpxj

ffiffiffiffiffiffiffiffiffiffiffiffi
lxj − z

lxj + z

s
dz: ð37Þ

According to the net pressure distribution in the fracture
and let KIu = KICu and KIl = KICl, the fracture height equation
of the jth fracture parallel to the x axis is

ffiffiffiffiffiffiffiffi
πlxj

q
KICu = πlxj pxj −

σhu + σhl
2

� �

+ σhl − σhð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lxj

2 − bxj
2

q
− lxj sin−1

bxj
lxj

 !

− σhu − σhð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lxj

2 − axj2
q

− lxj sin−1
axj
lxj

 !
,

ffiffiffiffiffiffiffiffi
πlxj

q
KICl = πlxj pxj −

σhu + σhl
2

� �

− σhl − σhð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lxj

2 − bxj
2

q
+ lxj sin−1

bxj
lxj

 !

+ σhu − σhð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lxj

2 − axj2
q

+ lxj sin−1
axj
lxj

 !
:

ð38Þ

When the fracture does not penetrate the upper and lower
layers (hxj <Hp) or the longitudinal variation of crustal stress
is ignored, the fracture height equation of the jth fracture par-
allel to the x axis is

KIC = pxj − σh
� � ffiffiffiffiffiffiffiffi

πlxj
q

  j = 0,±1,⋯,±ny
� �

: ð39Þ
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Similarly, when the fracture penetrates the upper and
lower layers (hyi ≥Hp), the fracture height equation of the
ith fracture parallel to the y axis is

ffiffiffiffiffiffiffi
πlyi

q
KICu = πlyi pyi −

σHu + σHl

2
� �

+ σHl − σHð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lyi

2 − byi
2

q
− lyi sin−1

byi
lyi

 !

− σHu − σHð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lyi

2 − ayi2
q

− lyi sin−1
ayi
lyi

 !
,

ffiffiffiffiffiffiffi
πlyi

q
KICl = πlyi pyi −

σHu + σHl

2
� �

− σHl − σHð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lyi

2 − byi
2

q
+ lyi sin−1

byi
lyi

 !

+ σHu − σHð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lyi

2 − ayi2
q

+ lyi sin−1
ayi
lyi

 !
:

ð40Þ

When the fracture does not penetrate the upper and
lower layers (hyi <Hp) or the longitudinal variation of
crustal stress is ignored, the fracture height equation of
the ith fracture parallel to the y axis is

KIC = pyi − σH

� � ffiffiffiffiffiffiffi
πlyi

q
  i = 0,±1,⋯,±nxð Þ: ð41Þ

3.1.4. Fluid Flow Equation. According to the mechanics
through porous media, the fluid flow equation in the jth
fracture parallel to x axis is

πλ
∂ϕ
∂t

= 1
x
∂
∂x

η 1 + ξð Þxwxjkf xj
μdx

∂pxj
∂x

� �
  j = 0,±1,⋯,±ny
� �

,

ð42Þ

where ξ is the axial ratio of the x axis to the y axis, ξ =
Lx/Ly. η is the complete elliptic integrals of the second kind,

η =
Ð π/2
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ð1 − ξ2Þ sin2s

p
ds. kf xj is the permeability of the

jth fracture parallel to the x axis.
Considering the flow in the fracture is in laminar, the

permeability of the jth fracture parallel to the x axis is

kf xj =
π2h2xj pxj − σh

� �
48E2 : ð43Þ

Substitute into the fluid flow equation, it can be
obtained:

∂ϕ
∂t

= π2 1 − v2
� �

η 1 + ξð Þ
24λE3μxdx

∂
∂x

xh3xj pxj − σh
� �3 ∂pxj

∂x

� �
: ð44Þ

Considering the change of porosity with pressure, it is
represented by rock compression coefficient, that is

CR =
1
ϕ

dϕ
dp

: ð45Þ

Integrate the above equation and the porosity can be
obtained by:

ϕ = ϕ0e
CR p−p0ð Þ, ð46Þ

where p0 is the initial pressure.
Expand the above equation by series, omit the infinites-

imal of higher order, and get

ϕ = ϕ0 CR p − p0ð Þ½ �, ð47Þ

so get

∂ϕ
∂t

= ϕ0CR
∂p
∂t

: ð48Þ

Thus, in the jth fracture parallel to the x axis, the fluid
flow equation is

∂pxj
∂t

= Ax xð Þ ∂
∂x

Bx pxj, x
� � ∂pxj

∂x

� �
  j = 0,±1,⋯,±ny
� �

,

ð49Þ

where

Ax xð Þ = π2 1 − v2
� �

η 1 + ξð Þ
24ϕ0CRλE

3μxdx
,

Bx pxj, x
� �

= xh3xj pxj − σh
� �3

:

ð50Þ

The initial conditions and boundary conditions are

pxj
			
t=0

= σh

pxj
			
x=Lxj

= σh,
∂pxj
∂x

				
x=Lxj

= 0

8>>><
>>>:

: ð51Þ

Similarly, in the ith fracture parallel to the y axis, the
fluid flow equation is

∂pyi
∂t

= Ay yð Þ ∂
∂y

By pyi, y
� � ∂pyi

∂y

� �
  i = 0,±1,⋯,±nxð Þ,

ð52Þ

where

Ay yð Þ = π2 1 − v2
� �

η 1 + ξð Þ
24ϕ0CRλE

3μydy
,

By pyi, y
� �

= yh3yi pyi − σH
� �3

:

ð53Þ
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The initial conditions and boundary conditions are

pyi
			
t=0

= σH

pyi
			
y=Lyi

= σH ,
∂pyi
∂y

				
y=Lyi

= 0

8>>><
>>>:

: ð54Þ

3.1.5. Coupling Conditions. Each fracture of the network
(whether parallel to x axis or y axis) is relatively independent
and interrelated, constituting a complex network fracture sys-
tem. Each fracture is described by its own fluid flow equation,
fracture width equation, and fracture height equation and is
controlled by volume balance equation. At the same time, there
is coupling condition; that is, the pressure at the origin of coor-
dinates is equal, expressed as

px0jx=0 = py0
			
y=0

: ð55Þ

3.2. Numerical Solution of the Fracture Network Model

3.2.1. Difference Method for Fluid Flow Equations. It is a non-
linear partial differential equation for the fluid flow equation
of the jth fracture parallel to the x axis. We use the implicit
scheme difference method to solve it, and the nonlinear prob-

lem is solved by the coefficient freezing method. Thus, the left
end of the fluid flow equation is discretized as follows:

∂pxj
∂t

≈
pxj
h in+1

k
− pxj
h in

k

Δt
: ð56Þ

The right end of the fluid flow equation is discretized as
follows:

Ax
∂
∂x

Bx

∂pxj
∂x

� �

≈ Ax½ �nk
Bx½ �nk+1/2 pxj

h in+1
k+1

− pxj
h in+1

k

� �
/Δx

� �
− Bx½ �nk−1/2 pxj

h in+1
k

− pxj
h in+1

k−1

� �
/Δx

� �
Δx

,

ð57Þ

where Δt is the time step and Δx is the length step in the x
direction.

Bx½ �nk+1/2 ≈
Bx½ �nk+1 + Bx½ �nk

2 ,

Bx½ �nk−1/2 ≈
Bx½ �nk + Bx½ �nk−1

2 :

ð58Þ

Start

Calculate the pressure in the net

No
Yes

Calculate the fracture height and fracture width

Output fracture half-length, fracture width, fracture height, fracture pressure and Vf

|Jd1| < ε

Jd2 > 0 Jd1 > 0

|Jd2| < ε

Input basic parameters, fracture spacing dx and
dy. Take the initial value Lx

0 and Ly
0. Let t = 0,

n = 0 and given precision 𝜀.

Lx = Lx
0

Lx
0 = (1+λ) Lx Ly

0 = (1+λ) Ly Lx
0 = (1–λ) Lx Ly

0 = (1–λ) Ly 

Ly = Ly
0

Yes

YesNo Yes No

Calculate SRV

Yes
No

No

t = t + Δt, n = n + 1

t ≥ T

Figure 5: Flow chart of the forward algorithm for numerical solution.
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Thus, the difference equation of the fluid flow equation is

−
Δt Ax½ �nk Bx½ �nk+1/2

Δxð Þ2 pxj
h in+1

k+1

+ 1 + Δt Ax½ �nk Bx½ �nk+1/2 + Bx½ �nk−1/2
� �

Δxð Þ2
 !

� pxj
h in+1

k
−
Δt Ax½ �nk Bx½ �nk−1/2

Δxð Þ2 pxj
h in+1

k−1
= pxj
h in

k
:

ð59Þ

These are tridiagonal linear equations with dominant
diagonal, which can be solved by the catch-up method com-
bined with their initial conditions and boundary conditions.

Similarly, for the ith fracture parallel to the y axis, the
difference equation of the fluid flow equation (3-108) can
be expressed as follows:

−
Δt Ay


 �n
k
By


 �n
k+1/2

Δyð Þ2 pyi
h in+1

k+1
+ 1 +

Δt Ay


 �n
k

By


 �n
k+1/2 + By


 �n
k−1/2

� �
Δyð Þ2

0
@

1
A

� pyi
h in+1

k
−
Δt Ay


 �n
k
By


 �n
k−1/2

Δyð Þ2 pyi
h in+1

k−1
= pyi
h in

k
,

ð60Þ

where Δy is the length step in the y direction.

3.2.2. Forward Algorithm for the Numerical Solution. The
main purpose of establishing and solving the fracture network
model is known basic parameters (such as elastic modulus E,
Poisson’s ratio ν and other rock parameters, fracturing fluid
viscosity μ, injection rate q, injection time T, and other con-
struction parameters); by solving the model, the fracture net-
work parameters can be obtained (such as half-length Lx and
Ly, fracture width, fracture height, and V f ).

Start

Calculate the pressure in the net

No
Yes

Calculate the fracture height and fracture width

Output fracture half-length, fracture width, fracture height, fracture pressure and Vf

|JL1| < ε

JL2 > 0 JL1 > 0

|JL2| < ε

Input basic parameters, fracture spacing Lx and
Ly. Take the initial value dx

0 and dy
0. Let t = 0,

n = 0 and given precision 𝜀.

dx = dx
0

dx
0 = (1–λ) dx dy

0 = (1–λ) dy dx
0 = (1+λ) dx dy

0 = (1+λ) dy 

dy = dy
0

Yes

YesNo Yes No

Calculate SRV

Yes
No

No

t = t + Δt, n = n + 1

t ≥ T

Figure 6: Flow chart of the inverse algorithm for numerical solution.

Table 2: Reservoir and construction parameters.

Parameter Value

Depth (m) 1837

Permeability (10−3 μm2) 0.19

Porosity (%) 8.25

Thickness (m) 12

Poisson’s ratio 0.24

Elastic modulus (MPa) 32891

Fracture spacing of x axis (m) 32.6

Fracture spacing of y axis (m) 18.7

Fracturing fluid viscosity (mPa.s) 1.1

Filtration coefficient (m/min0.5) 0.0012

Injection rate (m3/min) 12

Injection time of fracturing fluid (min) 126

9Geofluids



It is not hard to see that each fracture of the network is
described by its own fluid flow equation, fracture height
equation, and fracture width equation, which is a complete
mathematical model. In other words, under the condition
of known basic parameters, fracture spacing (dx and dy)
and fracture half-length (Lx and Ly), the fracture length,
fracture width, and fracture height and pressure in each frac-
ture can be calculated by using this model. Therefore, by
using the volume balance equation and coupling conditions
(the pressure is equal at the intersection), the algorithm is
established to obtain some parameters of the fracture spac-
ing and the fracture half-length.

The forward algorithm in this paper is to obtain the
half-length (Lx and Ly) of fracture network, the length,
width, height, pressure, and Vf of each fracture under
the condition of known basic parameters and fracture
spacing (dx and dy).

The specific step of the forward algorithm is as follows:

(1) The coupling conditions are transformed to con-
struct the following function:

Jd1 Lx, Ly
� �

= px0jx=0 − py0
			
y=0

: ð61Þ

As you can see that for any Lx and , Jd1 can be calculated

by the function. Theoretical analysis and practical calcula-
tion show that if Jd1 = 0, then Lx =Ly. Therefore, for a fixed
value Lx, according to the condition Jd1 = 0, it is easy to cal-
culate the value of Ly by iterative method. At this time, the
iteration formula is designed as follows:

Ly = 1 ± λð ÞLy, ð62Þ

where λ is the iteration factor which is set to 0.1 during trial
calculation.

(2) According to the volume equilibrium equation, the
following function is constructed:

Jd2 Lxð Þ =
ðt
0
q τð Þdτ − V f x tð Þ +V f y tð Þ� �

+ Vlx tð Þ +Vly tð Þ� �
:

ð63Þ

It is not difficult to see that for any value of Lx , since the
value of Ly is determined by the condition Jd1 = 0, Jd2 is just
a function of Lx. Theoretical analysis and practical calcula-
tion show that if Jd2 = 0, then the value of Lx reaches volu-
metric balance. Therefore, according to the condition
Jd2 = 0, it is easy to calculate the value of Lx by iterative
method. At this time, the iteration formula is designed as
follows:

Table 3: Rock mechanics parameters.

Parameter Overburden layer Production layer Underburden layer

Horizontal minimum principal stress (MPa) 29.50 28.34 31.63

Horizontal maximum principal stress (MPa) 33.89 32.06 35.72
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Figure 7: Fracture height profile extension.
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Lx = 1 ± λð ÞLx: ð64Þ

(3) The forward algorithm advances step by step by time
step Δt. Because the implicit difference method is
used to solve the fluid flow equation, the numerical
calculation is unconditionally stable. However, the
smaller the time step, the higher the accuracy of
the calculation result

To sum up, the forward algorithm designed is shown in
Figure 5.

3.2.3. Inverse Algorithm for the Numerical Solution. The for-
ward algorithm for the numerical solution of the network
fracture model requires the fracture spacing (dx and dy) to
be input as known parameters. Usually, the forward algo-
rithm is used to check and invert the microseismic data of
nearby wells, borrowing the fracture spacing of adjacent
wells.

In fact, parameter inversion is the inverse problem of
parameter forward modeling, and the inversion algorithm
is different with different parameters. The inversion algo-
rithm in this paper is to obtain the fracture spacing (dx
and dy), the fracture length, the fracture width, the fracture
height, the pressure in the fracture, and V f of each fracture
through the algorithm under the condition that the basic
parameters and the half-length (Lx and Ly) of the fracture
network are known.

The inversion algorithm of the fracture network numer-
ical solution is similar to the forward algorithm, which is
briefly described here. Take the coupling conditions of equal
pressure at the origin of coordinates and construct the fol-
lowing function:

JL1 dx , dy
� �

= px0jx=0 − py0
			
y=0

: ð65Þ

The following iterative formula is adopted:

dy = 1 ± λð Þdy: ð66Þ
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At the same time, according to the volume equilibrium
equation, the following function is constructed:

JL2 dxð Þ =
ðt
0
q τð Þdτ − V f x tð Þ +V f y tð Þ� �

+ Vlx tð Þ +Vly tð Þ� �
:

ð67Þ

The following iterative formula is adopted:

dx = 1 ± λð Þdx: ð68Þ

Therefore, the process of the inversion algorithm is
shown in Figure 6.

4. Results and Discussion

4.1. Application. Take the well H03-11 as an example. The
proposed continuous fracture network mechanics and
model from this research have been applied to this well.
The main parameters used during the simulation process
for well H03-11 are listed in Tables 2 and 3.

The formation of this well belongs to a naturally frac-
tured developed reservoir, with the value of net pressure in
the fracture larger than ðσH − σhÞ + St . According to the
mechanical mechanism of fracture network formation pro-
posed in this paper, well H03-11 can form a fracture net-
work. Therefore, the continuous fracture network model
established in this paper is appropriate for simulations of
fracture propagation within well H03-11. Using the
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Figure 11: (a) Change of Lx , Ly , and V f with fracturing fluid viscosity at 126min. (b) Change of Lx , Ly , and V f with filtration coefficient at
126min. (c) Change of Lx , Ly , and V f with injection rate at 126min.
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continuous fracture network model, the growth of fracture
height was calculated. As shown in Figure 7, the heights of
the upper and lower extensions are 19.53m and 11.71m,
respectively. Therefore, the height of the fracture is
31.24m.

Lx and Ly are the half-length of the fracture in the x
and y directions, respectively. H is the fracture height.
The calculated results of the continuous fracture network
are shown in Figure 8. 2Lx is 335.42m, 2Ly is 105.72m,
and H is 31.24m.

4.2. Verification and Discussion. The height of a fracture net-
work changes with time as shown in Figure 9. The total
injection time of well H03-11 is 126 minutes. At the early
time stage, the fracture height increases rapidly. The later-
time fracture height grows slowly. In the production process,
the height changes, so considering height variation, the sim-
ulation results are more accurate.

We discuss the changes of Lx, Ly, and V f with different
times; the results are shown in Figure 10. It can be seen from
Figure 10 that the Lx and Ly increase rapidly at the early time
stage and grow slowly at later-time. The growth of V f is S-
shaped; that is, the first growth is slow, the middle growth
is fast, and the latter is slow.

We also discussed the influence of fracturing fluid vis-
cosity, filtration coefficient, and injection rate on Lx, Ly,
and V f . The results are shown in Figure 11. It can be seen
from Figure 11 that (1) the higher the viscosity and injection
rate are, the better the effect of reservoir simulation is. The
larger the filtration coefficient is, the worse the effect of res-
ervoir simulation is. (2) Viscosity has little effect on Lx and
Ly, but a greater effect on V f , only because viscosity has a
greater effect on fracture height. (3) The injection rate has
a great influence on V f , indicating that the injection rate

should be increased in field case under the premise of ensur-
ing safety.

Microseismic monitoring technology is the main method
for accurate fracture network design. In order to verify the
accuracy of the continuous fracture network model in this
paper, the fracture was monitored by microseismic monitor-
ing technology; the results are shown in Figure 12. An
industry-accepted technology, Meyer, was employed to pre-
dict the dimension of fractures with the same well H03-11
data. Calculated by the forward algorithm of continuous
fracture network model, Meyer and the microseismic moni-
toring results are compared in Table 4.

As shown in Table 4, the prediction accuracy of the
continuous fracture network is higher than that of Meyer.
This is because the influence of fracture height and filtra-
tion coefficient is not taken into account in the Meyer.
From the discussion in Figure 11, we know that these
two factors have a great influence on the prediction
results.

In order to further prove the prediction accuracy of
the continuous fracture network model in the field case,
we applied this model to a horizontal well TP12-06. The
model in this paper is only used to predict the size of frac-
tures, and the directions of fractures are calculated by the
pressure field model. The results of microseismic monitor-
ing of TP12-06 are shown in Figure 13(a). The compari-
son between the prediction results of microseismic
monitoring and continuous fracture network model is
shown in Figure 13(b) and Table 5. The average error of
prediction of fracture length and fracture width is 3.64%
and 5.70%, respectively.

5. Conclusion

This work contributes to a novel continuous fracture net-
work model. The findings from this study allow the follow-
ing conclusions to be drawn:

(1) By comprehensively considering the development
situations of natural fractures, this study provides
mechanical condition requirements related to frac-
ture network formation. The mechanical condition
requirements for a fracture network in a naturally
fractured reservoir lie in net pressure in a con-
structed fracture exceeding the horizontal principal
stress difference of the reservoir. For a fracture net-
work in a reservoir without natural fracture develop-
ment, the condition requirements lie in the fracture
breaking in the rock body and the value of net pres-
sure in the fracture being larger than the sum of hor-
izontal principal stress difference and reservoir
tensile strength

(2) A continuous fracture network model was estab-
lished based on the mechanical mechanism for frac-
ture network formation. A geometric fracture
network model was constructed with the main frac-
ture and branch fractures, mathematical equations
were established to simulate geometric parameters

0 100 200 300 400
0

100

200

300

400

Figure 12: Results of microseismic monitoring of well H03-11.
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of a shale gas continuous fracture network, and
related calculation methods were derived

(3) In this study, a numerical simulation program of a
continuous fracture network was developed, overall
consideration was made for an increase in fracture
height and filtration of fracturing liquid, and a simu-
lation study was performed on a continuous fracture
network. Actual microseismic monitoring data ver-
ifies the accuracy of this model. The simulation
results are of great significance for fracturing design
optimization of shale gas fracture networks

6. Recommendations

In future research, the following aspects can be further explored:

(1) The junction of fracture is assumed to be noninterfer-
ence, but there is fracture interference in the actual sit-
uation, so this study needs to be added in the future

(2) It is assumed that fractures are perpendicular to each
other. However, for an oblique fracture, how to
establish a model in accordance with the real situa-
tion is worthy of further discussion

Table 4: Comparison of prediction results of well H03-11 by different technologies.

Applied technology
2Lx 2Ly H

Result (m) Error (%) Result (m) Error (%) Result (m) Error (%)

Microseismic monitoring 324 114 29

Meyer 362.29 11.82 96.71 15.16 24.62 15.10

Continuous fracture network 335.42 3.52 105.72 7.26 31.24 7.72
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Figure 13: (a) Results of microseismic monitoring of TP12-06. (b) Comparison of prediction results of microseismic monitoring and
continuous fracture network model.

Table 5: Comparison of prediction results of well TP12-06 by different technologies.

Cluster
Fracture length Fracture width

Azimuth
(°)

Microseismic monitoring
(m)

Simulation result
(m)

Error
(%)

Microseismic monitoring
(m)

Simulation result
(m)

Error
(%)

1 372 384.47 3.35 142 134.67 5.16 71

2 304 317.83 4.55 151 142.89 5.37 33

3 291 302.58 3.98 193 181.49 5.96 49

4 302 309.59 2.51 201 191.73 4.61 36

5 332 343.72 3.53 143 136.64 4.45 56

6 314 326.39 3.94 210 191.82 8.66 56

Average 3.64 5.70
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Nomenclature

σH : Maximum horizontal principal stress, MPa
σh: Minimum horizontal principal stress, MPa
θ: Angle from the maximum horizontal principal

stress, dimensionless
τ: Shear stress, MPa
σn: Normal stress, MPa
t: Time, min
pðtÞ: Pressure in fracture, MPa
pnf ðtÞ: Normal net pressure in fracture, MPa
kf : Permeability, 10−3μm2

ϕf : Porosity, dimensionless
Lf : Length of a natural fracture, m
Kf : Coefficient of friction on the surface of a natural

fracture, dimensionless
τe: Effective shear stress, MPa
St : Tensile strength, Pa
Lx: Half-length of elliptical network fracture on x axis,

m
Ly: Half-length of elliptical network fracture on y axis, m
dx: Fracture spacing on x axis, m
dy: Fracture spacing on y axis, m
V f x: Volume of fractures parallel to x axis, m3

V f y: Volume of fractures parallel to y axis, m3

Vlx: Filtration volume of fracturing fluid for fractures
parallel to x axis, m3

Vly: Filtration volume of fracturing fluid for fractures
parallel to y axis, m3

wxj: Fracture width of the jth fracture parallel to the x axis,
m

hxj: Fracture height of the jth fracture parallel to the x
axis, m

wyi: Fracture width of the ith fracture parallel to the y
axis, m

: Fracture height of the ith fracture parallel to the y
axis, m

Hp: Fracture thickness, m
pxj: Pressure of the jth fracture parallel to the x axis,

MPa
pyi: Pressure of the ith fracture parallel to the y axis, MPa
KIu: Stress intensity factor of upper fracture, MPa·m0.5
KIl: Stress intensity factor of lower fracture, MPa·m0.5
KICu: Fracture toughness of upper rock, MPa·m0.5
KICl: Fracture toughness of lower rock, MPa·m0.5
KIC : Fracture toughness, MPa·m0.5
ξ: Axial ratio of the x axis to the y axis,

dimensionless
η: Complete elliptic integrals of the second kind,

dimensionless
CR: Rock compressibility, Pa-1
p0: Initial pressure, MPa
Δt: Time step, min
Δx: Length step in the x direction, m
Δy: Length step in the y direction, m
λ: Iteration factor which is set to 0.1 during trial cal-

culation, dimensionless.
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Because of the strong random distribution of fractures and caves, fault-solution carbonate reservoirs exhibit significantly different
flow mechanisms and development methods from conventional carbonate reservoirs. Natural elastic and edge-bottom water
flooding are the main processes for developing fault-solution reservoirs. The rapid decline in production and the complex
residual oil distribution are major challenges for oil production. This study is aimed at (1) assessing the residual oil migration
law, (2) determining the residual oil distribution characteristics, and (3) identifying the main controlling factors using
numerical simulation, to provide suggestions for enhancing oil recovery. The results showed that fractures are the main
channel for oil flow and the main path of bottom water coning in the fault-solution reservoirs. The channeling of bottom
water along high-angle fractures is the main reason for the decline in oil production. In addition, bottom water coning and
gas/water injection are the key factors affecting the distribution of residual oil, while the irregular development of fractures and
caves is the main factor causing diversified distribution patterns of the residual oil. The residual oil distribution patterns of
fault-solution reservoirs include 4 types, namely, attic, bottom water rising and blocking, separated fracture-cavity, and pores
near high-conductivity channel types. For tapping the potential of residual oil, several approaches can be used, namely,
deploying new wells or using sidetracking of old wells in the loft and the separated fracture-cavity reservoirs. In addition, the
attic residual oil type can also be developed using drainage oil recovery or gas injection for oil replacement. Liquid lift pump,
water shutoff, and water cone restrain can also be used to tap residual oil from rising bottom water. Optimizing profile control
and water shutoff measures and adjusting the injection and production relationship can be effective approaches for developing
residual oil in the pores and cracks beside the high diversion channel.

1. Introduction

Fault-solution reservoirs are important components of deep
carbonate oil and gas resources in China. They are mainly
controlled by dissolution and strike-slip fault zones at differ-
ent levels. These reservoirs are characterized by segmented
accumulation along the fault zone, vertical penetration,
and intermittent spatial distribution [1, 2]. Fault-solution
oil reservoirs are independent of the regional unconformity
levels and structural locations. Hydrocarbon is filled verti-
cally along the Tongyuan fault zone to form reservoirs and
migrates in a “T” shape along with the fracture network sys-

tem related to the fault zone, which are the characteristics of
vertical transportation and accumulation, segmented accu-
mulation, and differential accumulation [3, 4]. The main
zones of fault-solution reservoirs are characterized by high
oil and gas resources, with high productivity of oil wells.
Indeed, they are characterized by large and small faults with
large and small reservoirs, respectively, while the absence of
faults results in the lack of oil accumulation. The controlled
reserves and development characteristics of different wells in
the same fault-solution reservoir are different. The size of
caves in the well-controlled and the degree of interwell con-
nectivity can determine the single well productivity and
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residual oil distribution.
The Middle-Lower Ordovician carbonate strata in the

Tahe Oilfield have experienced multiphase tectonic move-
ments, forming a series of fault systems of different levels
and multiphase superimposition and developing abundant
fault-solution reservoirs [5]. Oil reservoirs are mainly com-
posed of fractures caused by tectonic deformation, pore
structures, caves, and fractures, formed by the karstification
process. Indeed, large caves are the most important storage
space, while fractures constitute not only the storage spaces

but also the main seepage channels. The carbonate has no
significant storage and permeability matrix. The reservoir
spaces are diverse in shape, large in size, uneven in distribu-
tion, and highly heterogeneous, resulting in a complex distri-
bution of residual oil in oilfield development. Therefore, it is
important to improve the development effect by further
investigating the distribution pattern of the residual oil in
the reservoir and improving the comprehensive manage-
ment of the reservoir to exploit the potential of the residual
oil. Indeed, numerous researchers have investigated the
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Figure 1: Distribution characteristics of L11 unit reservoirs.
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residual oil in clastic and carbonate fractured reservoirs. For
carbonate fractured-cavity reservoirs, many scholars have
used indoor mechanism model experiments and numerical
simulation methods. The distribution characteristics of
residual oil have been explored and studied, and some distri-
bution laws of residual oil have been preliminarily summa-
rized [6].

Wang et al. [7] studied the distribution characteristics
and laws of remaining oil in fractured-cavity carbonate res-
ervoirs through experiments and numerical simulations.
Rong et al. [8] divided the remaining oil into 4 categories
and 5 subcategories based on the distribution characteristics
of the residual oil through the detailed description of the res-
ervoir and the analysis of the production performance test
data. Ameri et al. [9] suggested that the residual oil can be
extracted by water, surfactant, and gas flooding in the buried
hill fractured reservoir matrix. Zheng et al. [10] used various
data, such as cores, logging, seismic, and production perfor-
mance, to determine the multiscale characteristics, reservoir
types, spatial morphology, and distribution laws of fracture-
cavity carbonate reservoirs. The model and the configuration
relationship with production wells were studied, the influ-
ence of various factors on the distribution of residual oil

was analyzed, and the main controlling factor model on
the residual oil distribution after the water flooding was
established. Liu et al. [11] proposed a method for building
fractured porous media models for macroscopic experimen-
tal simulation of reservoirs and presented an application
example of simulation of the development process of frac-
tured porous media reservoirs. Due to the different physical
properties of the reservoirs, problems such as water intru-
sion and unclear distribution of residual oil arise,
compromising the successful development of the water-
flooding process in carbonate reservoirs. Li et al. [12] used
an interlayer heterogeneous and anisotropic physical model
to conduct a three-dimensional water flooding experiment
and to quantitatively characterize the water-conducting
states, water flooding mechanisms, and residual oil distribu-
tion of the bottom water-bearing carbonate porous reservoir.
In recent years, studies on residual oil distribution and
enhanced oil recovery in carbonate reservoirs worldwide
have mainly focused on fractured reservoirs, while studies
on fractured-cavity reservoirs in my country have focused
on bottom water flooding, based on laboratory experiments
and numerical simulations. There is a lack of systematic
studies on the distribution pattern of residual oil in fault-
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Figure 2: Porosity and permeability fields of L11 unit.

Table 1: Physical parameters of the numerical simulation model of the L11 unit.

Model parameter Value Model parameter Value

Reservoir temperature 140°C Reservoir pressure 67MPa

Rock compressibility 4:93 × 10−5 1/MPa Fluid compressibility 13:2 × 10−4 1/MPa

Porosity 0.01-0.28% Permeability 0-2000mD

Water multiple 10 Oil volume factor 1.167

3Geofluids



karst carbonate reservoirs and on enhanced oil recovery
methods in the later stage of the water flooding development
process.

Unit L11 is a typical fault-solution fracture-cavity car-
bonate reservoir. Since its development in 2009, it has been
experiencing several phases of natural energy and water/
gas injection development. The current production and
comprehensive water cut rates are 10.2 and 70%, respec-
tively. However, there are several development challenges,
including high water cut, low recovery rate, and low recovery
degree [13]. Several researchers have used numerical simula-
tion to study the typical unit of L11 and to reveal the residual
oil distribution characteristics of fault-solution reservoirs, in
order to provide suggestions for further improving the
recovery factor, forming and stimulating potential residual
oil stimulation of the fault-solution fracture-cavity reservoir
in the Tahe Oilfield, and providing technical support for the
efficient production of residual oil in fault-solution reser-
voirs [14].

2. Implementation of a Numerical Simulation
Model for Fault Solution

Based on the geological data of the L11 unit, the model was
divided according to the type of reservoir, while the corre-
sponding porosity and permeability parameters, as well as
phase permeability curves, were used to implement the
numerical model of the typical unit of fault-solution reser-
voir [15, 16].

2.1. Geological Characteristics of L11 Unit. The L11 unit is
located in the tension zone of the L12CX main fault, with
a large communication depth. The NW-oriented secondary
faults form a compression and transformation on the main
fault. The surface layer developed NEE- and NW-oriented
secondary faults. In addition, the primary and secondary
faults are superimposed, the degree of fragmentation is large,
and the dissolution foundation and the filling conditions are
good. The L11 unit is a typical fault-solution fracture-cavity
reservoir. The L11 reservoir is developed in segments along
the primary and secondary faults, with a large scale and ver-
tical depth. The reservoirs developed along the faults and
converge with the primary faults.

There are 14 wells in the well-block pressure and can be
divided into 4 well groups based on the previous under-
standing of connectivity: (1) group L1: L10X, L11X, and
L1X; (2) group L110: L18 and L110X; (3) group L11: L11,
L18X, L12X, and L16CH; and (4) group L13: L19, L18H,
and L13CH. L14 and L15X wells have not been established
Unicom.
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Figure 3: Reserve fitting porosity correction.

Table 2: L11 unit reserve fitting parameters.

Type
Geological
reserves

(×104 rm3)

Numerical simulation
reserves (×104 rm3)

Relative
error (%)

Caves 1100 1113 0.3

Cavities 900 902 0.2

Fractures 89 91.4 2.7

Total 2099 2106.4 0.4
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2.2. Implementation of the Numerical Simulation Model.
Based on the development characteristics, porosity, and per-
meability of the L11 unit, three types of reservoirs were first
distinguished: caves, cavities, and fractures; then, a numeri-
cal model of the L11 unit was implemented [17, 18]. The dis-
tribution characteristics of reservoir types are shown in
Figure 1. The size and number of the model grid were 25
m × 25m × 3m and 4561216 (124 × 242 × 152), respectively.

Grid reservoir definition principle: loyal to the well point
reservoir type, caves and fractures are given priority, cavities
second, and the reservoir type of each grid is unique.

Part of the grid in the model is a superposition of multi-
ple reservoirs. The porosity and permeability characteristics
of these grids were processed. The permeability is deter-
mined by the dominant channel method. The maximum
value of the superimposed reservoir permeability was con-
sidered the permeability of the grid, while the pore degree
was determined using the direct summation method [19].
The porosity and permeability distribution of the model is
shown in Figure 2.

The reservoir and oil-water physical parameters of the
digital simulation model are shown in Table 1. The positions
and trajectories of the wells, as well as the perforation hori-

zons in the model, were obtained using the actual data of
the L11 unit. Taking into account the different flow laws of
pores and fractures, as well as the characteristics of the
numerical simulation model, the permeability curve was
used to reflect the flow characteristics of different reservoirs.
The bottom water energy was stimulated using the water-oil
volume ratio method.

2.3. History Fitting and Model Verification. The history
matching process is based on historical data production
and adjusting reservoir parameters to establish a model that
represents as much as possible the true behavior of the res-
ervoir. The L11 unit reservoir showed significant differences
in porosity and permeability [20]. The porosity values can be
adjusted using the inversion relationship of the parameters
and statistical methods, and they can be corrected during
reserve fitting. On the other hand, there is currently no uni-
fied theory for adjusting permeability, and it needs to be car-
ried out correction during production dynamic fitting.

The established mathematical model was used to calcu-
late the unit geological reserves. In addition, the porosity,
net-to-gross ratio, and oil-water saturation were adjusted
based on the characteristics of the reservoir type and the
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Figure 4: Fluid production and oil production fitting curves of the L11 unit.
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seismic logging combined with statistical methods, while the
actual geological reserves were used as the basis for reserve
fitting. After matching the production history data, the con-
stant liquid production was used for fitting the oil produc-
tion index. By modifying the relative permeability, the

production history of the whole district was fitted. Then,
based on seismic logging data and stimulation measures,
single-well production fitting was performed. In addition,
the original digital model was revised to establish a more
consistent model by adjusting the near-well permeability,
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Figure 6: Well point residual oil mode.
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the connection relationship, and the degree of connection
between the well, surrounding reservoirs, and water bodies
[21, 22]. The digital simulation model of production dynam-
ics provides a reliable basis for the analysis of residual oil
distribution and the study of countermeasures to improve
the development effect.

2.3.1. Reserve Fitting. The unit geological reserve, the actual
geological reserve, and the relative error were 2106:4 × 104,
2099 × 104 rm3, and 0.4%, respectively. The results showed
good reserve fitting. The calibration basis for porosity in
the fitting process is shown in Figure 3. Table 2 reports the
reserve fitting situation of reservoir types in the L11 unit.

2.3.2. Production History Matching. Figure 4 shows the fitted
temporal production rates of fluid and oil in the L11 unit
block. The liquid and oil production rates were consistent
with the actual production data. Moreover, the cumulative
liquid and oil production rates were in line with the actual

production rates. The results revealed that the single-well
production fitting rate reached more than 90%. The adjusted
digital model based on geological data and stimulation oper-
ations can reflect the characteristics and current situation of
the L11 unit and serve as the basis for assessing the residual
oil distribution characteristics and adjustment
countermeasures.

3. Analysis of Residual Oil Distribution Mode

Study the produced reserves under different injection-
production conditions during the development process of
the L11 fault-dissolution fracture-cavity unit, analyze the
residual oil migration rules, and summarize the main con-
trolling factors of residual oil distribution under different
development methods. Study the residual oil distribution at
different development stages in the water-drive gas reservoir,
summarize the main concentration positions of the residual
oil after the development effect deteriorates, determine the
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Figure 8: Residual oil distribution characteristics of the well L18CX.
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residual oil distribution and main control factor analysis
methods, and provide a research base for the formulation
of countermeasures to improve the development effect [23].

3.1. Residual Oil Distribution Characteristics of the L11 Unit.
The L11 unit has abundant residual oil reserves and great
potential for subsequent adjustment and development. The
residual oil distribution at different depths of the L11 unit,
from production to May 2021, is shown in Figure 5. In the
upper part of the unit, wells L18, L110X, TP157, L19,
TP188, L18H, and L13CH formed clear gas caps, and the
crude oil corresponding to the upper of the reservoir was
produced to a certain extent. However, as the depth of the
reservoir increases, the influence of the gas cap weakens rap-
idly. Moreover, it was observed disappearance of the gas cap
influence at k = 5. With increasing depth, the high-angle
fractures communicate with the bottom water, leading to
bottom water coning in the wells L11X, L11, and L18X
(k = 7~10). At k = 15, clear bottom water cones appeared in
wells L11 and L14. In the process, a mixed distribution of
oil and water was formed, leading to dispersing and distribu-
tion of the residual oil. In the interval k = 20-30, the wells
L1X, L12X, L16CH, L18H, and L13CH showed obvious bot-
tom water coning. Since then, as the depth increases, the

degree of water flooding of the production well became
increasingly severe until it was completely flooded (k = 80).

Fractures in fault-solution fracture-cavity reservoirs are
the main channel for oil and gas flow and the main path of
bottom water coning. The bottom water channeling along
high-angle fractures is the main reason for the decline in
the L11 unit production, while bottom water coning and
gas/water injection development are the key factors affecting
the residual oil distribution in the L11 unit. In addition, the
irregular development of fractures and caves represents the
main factors that cause the diversified residual oil distribu-
tion patterns. To assess the main controlling factors of resid-
ual oil in the L11 unit, the residual oil distribution pattern of
each production well was analyzed and classified [24].

3.2. Residual Oil Distribution Pattern and the Main
Controlling Factors

3.2.1. Residual Oil Distribution Pattern. According to the
distribution location and formation mechanism, the residual
oil distribution pattern of the L11 unit includes 4 types
(Figures 6 and 7). There are two types of residual oil at the
well points, namely, loft-type and bottom water rising block-
ing type (including bottom water cone ingress blocking and
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Figure 9: Residual oil distribution characteristics in the L110X well.
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bottom water intrusion blocking types). In addition, two
types of residual oil between wells are distinguished, namely,
separated fracture-cavity type (including oil-separation and
near-fracture cave types) and pore/slit type near high diver-
sion channels [25].

(1) Loft-Type. Loft-type residual oil refers to the residual oil
that cannot be directly produced from the fractured-vuggy
reservoir above the top of the production interval of the oil
well. In the production well, above the oil-water interface
of the fractured-vuggy in the production interval, with the
production of crude oil, the oil-water interface in the lower
part of the reservoir continues to rise [26]. As the oil-water
interface rises to the production interval, flooding occurs in
the production interval of the oil well, resulting in the pres-
ence of attic-type residual oil in the upper fissures that were
difficult to recover, as revealed in L18CX, L14, and L13CH
wells. As shown in Figure 8, well L18CX is a side-drilling
well of well L18, designed to develop cavern reservoirs
shielded by the bottom water channel. The well was success-
fully sidetracked to the upper edge of the cavernous reser-
voir, showing a good production rate. At present, the
residual oil is mainly karst cave residual oil. Indeed, fractures
were developed near the well; thus, restraining and delaying
the penetration of bottom water along the fractures is the
key to ensuring stable production of the well [27].

(2) Bottom Water Rising and Blocking Type. Bottom water
rising and blocking residual oil refers to the residual oil that

cannot be directly produced around the flooded oil well due
to bottom water rising, blocking the residual oil [28]. The
formation of two types of residual oil with bottom water ris-
ing and blocking type is summarized:

(1) The bottom water cone enters the residual oil of the
sealing type. In reservoirs with pores and fractures,
the bottom water rises in a cone-shaped distribution
at the bottom of the well, and crude oil around the
well cannot be produced, forming a water cone that
blocks the residual oil, as revealed in well L110X.

As shown in Figure 9, well L110X is located in the north-
central part of the L11 unit. The area where this well is
located is controlled with caves and fractures. During the
development process, the bottom water coning causes a
decline in production, resulting in the dispersion of the
residual oil on the upper part of the cave [29, 30].

(2) The bottom water flees into the residual oil of the
blocking type. There are cracks near the bottom of
the well that communicates with the deep bottom
water. During the production process, the deep
water quickly penetrates the bottom of the well along
the cracks, with a pressure difference, causing flood-
ing of the oil well. Because the water in the cracks
enters linearly, after the oil well is flooded, wells
mainly produce water, with the presence of signifi-
cant residual oil amount blocked by the bottom
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Figure 10: Residual oil distribution characteristics of the L11X well.
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water that cannot be directly produced around the
oil well, as observed in L11X, L1X, L11, L18X,
L12X, L16CH, L19, and L18H wells. The distribution
characteristics of this type of residual oil were ana-
lyzed, using L11X and L11 wells as examples. As
shown in Figure 10, well L11X is located in the
northern part of the L11 unit. The area where the
well is located is characterized by the presence of
fractures and karst caves. Indeed, the well connects
the karst cave reservoirs through the fractures. Dur-
ing the production process, the bottom water pene-
trates along the fractures, causing partial water
flooding in the production well section and protect-
ing the crude oil in the karst caves, resulting in dis-
persed and lumpy residual oils.

As shown in Figure 11, well L11 is located in the west
of the unit, where karst caves and abundant crude oil
reserves were developed. The well is connected to the
top of the cave, and the cracks between the cave and the
bottom water body are developed. Before 2017, L11 was
the main production well in the block. During the produc-
tion process, the bottom water flowed into the wellbore
through high-angle fractures, shielding the crude oil in
the middle and lower parts of the caves, thus resulting
in a substantially lower output. Indeed, the residual oil is
mainly shielded block-shaped residual oil.

(3) Hole Type Near High Diversion Channel. The residual oil
of pores and fractures near the high conductivity channel
refers to the residual oil in low-developed pores and frac-
tures near the water channel along the fault. The large-
scale fractures are high-conductivity channels allowing the
bottom water to flow into carbonate fracture-cavity reser-
voirs. In fact, these parts are easily flooded by water. Porous
and fractured reservoirs, which are associated with high-
conductivity channels and have a low degree of develop-
ment, are located on nonflowing channels, resulting in a
high retention rate of residual oil. As illustrated in
Figure 12, there are clear channels between L18 and L110X
wells.

(4) Separated Fracture-Cavity Type. Separated fracture-
vuggy residual oil refers to the residual oil in the fracture-
vuggy assembly that is not directly connected to the strong
water-flooded fracture-vuggy in the transverse direction.
Fracture-cavity bodies in carbonate fracture-vuggy reser-
voirs are mostly geometrically complexes. Inside the frac-
ture-cavity, there are connected channels with different
degrees of connectivity. Indeed, this fracture-cavity is the
main storage space of crude oil and may have a certain
degree of separation in the horizontal direction. According
to the type of fracture-cavity separation, it can be divided
into separated and near-fracture-cavity residual oils.
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Figure 11: Distribution characteristics of residual oil in the L11 well.
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The separated residual oil refers to the fractured “U”-
shaped cave, where one side is exploited with high water
flooding, and the other side is not well controlled. Because
each fractured-vuggy is laterally separated by nonpermeable
matrix rock blocks or low-developed reservoirs, the deep
reservoirs are connected, forming a separate “U”-shaped
connected fractured-vuggy. In this type of fractured caverns,
when drilling on one side of the “U”-shaped fractured-vuggy
is put into production, the oil-water interface may gradually
rise and flood along with the production, while the other
side of the fractured “U”-shaped fractured-vuggy cannot be
flooded. The oil-water interface in the well-controlled
fracture-cavity may remain at the overflow point, where
the two fracture cavities are connected; thus, the upper crude
oil cannot be produced, forming a separated fracture-type
residual oil. Indeed, L10X and L11X wells present some evi-
dence of the separated residual, as shown in Figure 13.

The near fractured-vuggy type refers to the residual oil in
uncontrolled and low-connected fractures and caves. Each
fractured-vuggy is laterally separated by nonpermeable
matrix rock blocks or connected by small fractures or
pore-type reservoirs; thus, the degree of connectivity is con-
sidered relatively low and fluids cannot directly flow
through, forming a near-fracture-type separated fractured-
vuggy. In this type of separated fracture-cavity, the fluid can-
not flow directly after producing the crude oil in one fracture
cavity. The other fracture-cavity cannot be produced by con-
ventional methods, and the separated fracture-cavity type

residual oil is formed, as illustrated in Figure 14 between
wells L11 and L12X and between wells L12X and L16CH.

3.2.2. Main Controlling Factors of Residual Oil. A numerical
simulation was performed on the L11 unit. According to the
analysis of static and residual oil simulation results, the dis-
tribution of residual oil in the reservoir is related to the
development degree of the reservoir, the position of the
structure, the positional relationship between the fracture
and the reservoir, and the oil well-operating conditions.
The connectivity between karst caves and reservoirs is poor,
and the fractures communicate with the water body, causing
a rapid tapering of the bottom water into the well section,
thus shielding the cave area by the upper part of the oil well
and the bottom water to enrich the residual oil [29]. The
main controlling factors of the residual oil are summarized
as follows:

(1) Vertical Reservoir Connectivity. L11 fractured-vuggy res-
ervoirs have vertical fractures of different sizes. The develop-
ment of fractures may improve the permeability of the
reservoir near the well. In addition, the fractures that com-
municate with the bottom water are crucial for the coning
of the bottom water. During the production process, the
cracks that have good communication with the bottom
water are opened, forming a water cone and advantageous
water channels between the production section of the oil
well and the bottom water. For reservoirs with good vertical
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Figure 13: Residual oil distribution between L10X and L11X wells.
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connectivity, the development of fractures becomes the main
influencing factor controlling the distribution of residual oil.
Indeed, the residual oil is mainly distributed in dissolved
caves that are not connected to the fractures or shielded
caves by bottom water channeling.

(2) Single Well Working System. Fractured-vuggy reservoirs
can form dispersed residual oil following injection of bottom
water, artificial water, or gas due to the heterogeneity of the
reservoir. This type of residual oil is characterized by a large
dispersion range and low oil saturation, making develop-
ment difficult.

4. Countermeasures and Schemes for
Enhancing Oil Recovery

In the middle and late stages of the development of fracture-
cavity reservoirs in fault solution, as the water cut increases,
the development effect may gradually deteriorate, and the
oil-water relationship becomes more complicated. To
improve the development effect, it is necessary to formulate
countermeasures to tap the potential of the residual oil
between the control well and the well according to the resid-
ual oil distribution pattern. In general, the potential of vari-
ous types of residual oil in uncontrolled fractured caverns
between wells and large well spacing can be exploited by
deploying new wells or using sidetracking in old wells. Con-
ventional measures are mainly used to exploit the potential
of remaining oil distribution at wells, taking into account

the distribution characteristics of the residual oil. These
measures can be summarized as follows:

4.1. Deploying New Wells or Using Sidetracking in Old Wells
Allowing for Effective Control of the Residual Oil of the Loft-
Type and the Separated Fracture-Cavity Type with a Large
Well Spacing.Well L19 is located in the central and southern
parts of the L11 unit. The well-controlled area is character-
ized by fractures, connecting the cave reservoir and the bot-
tom water body. During the production process, the bottom
water channeled through the fractures, causing rapid flood-
ing in the production well section and distribution of the
residual oil in the bottom water channeling (Figure 15).

The sidetracking development of this well was carried
out inside the shielded cave, and the new sidetracking well
was produced with a fixed rate of 60m3/day. The results of
the 3-year production simulation, as well as comparison
and analysis of the effect of increasing production of the
measured wells, are reported in Figure 16.

After the sidetracking of the well L19, the upward trend
of bottom water was better delayed, while the possibility of
shielding the residual oil from the bottom water was
improved. When the new well allocates 60m3/day, the oil
production rate can be stabilized above 40m3/day, corre-
sponding to a cumulative oil of 26480m3 for 1.5 years (valid-
ity period). During the production process, a bottom water
ridge gradually occurred at the heel of the sidetracked hori-
zontal well, leading to a significant decrease in the oil pro-
duction rate. Therefore, when developing sidetracking in
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Figure 15: Residual oil near the L19 well.
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Figure 16: Sidetracking effect on the residual oil near the L19 well.
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Figure 17: Influence of gas injection development on oil-water distribution characteristics of the L110X well.
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the fracture-developed area, it is recommended to com-
pound corresponding plugging measures to extend the high
and stable production period of sidetracking.

4.2. Exploiting of Attic Residual Oil Using Drainage Oil
Extraction and Gas Injection. For the attic-type residual oil
formed in the upper part of the generation interval, where
the oil-water interface rises at the late stage of production
in nonconstant volume fractures, conventional drainage
cannot lower the oil-water interface, but it can be exploited
by gas injection in oil. In addition, by injecting nitrogen into
the suffocating well, the nitrogen may rise to the top of the
attic under the action of gravity and accumulate to fill the
attic space, causing a decrease in the gas-oil and oil-water
interfaces. In addition, the well may become open when
the oil-water interface sinks to the bottom of the production
well, resulting in continuous crude oil production
(Figure 17).

The well-controlled area of the L110X well consists of
controlled caves and fractures. During the development pro-
cess, the bottom water coning caused a decline in produc-
tion, thus resulting in dispersion of the residual oil on the
top of the cave. The well was developed by gas injection to
produce the crude oil from the top of the cave. In addition,
the oil-water interface was adjusted by the gas injection pro-
cess, and the bottom water was used to shield the residual
oil. From August 2020 to April 2021, several rounds of gas
injection with water and drilling were carried out. The
numerical simulation results showed that the gas injection
and water rates were 42000 and 40m3/day, respectively, in
June 2021. After the well was simmered in January, the liq-
uid production rate was fixed at 80m3/day. After multiple
rounds of gas injection with water in the well L110X, a clear
gas cap was forme shows the temporal evolution of the resid-
ual oil production.

After multiple rounds of gas injection with water in the
well L110X, a clear gas cap was formed, as shown in

Figure 18. After the well is braised, the oil-water interface
was redistributed and the bottom water cone was effectively
removed. After the well is opened for production, the effect
of increasing production is obvious. The oil production rate
can reach 40m3/d, and the oil production rate before the
measures is 20m3/d. After the well is opened for production
within 2 months, the increase in production can reach more
than 1000 t.

4.3. Use of Pumps to Lift Liquid, Jam Water, Pressure Cone,
Unit Water Injection Drive, and Other Measures to Tap the
Bottom Water to Rise and Block the Residual Oil. Due to
the differences in the mechanism of bottom water rise and
the distribution of residual oil, there are various methods
for tapping the potential of bottom water ascending and
blocking residual oil. For the residual oil of the cone-in-
blocking type, the conventional shut-in cone pressure or
deep water plugging measures are mainly used to collapse
the water cone and restore the production capacity of the
oil well. The conventional water plugging method is not
effective for bottom water penetration and residual oil block-
ing due to the linear characteristics of bottom water rise and
the similar oil and water paths. By considering foam and
other selective water plugging agents or using connected
adjacent wells, water injection can laterally drive residual
oil near the oil well and be blocked as a result of the good
effect of the bottom water.

In the design of the numerical simulation scheme, the
conductivity between the grids at the bottom of the produc-
tion well was modified to simulate the injection of gel in
actual production to establish an artificial partition to delay
the rise of the bottom water, increase the extent of the bot-
tom water, and reduce the residual oil distribution. On the
other hand, in the L11 unit model, an artificial partition
was established for the high water cut production in well
L15X (the partition was 6m from the bottom of the well,
while the diameter of the partition was 60m); then, the
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Figure 19: The influence of bottom hole artificial baffle on residual oil distribution.
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production was started at a constant liquid production rate.
The liquid production rate was determined based on the
average liquid production rate of the well during 1 year
(50m3/d). Figure 19 shows the simulation results of 2 years
of production before and after the implementation of the
measures.

After adding the artificial partition, the rising trend of
the bottom water of the L15X well was more delayed, and
the extent of the bottom water’s impact on the residual oil
in the near-well reservoir was increased (Figure 20). At a
production rate of 50m3/day, the rate of oil production after
the measures was increased by 5m3/day compared to that of
no measures, corresponding to a cumulative oil amount of
1696m3/year. Therefore, an artificial bottom hole barrier
can be an effective measure to remove bottom water coning
and improve the residual oil production degree.

5. Conclusions

(1) Fractures are the main channel for oil and gas flow in
fault-solution reservoirs, as well as the main path of
bottom water coning. The channeling of bottom
water along high-angle fractures is the main reason
for the decline in the oil production of typical units.
Bottom water coning and gas/water injection devel-
opment are the key factors affecting the distribution
of residual oil. In addition, the irregular development
of fractures and caves are the main factors causing
the diverse distribution patterns of residual oil

(2) The residual oil distribution patterns of fault-
solution reservoirs include 4 types of residual oil,
namely, attic and bottom water upblocking types at
well point (including bottom water cone-inlet block-
ing and bottom-water channeling blocking types)

and separated fracture-cavity (including oil-
separating and near-fracture-cavity types), and
pore-fracture types near the high conductivity chan-
nel between wells

(3) According to the residual oil distribution pattern,
approaches to exploiting the potential residual oil
were formulated. By deploying new wells or using
sidetracking of old wells, it is possible to effectively
control the residual oil of the loft and fracture-
cavity separated oil types with a large well spacing.
Drainage oil extraction or gas injection can be used
to replace and exploit the potential attic residual
oil. In addition, a liquid lift pump, jam water, press
cones, and other measures can be used to tap the
bottom water to rise and block the residual oil. By
optimizing oil and water well-plugging measures,
adjusting the injection and production structure,
changing the direction of liquid flow, and tapping
the potential residual oil in the pores and cracks
beside the high diversion channel, residual oil can
be further exploited
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A fractured-vuggy carbonate reservoir is a special reservoir formed by long-term physical, chemical, and geological processes. Its
reserves are large in scale and widely distributed, showing the characteristics of free flow-seepage coupling. Conventional
simulation is usually simplified by equivalent permeability, which cannot reflect the actual development characteristics. Given
this, the flow in caves and fractures is treated with free flow, using the Navier–Stokes equation. )e seepage simulation is used for
other areas, and the Darcy formula is used. Finally, the simulation results are obtained by coupling, and the influence of oil
production speed, fracture-cavity size, fracture-cavity location, dynamic viscosity, permeability, and other factors on bottom
pressure is analyzed to effectively guide the field development. )e results show that the production pressure of fractured-vuggy
reservoirs diffuses from the central fractured-vuggy area to the surrounding matrix, and the pressure increases from the fractured-
vuggy area to the surrounding matrix. )e flow velocity in the seepage area is relatively stable and flows gently into the middle
fracture cavity from all directions. )ere will be eddy current in the free-flow area. Different factors have different effects on the
development. )e oil production speed and oil dynamic viscosity are positively correlated with it, while the formation per-
meability is negatively correlated with it. )e size and location distribution of fracture cavity will also have a certain impact.
Simulation in advance can effectively avoid some reservoir development problems.

1. Introduction

Tahe oilfield reservoirs experienced multiphase tectonic
movement and karstification, covered in Ordovician, under
the influence of soluble rock seam between the growth of
body piercing and fault belt; the tectonic deformation belt
formed the good matching relationship, mostly occurring in
deep fault belt as its core dissolution expansion of favorable
reservoir trap formation, which resulted in the formation of
fractured-vuggy reservoirs with fault-controlled karst
characteristics [1–5]. As a new type and target of deep
marine carbonate oil and gas exploration and development,
it is urgent to clarify the production characteristics of this
type of reservoir to provide a theoretical basis for the effi-
cient development of crude oil in this type of reservoir [6, 7].
Fractured-vuggy reservoirs in fault-solution reservoirs are
developed along the main fault zone, which is banded and
diverged in some parts. )e main reservoir space is a large

cave, the fracture zone is wide, and the vertical faults with
high angle are developed. In the early stage of mining, the
main mining is exhaustion, and the phenomenon of water
flooding occurs due to the channeling flow of bottom water
along the fault zone [8–10]. )erefore, the understanding of
the production characteristics (including dynamic variation
characteristics of pressure field and dynamic variation
characteristics of velocity field) in fractured-vuggy reservoirs
in the early stage of depletion is helpful to provide flow field
analysis for controlling water flooding caused by bottom
water coning and then to take water control measures.
However, different from conventional carbonate reservoirs,
the main reservoir space and flow space of faulted fluid
reservoirs are large caves, surrounded by fracture zones and
fractures. )e flow law of crude oil in faulted fluid reservoirs
cannot be uniformly described by the traditional Darcy
seepage theory [11–13]. A typical single cavity melt broken
seam hole reservoir geological model of karst cave inside the
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free flow of oil displacement by N-S equation was built using
COMSOL physical field coupling numerical simulation
software. )e fracture zone and fracture around the cave
unified seepage area were described by Darcy formula, which
were equivalent to two junction coupled area via BJS con-
ditions. )e evolution law of pressure field and velocity
difference in the exploitation of solvent reservoir is analyzed,
and the influence of exploitation speed, location, size, and
viscosity of crude oil and permeability on solvent reservoir is
studied.

2. Establishment of a Mathematical Model of
Free Flow-Seepage Coupling in Fractures
and Caves

A faulted solution reservoir is a special fractured-vuggy
reservoir. Influenced by multistage geological tectonic
movement and karstic action, its reservoir space is mostly
large karst caves and dissolution pores located in the fracture
zone and the fault is the main flow channel, as shown in
Figure 1. When fluid flows in fault-solution reservoirs, its
flow characteristics are a complex free flow-seepage-com-
bined flow system, including the free-flow region of the cave
system, the seepage region composed of matrix rock blocks
and fractures, and the coupling region between the two
regions using BJS conditions [14, 15].

2.1. FlowEquation in Free-FlowRegion. When the fluid flows
in a large space, the fluid has little influence on thematrix, and
the flow at this time is called free flow.When the fluid flows in
the fracture reservoir cave system, it is free to flow [16, 17].
)e law describing the relationship between stress and strain
is the conservation of dynamic quantity. )e fluid motion is
controlled by the continuity equation and the momentum
equation, which are expressed in vector form as follows:

zρ
zt

+ ∇ · (ρu) � 0, (1)

ρ
z u

z t
+ ρ(u · ∇) u � ρf + ∇ · σ, (2)

where ρ is the density (kg/m3), u is the fluid velocity (m/s), ∇
is the gradient operator, f is the physical force per unit mass
(m/s2), and σ is the fluid stress tensor (Pa). For the sake of
simplicity, we will consider only Newtonian fluids. )e
density of a slightly compressible fluid can be assumed to be
almost constant, i.e., incompressible. )erefore, the con-
trolled fluid motion equation can be summed up as the N-S
equation, which is described as follows:

∇ · u � 0, (3)

ρ
z u

z t
+ ρ(u · ∇) u � ρf − ∇pf + μ∇2u, (4)

where the pf is the pressure (Pa) and u is the fluid viscosity
(Pa·s). In addition, the stress tensor σ of incompressible
Newtonian fluid satisfies the following equation:

σ � −pfI + 2με, (5)

where I is the unit tensor and e is the strain rate, which
satisfies

ε �
1
2

(∇u + u∇). (6)

2.2. Flow Equation in the Seepage Zone. )e flow of fluid
through porous media is called percolation. A porous me-
dium is a material consisting of a solid skeleton and
interconnected pores, fractures, or capillary tubes of various
types [18]. In this paper, the seepage zone includes a
macroscopic fracture system and porous rock matrix. )e
flow of fluid through large fractures should be described as
free flow because there is more space in large fractures.
However, the flow model in the crack can be simplified to a
parallel-plate laminar flow model and described as a Darcy
formula form with equivalent flows. )erefore, the flow of
the fluid in the matrix rock block and fracture system is
treated as seepage flow in this paper, which follows the
classical Darcy’s law and develops along the direction of
mass conservation. )e viscosity and compressibility of the
fluid are considered, and the molecular force and physical-
chemical action are not considered. )e formula is shown as
follows:

] � −
K

μ
∇pd − ρf( , (7)

z(ρφ)

zt
+ ∇ · (ρ]) � 0, (8)

where V is the Darcy velocity, the average volume velocity
(m/s), and K is the permeability tensor (m2), pd is the av-
erage pore pressure (Pa), and Φ is the porosity of porous
media. Boundary conditions of the equation include two
parts: pressure condition (equation (9)) and fluid flux
conditions (equation (10)):

pd � pD, on ΓD, (9)

n ·
K

u
∇pd − ρf(  � qN, on ΓN. (10)

PD is the specific pressure on the pressure boundary ΓD
and qN is a specific value or expression of the inward Darcy
flux (m/s) on the fluid flux boundary ΓN.

2.3. Coupled Boundary Conditions of Percolation and Free
Flow. Suitable interface conditions should be introduced at
the interface between the seepage zone and the free-flow
zone. In this paper, the depletion and production process of
a single-vuggy reservoir is simulated. It is a single first-order
field problem using BJS condition coupled with Darcy
equation and N-S equation [19–21]. At the junction of the
seepage zone and free flow, the pressure field and velocity
field satisfy
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Pf(X) � Pd(X), X ∈ Ω, (11)

uf(X) � ud(X), X ∈ Ω, (12)

where Ω is the boundary between the seepage zone and free
flow, Pf is the pressure in the free-flow region, Pd is the
pressure in the seepage zone, uf is the velocity in the free-
flow region, and ud is the velocity of the seepage zone.

Initial conditions include initial formation pressure P �

P0 and initial formation temperature T � T0. Boundary
conditions include outlet boundary conditions satisfying
bottom hole constant flow production uw � q0, elastic res-
ervoir conditions meet the compressibility of fluid and rock,
and energy depletion is provided by the elastic reservoir.

3. Establishment of Geological Model of
Fractured-Vuggy Reservoir

Because the reservoir is modified by multiple karst, the
storage space is mostly dissolution holes and large caves
formed along the fracture zone, so COMSOL software is
used to establish the typical karst caves, with a geological
model of single karst fracture-cave reservoir controlled by
fault and a single-phase flow process of crude oil during
reservoir depletion production process.

According to the formation fluid parameters, using
COMSOL software, firstly, a cuboid with the length of 100m,
the width of 100m, and height of 50m is built to simulate the
matrix of fault-controlled karst fractured-vuggy reservoir
enveloping a single cave body. )en, a cube cave with a side
length of 10m was constructed in the center. Finally, a cy-
lindrical production pipe through the internal karst cave and
the external space is constructed, with an inner diameter of
0.08m and a height of 22.5m.)e fracture-cavity area and the
production pipe are selected to construct a union and form a
combination. )e edge of the whole mold is selected, and the
boundary condition is set as no-slip geological models.

Based on the 3D geological model in Figure 2(a), fluid
properties are preliminarily used at a density of 900 kg/m3,
the dynamic viscosity is 0.1 Pa·s, the initial mining pressure
is 40MPa, and the mining outlet speed is controlled to
0.001m/s. For the porous media matrix, the porosity rate is
set to 0.005, and the permeability is set to 5×10−15m2.
Secondly, in the water storage model, set the compressibility
of the fluid as 4×10−9[1/Pa], the effective compressibility of
the matrix is 4×10−10(1/Pa). )e tetrahedral mesh was used
for 3Dmesh division.)e whole geometry was selected from
the list of several solid layers and calibrated to fluid dy-
namics. )e maximum element size was 9.19m, the mini-
mum element size was 0.2m, the maximum element growth
rate was 1.25, the curvature factor was 0.8, the narrow area
resolution was 0.5, and the number of iterations was 4. After
the parameters are set, grid construction is carried out to
form the geological model grid of single-vuggy fault-con-
trolled karst fractured-vuggy reservoir as shown in
Figure 2(b). )e complete grid contains 114,861 domain
units, 4084 boundary units, and 660 edge units. In the
calculation process, the output time of the 3D model is set at
300 days.

To facilitate the comparative analysis of the flow pattern
and pressure variation characteristics of the porous media
matrix zone in the free-flow area around the bottom of the
well and in the seepage area, a longitudinal section was cut
along the center of the well, as shown in Figure 2(c). )e
two-dimensional profile mesh was divided by a triangular
mesh. )e entire geometry was selected from the list of
geometric solid layers and calibrated to fluid dynamics. )e
maximum element size was 6.7m, the minimum element
size was 6m, the maximum element growth rate was 1.2, the
curvature factor was 0.4, the narrow area resolution was 1,
and the number of iterations was 8. After the parameters are
set, grid construction is carried out. )e complete grid
contains 7684 domain units and 504 boundary units. )e
calculation process is analyzed according to the output time
of the two-dimensional model is 6 days per unit.
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Figure 1: A fault-solution reservoir in Tahe Oilfield: (a) original seismic map, (b) attribute fusion map, and (c) porosity fusion map.
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4. Results and Discussion

4.1. Evolution Characteristics of Pressure Field and Velocity
Field. Based on the free flow-seepage-coupled fractured-
vuggy reservoir, this paper analyzes the characteristics of the
development process of the fractured-vuggy reservoir from
two aspects of fluid pressure and velocity:

(1) For pressure analysis, select a point at the bottom of
the production pipe, which is located at the upper
part of the fracture hole and can typically represent
the pressure change of the whole fracture hole. In
addition, for the whole reservoir matrix area, the
change of the overall pressure field from beginning to
end can be seen through the change of tone, as well as

the pressure comparison between the free-flow area
and the seepage area at the same time.

(2) For the analysis of velocity, streamline with arrows is
used to clearly illustrate the flow direction of the
fluid. Meanwhile, the density of the streamline in the
velocity field can also show the velocities in different
regions, and the shape of the streamline can intui-
tively reflect the flow state of the fluid.

To make the simulation results more convincing, the
flow of the fluid in the free-flow region and the seepage
region is mainly affected by the pressure brought by gravity
and matrix, and the viscous force has little influence on the
fluid. Only the dynamic viscosity of the extracted oil is
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Figure 2: Single-cavity fault-controlled karst fracture-cavity reservoir geological model (a), geological model grid (b), and two-dimensional
grid unit along the longitudinal section of the well center (c).
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considered, and the influence of the viscous force is not
studied too much.

According to experience, in the process of reservoir
development, the pressure field in the pure seepage zone will
be wide at the top and narrow at the bottom, but from the
actual simulation, it can be seen that the upper and lower
widths of the pressure field in the fractured-vuggy reservoir
are not significantly different but appear column. )e lateral
width of the lower pressure field is likely widened due to the
relationship between the fracture-cavity region.)e pressure
change spreads from the bottom center of the production
line to the periphery. Under the assumed physical numerical
conditions, the pressure of fractured vuggy decreases with
the development of reservoir production. By comparing the
vuggy and porous media areas, it can be seen that the
pressure in the free-flow area is always lower than that in the
seepage zone at any time of reservoir production (Figure 3).

Further comparative analysis of the two-dimensional
velocity fields in different periods (Figure 4) shows that the
color distribution of the velocity fields is relatively uniform,
indicating that the overall velocity distribution is stable.
According to the second figure in Figure 3, an obvious ve-
locity peak appears at the bottom of the oil production pipe
between 0 and 1 d and then decreases and becomes stable.)e
flow line of the porous media area is relatively straight, the
upper part is straight, the lower part is curved, and it gently
merges into the middle fracture-cavity area from all direc-
tions.)e flow line of the free-flow fracture-hole area is spiral,
and the eddy current phenomenon is present.

From the 3D pressure diagram (Figure 5), it can be seen
that the pressure distribution also presents a cup-shaped or
column-shaped structure, which diffused from the center of
the slit to the surrounding, and presents a petal-like at a
certain moment. )e pressure decreases rapidly at the center
of the upper surface of the matrix, while the pressure de-
creases slowly at the center of the lower surface. )e upper
part of the side of the square matrix is not a single trend
change, but a wave shape. Considering the square matrix, oil
products will affect each other at the vertex of the cube
during the mining process, and the closer it is to the vertex,
the greater the degree of influence.

From the 3D view, a 3D drawing group was built to
describe the seam hole area. )e uniform density streamline
was added with a 0.05 interval distance.)e 3D velocity field
streamline data of the free flow area at day 60 were selected
for simulation analysis, as shown in Figure 6. It can be seen
from the figure that the central flow line of the free flow area
is more concentrated, and the edge flow line is more scat-
tered, intuitively showing the shape of a funnel. At the same
time, there is also an obvious vortex flowing into the center
in the middle and upper area, which is consistent with the
spiral flow line in the previous two-dimensional section.

In order to analyze the coupling situation of free flow-
percolation, based on the model constructed in this paper,
the central cube is selected in the three-dimensional model
for analysis. With low coupling complex, the pressure de-
creases fast, so the coupling situation of free flow-seepage
can be reflected by the change of surface pressure to some
extent. Datas on day 60 were selected as the research object,

and the results are shown in Figure 7. )e cube corner
position, especially the lower pressure, drops slowly, which
indicates that the coupling complexity is relatively high. )e
central position pressure drops rapidly, indicating a low
coupling complexity. )e two views below are the upper
surface and the bottom surface of the square, respectively.
)e area of the blue low-pressure area on the upper surface is
significantly larger than that on the bottom surface, and the
same result can be obtained.

4.2. Analysis of Influencing Factors of Mining Characteristics.
)e formation of carbonate reservoir is more complex than
other reservoir types because the geological hole is the main
space of the oil storage and oil speed.)e subjective factors such
as oil production speed and wellhead pressure, and the objective
factors such as oil attribute, seam cave type, and matrix per-
meability all have an important influence on the development of
seam cave carbonate reservoir. Song et al. based on this model
studied the influence of gravity, fracture opening, water injection
rate, and other factors on fluid flow characteristics and oil
displacement effect [19]. )is paper selected several typical
factors for reference to analyze the influence law of different
factors on mining characteristics [20–26].

4.2.1. Mining Rate. In the development and production
process of oil and gas fields, while maintaining stable har-
vesting, a high mining speed should be selected as far as
possible to ensure the actual production efficiency, so as to
meet the national and social demand for oil. )erefore,
selecting an appropriate and reasonable oil recovery speed
will not only improve the reservoir development efficiency
but also achieve the best overall economic effect [27–29]. To
analyze the influence of oil recovery rate on the development
of fractured-vuggy reservoirs, this paper sets the oil recovery
rate as 172.8m/d, 86.4m/d, and 43.2m/d, and the pressure
field and velocity field distribution of different production
rates are obtained, as shown in Figure 8(a). It can be seen
from the figure that, in the production process of fractured-
vuggy reservoirs, the production rate will affect the change of
bottom hole pressure. At the same time, the blue low-
pressure area will appear earlier when the speed is higher. As
shown in Figure 8(b), the changing trend of bottom hole
pressure decreases with time, and the faster the oil recovery
rate, the faster the change of bottom hole pressure. )e
slower the recovery rate, the slower the change in bottom
hole pressure. In the seepage zone, the flow rate is stable. In
the free-flow region, the maximum value appears at 0.2 d
and 3 d. When the oil recovery rate reaches 172.8m/d, the
bottom hole pressure will be pumped to 0MPa in about
2.5 d. Continuing the production will cause negative pres-
sure, which will affect the production. )erefore, the proper
oil recovery rate should be selected to avoid negative
pressure in the actual development process.

4.2.2. Location of Karst Cave. Both caves and fractures are
formed in the stratum after long-term physical and chemical
action, and their positions are random. )e depth of the
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Figure 6: Streamline distribution of velocity field in different views: (a) top view of x-y axis and (b) left view of y-z axis.
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fracture-cave area also affects the burial depth of the res-
ervoir [30, 31]. To analyze the influence of fracture-cavity
positions on the development of fracture-cavity reservoirs,
this paper selects three fracture-cavity positions in the upper
part, the middle part, and the lower part for simple com-
parative analysis (Figure 9(a)).

)e pressure distribution map on the left can be used to
determine that when the oil reservoir is shallow, that is, the
fracture-cavity area is close to the upper part, the streamline
at the lower part of the matrix is bent more, and the pressure
spreading range is smaller. When the oil reservoir is deep,
that is, the fracture-cavity area is close to the lower part of the
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Figure 8: Distribution of pressure and velocity field at different mining rates (a) and pressure comparison of different oil recovery rates (b).
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matrix, the streamline bending degree of the lower part of the
matrix is smaller, and the range of pressure diffusion is larger.
According to the pressure variation diagram of different
fracture positions (Figure 9(b)), it can be seen that the po-
sition of the fracture has a certain influence on the reservoir
development process to some extent. When the fracture is
located at a higher position, the pressure drops quickly and
the flow line in the fracture area is stable. When the cavity is
located at a lower position, the pressure dropsmore slowly. As
for the change of flow velocity, there is no great difference in
the flow velocity of the three positions, and the flow line in the
fracture-hole area is messy. Compared with the middle po-
sition, there is no obvious spiral flow line in the free-flow area
of the upper and lower fractures.

4.2.3. Cave Size. To analyze the influence of the size of the slit
on the development, the simulation completed the analysis by
fixing the central position of the slit and changing the side
length of the square slit region. )e side length of the slit
region was assumed to be 10m, 20m, and 30m, respectively
(Figure 10(a)). )e larger the size of the fracture means that
the contact area between the free-flow zone and the seepage
zone increases, that is, the area of the coupling zone between
the two increases.)erefore, the larger the size of the fracture,
the faster the reservoir flow and the faster the pressure drop;
the smaller the size of the fracture, the slower the reservoir
flow and the slower the pressure drop. In the seepage zone,
the flow rate is stable. In the free flow region, the maximum
value appears at 0.2d and 0.6d, respectively. Meanwhile the
larger the edge length, the more obvious the vortex flow and
the larger the vortex range. According to the one-dimensional
map of pressure change, in the early stage of mining, the
pressure drops slower when the size of the fracture cavity is
larger, and faster when the size of the fracture cavity is

smaller. Late in mining, from the pressure variation
(Figure 10(b)), after about 2.5 d, this trend will have a change,
if seam hole size is larger, the pressure drop, and if seam hole
size is small, the pressure drop, but overall, the size of the slot
hole size will have little impact on the bottom hole pressure,
and bottom hole pressure continues to fall over time.

4.2.4. Crude Oil Viscosity. Crude oil viscosity refers to the
internal friction resistance caused by oil in the process of
flow. It is a very important parameter for oil and gas
transportation, accumulation, and development of oil and
gas fields. )e crude oil viscosity of 7mPa·s, 5mPa·s, and
1.28 Pa·s was selected for simulation analysis, and the results
are shown in Figure 11.

Figure 11(a) shows that the bottom hole pressure drops
faster at the viscosity of 5mPa·s and 7mPa·s, resulting in an
earlier blue low-pressure zone compared with the initial
standard of 1.28 Pa·s. According to the velocity field cloud
diagram on the right side of Figure 11(a), the flow velocity is
relatively stable in the seepage zone. In the free-flow region,
the maximum value occurs at 0.2 d. Figure 11(b) shows that
the viscosity of crude oil affects the bottom hole pressure.)e
greater the viscosity, the faster the pressure decreases. )e
lower the viscosity, the slower the pressure reduction, which is
consistent with previous conclusions. When the viscosity of
crude oil is 7mPa·s, the pressure will reach 0 at 2.5 d. When
the viscosity gradually increases, the folding point due to the
elastic pressure of the matrix gradually becomes unclear. In
the figure, when the dynamic viscosity is 7mPa·s, the folding
line is approximately a parabola with an upward opening.

4.2.5. Permeability of Matrix Fracture Zone.
Fractured-vuggy carbonate reservoirs are widely distributed
throughout the world. However, the geological strip is different
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Figure 9: Distribution of pressure and velocity field at different fracture-cavity positions (a) and pressure comparison of different fracture-
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in different parts of the world and therefore needs to be
considered in the development process. In this paper, the
influence of matrix permeability on development was con-
sidered separately. Permeability is a parameter representing the
ability of rock itself to conduct liquid. After several parameter
changes, 10mD, 1mD, and 0.5mD permeability were finally
selected for analysis. It can be seen from Figure 12(a) that the
size ofmatrix permeability will affect the change of bottomhole
pressure. At the same time, when the permeability is low, the
cyan part will appear earlier in the middle fracture-hole area,
indicating that the pressure drops quickly; on the contrary,
when the permeability is high, the pressure drops slowly. In

addition, it can be seen from the one-dimensional pressure
diagram (Figure 12(b)) that the higher the permeability is, the
slower the pressure drops. )e lower the permeability is, the
faster the pressure decreases. After about 0.4 d, the slope
gradually slows down and tends to be stable. Considering the
elastic pressure of the matrix mentioned above, it can be
further concluded that the higher the permeability is, the
smaller the elastic pressure is. )e lower the permeability, the
greater the elastic pressure. When the permeability is higher,
the streamline distribution is more uniform. When the per-
meability is low, in the free-flow area, the maximum value
appears at 0.2 d.
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5. Conclusion

Large karst cave-fracture zone is themain oil storage space of
seam cave-type carbonate reservoir. In this paper, the three-
dimensional cavity model is established for the cavity res-
ervoir simulation of free flow-seepage coupling. And rea-
sonable fluid data and conditions are selected as simulation
examples for the failure development of fracture-vug type
reservoir. )e results show that the simulation method can
directly reflect the development characteristics of field op-
eration under real conditions, so as to effectively guide the
field development, which has certain significance for the
continuous and efficient development of seam reservoir and
relieve the energy tension.

(1) In the development process of fractured-vuggy
reservoirs, the production pressure of the reservoir
spreads from the central fractured-vuggy area to the
surrounding matrix. )e two-dimensional section
presents the cup shape and the three-dimensional
petal shape. )e pressure increases from the frac-
tured-vuggy area to the surrounding area. For
different oil properties and geological conditions,
the declining trend of bottom hole pressure is
different, so it is necessary to detect well the vari-
ation of strata pressure in actual depletion exploi-
tation. )rough the pressure curve, it can be
analyzed that due to the elastic force of the matrix,
the bottom hole pressure will appear at the initial
bending point, and the geological conditions will
have an impact on it.

(2) For the change of reservoir velocity in the devel-
opment process, the seepage zone is relatively stable
and gently flows into the central fracture-cavity area
from all directions. Vortices will appear in the free-

flow area, and at the early stage of the development
process, areas with increased velocity will appear at
random locations. On the whole, taking the hori-
zontal plane where the fracture-hole area is as the
standard, the upper streamline is dense and the flow
velocity is fast, while the lower streamline is sparse
and the flow velocity is slow.

(3) Many factors can affect the development of seam-
type reservoir, such as oil recovery speed and oil
dynamic viscosity are positively correlated, the
permeability is negative, and the size and position
distribution of the hole will also have a certain
impact. )erefore, according to different geological
conditions and reservoir attributes, different mining
methods should be adopted in the actual operation
process to achieve the best effect.
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Aiming to reduce the negative effect of steam channeling in the late stage of steam flooding applied in heavy oil reservoirs,
experimental studies were carried out on selective plugging of solid particles, added to single-medium- and multimedia-assisted
steam flooding. *is work also explored the mechanisms of enhancing heavy oil recovery by applying plugging agent- and
multimedia-assisted steam flooding and its optimized injection parameters. *rough solid particle plugging experiments, this
study clarifies the high-efficiency solid particle plugging mechanism, with an optimized slug size of 0.40 PV and plugging ratio of
over 98%. *rough single-medium- and multimedia-assisted steam flooding experiments, this study confirms that gas-assisted
steam flooding has an effect of synergistic oil displacement and that a CO2 with urea solution-assisted steam flooding method
achieves the best production performance. Its oil recovery factor is 10.7% higher than that of the steam flooding process. Parallel
sand pack models with a permeability difference of more than 10 times were used to mimic a heavy oil reservoir with high-
permeability channels, and the selective plugging of solid particles was carried out. *e plugging ratio of high-permeability
formation reached 91.20%, playing an effective plugging role. Solid particle plugging is less effective to the low-permeability
formation, with the plugging ratio at only 32.39%. Based on the selective plugging of solid particles, a plugging agent- and
multimedia-assisted steam flooding experiment was conducted, the high-permeability formation was effectively plugged, and the
swept volume of the low-permeability formation increased significantly. *e final recovery factor of the high-permeability
formation was enhanced by 11%, and the recovery factor of the low-permeability formation increased by 3 times, reaching 36.38%.
*erefore, solid particle plugging effectively alleviates the impact of high-permeability formation caused by permeability dif-
ference during steam flooding.

1. Introduction

Heavy oil resources are becoming increasingly essential to
meet the growing energy demand in the world [1]. At
present, thermal-based heavy oil recovery methods, in-
cluding SAGD, steam huff-n-puff, and steam flooding, are
still effective methods for the exploitation of heavy oil
resources [2, 3], which is why they are dominant in oil
fields. However, because of the significant differences in
density and viscosity between heavy oil and steam [4, 5],
conventional enhanced oil recovery methods lead to
problems such as steam fingering and channeling [6, 7]. In

this situation, the injected steam only flows through high-
permeability areas and bypasses most of the remaining oil
[8], resulting in a low recovery factor [9]. Particularly for
the reservoir with thin oil pay zone, the SAGD process
cannot be applied in this reservoir economically. So that
in order to develop the oil reserves in this reservoir, steam
flooding process is usually carried out. To boast the oil
recovery, it is important to alleviate the negative effect of
steam channeling in heavy oil development, in terms of
how to plug the channel and increase the steam sweep
volume. Scholars have carried out studies on injecting
different media to enhance oil recovery, such as solid
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particle plugging, gas-phase foam plugging, and liquid-
phase plugging.

Solid particle plugging has the following advantages: low
cost, high-temperature resistance, high plugging strength,
long-acting time, etc. Zhao et al. prepared coated particles
suitable for high-temperature, high-salinity reservoirs. *ey
believed particle migration to be closely related to reservoir
permeability [10]. Zhao et al. developed an expandable
quartz particle that can effectively block high-permeability
channels under high-temperature conditions and force
steam into the low-permeability area.*is study showed that
under the action of polymers, the suspension performance of
the solid particle plugging system is greatly improved [11].

Based on solid particle plugging, researchers conducted
CO2-assisted steam flooding to enhance heavy oil recovery.
Li et al. studied the effect of CO2 on the physical properties of
a heavy oil-water system [12]. During the steam flooding
process, the crude oil was generally emulsified and water-in-
oil (W/O) emulsion was formed, which increased the vis-
cosity of crude oil. However, CO2 has a de-emulsification
effect that significantly decreases the viscosity of emulsified
crude oil [13, 14]. Another plugging agent is urea solution;
once urea solution is injected into the reservoir, it reacts to
generate NH3 and CO2 under high temperature. *is im-
proved heavy oil recovery factor occurs through in situ gas
production [15]. Liu et al. used three-dimensional (3D)
physical models to carry out experimental research on urea-
assisted steam flooding and urea foam agent-assisted steam
flooding [16]. *e results showed that urea reacts in situ,
generating NH3 and CO2 and increasing oil recovery factor
by 9.85% and 16.08%, respectively, compared with steam
flooding. Wang et al. carried out experimental research on
urea-assisted steam flooding with high-pressure, high-
temperature models [17].*e results showed the injection of
urea solution to enhance the oil recovery factor between
2.4% and 18.8%. Li et al. conducted urea-assisted steam
flooding experiments and numerical simulation studies
using a one-dimensional (1D) physical model [9].*e results
showed the gas generated by the urea reaction to maintain
pressure in an oil reservoir and to increase oil recovery factor
by 10% to 20%. Dahbag carried out a numerical simulation
study to improve heavy oil recovery using a 5% to 10% hot
urea solution [18]. *e results showed the urea solution to
change the formation wettability, improve the relative
permeability of the oil phase, and delay water breakthrough.

Urea-assisted steam flooding improves heavy oil re-
covery factor mainly by the following mechanisms: (1) CO2
generated in situ expands the steam sweep volume and
enhances the thermal efficiency [19, 20]. (2) *e generated
ammonia and the acidic compounds in heavy oil asphaltene
react to form surfactants [21]. (3) *e generated surfactants
reduce the oil-water interfacial tension and change the
reservoir rock wettability. (4) *e generated surfactant in
situ forms W/O emulsion bounded in porous media, which
relieves the effect of steam channeling in high-permeability
reservoirs and increases the sweep volume [12]. (5) *e
generated surfactants combine with CO2 to generate foam
[22], which plugs the high-permeability channel and in-
creases the steam sweep coefficient [19]. (6) *e urea

solution reacts with naphthenic acid in the asphalt under
high temperature to form an in situ surfactant that emulsifies
the oil phase [23] and to form W/O emulsion at the dis-
placement front, which restricts viscous fingering and
channeling [24]. (7) Because the polar charges in the so-
lution will be adsorbed on the rock surface [25], the use of
urea solution will change reservoir wettability and make it
more water wet; this is good for displacing crude oil out of
the reservoir.

Analyzing the mechanism of urea-assisted steam
flooding to enhance heavy oil recovery, it has been found
that urea combines the mechanisms of condensate gas, non-
condensate gas, and chemical agents, making urea a great
choice for assisting steam flooding, but in the process of
replenishing formation energy, urea exhibits a pattern dif-
ferent from that of non-condensate gas. For the non-con-
densate gas injection process, pressure spreads from surface
to reservoir, and sweep efficiency is very limited. However,
for the urea solution, pressure maintenance is based on the
reaction in the reservoir. *e urea solution can move to the
deep formation of the reservoir to increase the remote
pressure. Further, the gas generated after the reaction has a
longer distance action, which reaches more residual oil and
improves the sweep efficiency [26, 27]. It can be seen that in
enhancing heavy oil recovery, urea-assisted steam flooding
has broader application prospects.

2. Experimental Section

According to the realities of the on-site steam flooding
process for heavy oil fields, the injected high-temperature
steam causes dominant channels or high-permeability for-
mation in the reservoir, which leads to the channeling of
subsequent medium injection and makes further enhancing
heavy oil recovery impossible. *is study used solid particles
to carry out experiments on plugging ratio for high-per-
meability formation to clarify the effect of solid particle
plugging on a parallel sand pack model with a significant
difference in permeability. Meanwhile, this study con-
ducted research on medium-assisted steam flooding to
improve heavy oil recovery, including CO2, urea solution,
and other single-medium-assisted steam flooding exper-
iments, as well as research on multimedia-assisted steam
flooding experiments.
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Figure 1: Crude oil viscosity-temperature curve.
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2.1. Materials. Crude oil was collected from heavy oil fields
in western China. *e viscosity of crude oil at 50°C was
5862MPa, the crude oil viscosity-temperature curve is
shown in Figure 1. A saturate-aromatic-resin-asphaltene
(SARA) analysis of the crude oil is shown in Table 1. *e
salinity of the formation water was 9586mg/L. *e CO2 gas
concentration was 99.9%, and the urea purity was 99.99%.

2.2. Experimental Setup. In this study, the experimental
setup of multimedia-assisted steam flooding to improve
heavy oil recovery is shown in Figure 2. *e device included
the following:

(1) Injection system: constant speed displacement
pump, steam generator, transfer containers.

(2) Displacement system: sand pack model, pressure
sensor, high-temperature and high-pressure oven.

(3) Data collection system: computer, data converter.
(4) Gas-liquid separation system: gas-liquid separator,

back pressure regulator, constant pressure control
pump.

*e sand packs and transfer containers were located in
the oven, and the pressure in the models was maintained
using the back pressure regulars. *e test range of the oven
was 20 to 300°C with an accuracy of ±0.5°C. *e range of the
steam generator was 20 to 400°C with an accuracy of ±0.5°C.
*e liquid meter accuracy was 0.1mL. *e inner diameter of

the 1D sand pack model was 3.8 cm, and the length was
30 cm. *e particle size of quartz sand was 20 to 100 mesh.

2.3. Experimental Procedure. To study the role played by
multimedia in the multimedia-assisted steam flooding
process, it was applied in high-permeability formation for
plugging and profile control. *is study carried out the
following experiments: high-permeability sand pack model
plugging experiments and single-medium and multimedia-
assisted steam flooding experiments. *e specific experi-
mental processes can be summarized as follows.

2.3.1. Plugging Experiment

(1) *e one-dimensional (1D) sand pack model is filled
with quartz sand to establish a high-permeability
model.

(2) *en, the measurement of the physical properties of
the model (pore volume, porosity, and permeability)
was conducted.

(3) *e sand pack was vacuumed, and then, the pore
volume and porosity were determined by the
water volume saturated in the sand pack. Dif-
ferent injection rates were employed in the sand
pack, and Darcy’s law was applied to determine
the average permeability under the different in-
jection rates.

Table 1: SARA of the crude oil sample.

Property Saturates Aromatics Resins Asphaltenes Unrecovered
Measured (%) 36.97 22.25 19.92 18.81 2.05

1. De-iron water;

2. Iso pump;

3. Steam generator;

4. Crude oil;

5. Formation water;

6. CO2;

7. Urea solution;

8. Solid-plugging agent solution;

9. High-permeability sand-pack;

10. Low-permeability sand-pack;

11. Pressure gauge;

12. Back pressure regulator;

13. Oil-gas separator;

14. Constant pressure pump.
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Figure 2: Schematic of multimedia-assisted steam flooding process. (1) De-iron water; (2) iso-pump; (3) steam generator; (4) crude oil; (5)
formation water; (6) CO2; (7) urea solution; (8) solid plugging agent solution; (9) high-permeability sand pack; (10) low-permeability sand
pack; (11) pressure gauge; (12) back pressure regulator; (13) oil-gas separator; and (14) constant pressure pump.
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(4) Solid plugging agent solutions in different pore
volumes (PVs) are injected, the permeability of the
plugged sand pack is measured, and the plugging
ratio is calculated.

(5) *e injection volume of the solid plugging agent is
changed, the above experimental steps are repeated,
and the injection volume is optimized.

2.3.2. Single-Medium-Assisted Steam Flooding Experiment
(1) *e packed sand pack model is saturated with crude

oil until no water is displaced out of the model, and
the original oil saturation and original water satu-
ration are calculated. In total, 2 PV of crude oil was
injected.

(2) Steam and single medium are injected into the sand
pack model, and the single-medium-assisted steam
flooding experiments are conducted.*e experiment
is stopped once water cut of the steam flooding
reaches 95%.

2.3.3. Multimedia-Assisted Steam Flooding Experiment
(1) Two sand pack models with a significant perme-

ability difference as a parallel model system are
packed.*e higher-permeability sand pack is used to
mimic the formation where steam channeling is
dominant during steam injection.

(2) *e properties (PV, porosity, permeability, oil sat-
uration, water saturation) of the physical model are
measured using the above methods.

(3) *e steam flooding experiment is conducted as the
base case. Solid particle plugging agent is used to
plug high-permeability sand pack model, and then,
multimedia-assisted steam flooding experiment and
plugging agent with multimedia-assisted steam
flooding experiment are carried out.

3. Results and Discussion

3.1. Experiment on Solid Particle Plugging Ratio. Five sets of
physical sand pack models were filled with 20 to 100 mesh
quartz sand. After sand packing, the permeability of the
model was measured in the range of 2576 to 2718mD.
Different sand pack models were injected with different
volumes of plugging agent, and then, the permeability was
measured and plugging ratio was determined. *e experi-
mental results are shown in Table 2 and Figure 3.

From the experimental results, one can find that good
plugging performance by the plugging agent in the high-
permeability sand pack model was achieved. With the
volume increase in injected solid particle plugging agent, the
plugging ratio increased. When the injection volume
reached 0.10 PV, the plugging ratio was 88.28%, essentially
successfully plugging the high-permeability formation to a
large extent. With the injection of the plugging agent, the
plugging effect was significantly improved. When 0.40 PV
plugging agent was injected, the plugging rate reached
98.75%. When the injected plugging agent volume exceeded

0.40 PV, the plugging ratio of the sand pack model did not
increase too much. *erefore, the optimized injection vol-
ume of the plugging agent in this study was found to be
0.40 PV, and the permeability of the sand pack model de-
creased from 2633 to 63mD.

3.2. Screening Injected Medium. To optimize the injection
medium for the media-assisted steam flooding process, this
study implemented experimental research on different me-
dium-assisted steam flooding processes. When the water cut
reached 95% in the steam flooding process, different types of
media, such as CO2, urea solution (30% concentration), and
CO2+urea solution, were used in the flooding experiments.
*e slug size was 0.20 PV, the experimental temperature was
200°C, a back pressure regulator was used to make sure that
the pressure in the model was lower than the steam-saturated
vapor pressure at 200°C, which is 1.55MPa, and the steam
displacement rate was 3mL/min. *e oil displacement vol-
ume was recorded, and the recovery factor was calculated.*e
production performances are shown in Table 3 and Figure 4.

*e experimental results indicate that, when the medium
was injected for displacement after steam flooding, good
production performance was obtained, with the recovery
factor being 3.37% to 10.70% higher than the steam flooding
process. CO2-assisted steam flooding improved heavy oil

Table 2: Plugging effect experiments with different sand pack
models.

PVinj (PV) Kini (mD) Kplug (mD) Rplug (%)

0.1 2576 302 88.28
0.2 2631 185 92.97
0.3 2596 127 95.11
0.4 2633 63 97.61
0.5 2718 45 98.34
Note. PVinj—injection volume of solid particle plugging; Kini—initial
permeability; Kplug—permeability after plugging; Rplug—plugging ratio.
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recovery to a certain extent. Urea-assisted steam flooding
greatly increased the recovery factor by 9.05%. *is can be
attributed mainly as follows:

(1) *e mechanisms of CO2-assisted steam flooding
process are viscosity reduction, dissolution, and
expansion, CO2 extraction of light hydrocarbons,
enhanced steam sweep volume, gravity differentia-
tion, etc.

(2) CO2 has an overlap and thermal insulation effect.
Because of the difference in density between CO2 and
steam, CO2 will flow to the upper formation. Because
CO2 is a non-condensate gas and its thermal con-
ductivity is relatively low, the heat transmission rate
of steam overlying formation is reduced, and the heat
loss is reduced significantly. *us, the heat efficiency
of steam injection is improved effectively.

(3) *e generated free gas merges with crude oil in the
reservoir to form foamy oil, which plays a role of
plugging to a certain extent, as shown in Figure 5.

From Figure 4, one can find that the CO2 + urea solu-
tion-assisted steam flooding process achieves the best pro-
duction performance, with the recovery factor being 10.7%
higher than that of the steam flooding process.*is is mainly
due to the following:

(1) Urea decomposes into NH3 and CO2 under high
temperature (200°C), and CO2 could reduce steam
condensation. Meanwhile, gas volume expansion
under high temperature supplements formation
energy and greatly increases displacement pressure.

(2) *e NH3 generated from the decomposition of urea
reacts with acidic substances in the crude oil after
being dissolved in water to form a surfactant. *e
surfactant reduces the capillary force at the oil-water
interface and promotes the flow of residual oil.

(3) *e generated CO2 in the urea decomposition
process and the injected CO2 have a synergistic oil
displacement in the steam flooding process.

(4) Emulsification occurs in the process of urea-assisted
thermal recovery. *e emulsified oil droplets block
the pore throats, which block the high-permeability
zone. *e displacement fluid then flows into the
unswept throats, and thus, the sweep coefficient is
increased.

3.3. Multimedia-Plugging-Assisted Steam Flooding. For
heavy oil reserves developed by steam flooding process,

high-permeability channels are formed by long-term steam
flooding process, which seriously affects the heavy oil
production performance. To study the influence of different
high-permeability formations on the production perfor-
mance of steam injection, parallel displacement experiments
of different sand pack models with a permeability difference
of 10 times were conducted in this study. *e properties and
displacement effects are shown in Table 4.

In the experiments, the permeabilities of the parallel
sand pack models were 5713 and 565mD. Steam flooding
was firstly implemented on the parallel sand pack model.
After the water cut at the outlet of the sand pack model
achieved 95%, the steam flooding process was stopped.*en,

Table 3: Statistics of physical properties and displacement performance for different sand pack models.

Test PV (cm3) Φ (%) K (mD) So (%) IM Rs/o (cm3/cm3) RF (%)
#1 117.68 34.59 3089 75.36 Steam 0.073 48.68
#2 106.15 31.20 2756 70.81 CO2 + steam 0.074 52.05
#3 125.13 36.78 3261 72.65 Urea + steam 0.084 57.73
#4 116.87 34.35 2938 68.77 CO2 + urea + steam 0.082 59.38
Note. PV—pore volume; Φ—porosity; K—permeability; So—oil saturation; IM—injection medium; Rs/o—oil-steam ratio; RF—recovery factor.
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Figure 5: Foamy oil in the experiment.
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the solution of solid plugging agent was injected into the
sand pack models, and in total, 0.40 PV plugging agent was
employed, and the differences in the permeabilities are
shown in Figure 6.

*is was reflected in the experiments when steam
flooded the parallel sand pack model; the high-permeability
sand pack model (5713mD) was prone to steam channeling.
*e injected steam passed by the high-permeability for-
mation directly to the production end, resulting in low oil
displacement efficiency in the low-permeability sand pack,
with the recovery factor at only 10.08%. To relieve steam
channeling, it is suggested to use the aforementioned op-
timized solid particle plugging agent to plug the sand pack
model. Because the plugging agent has certain selective
plugging properties, it will first plug high-permeability sand
pack models. Figure 6 indicates that the plugging ratio of the
high-permeability sand pack reached 91.20% after injecting
0.40 PV plugging agent. *is effectively plugged the high-
permeability formation, and thus, steam channeling was
controlled. Solid particle plugging agents were less harmful
to low-permeability formation, with the plugging ratio at
only 32.39%.

Once the solid plugging agent was injected into themodel,
0.20 PV of CO2+urea was combined for multimedia-assisted
steam flooding.*e experimental temperature was 200°C, and
the steam displacement rate was 3mL/min. *e production
performance of the plugging agent +multimedia combination
was evaluated, as shown in Figure 7.

It can be seen from the results (as shown in Figure 7) that
after steam flooding process, the oil recovery factors for
high-permeability and low-permeability sand packs were
50.15% and 10.08%, respectively. Once the sand pack model
was plugged, the recovery factor of high-permeability res-
ervoir was increased by 2.63%, and the recovery factor of
low-permeability reservoir was improved by 18.88%, which
is because the steam injected in the early stage preferentially
flowed into the high-permeability formation, leading to a
higher recovery factor of the high-permeability sand pack
model and resulting in less improvement in recovery factor
after plugging. Before plugging, the steam sweep efficiency of
the low-permeability sand pack model was low, with the
recovery factor at only 10.08%. After plugging, the per-
meability difference in parallel sand pack models was re-
duced, with greatly improved sweep efficiency and recovery
factor.

Based on the profile improvement of the sand pack
model, 0.20 PV CO2 + urea solution combined media were

injected to carry out the plugging agent +multimedia oil
displacement experiment shown in Table 4 and Figure 7. It
can be seen from the results that the oil recovery factor of the
two sand pack models was improved after the injection of
multimedia. *e recovery factor of the high-permeability
formation increased by 8.35%, and the recovery factor of
the low-permeability formation improved by 7.42%. It
can be seen by these experiments that the plugging
agent +multimedia channeling obviously improves oil re-
covery factor for highly oil-saturated reservoirs. Crude oil in
low-permeability reservoirs is swept effectively with this
method. *e experimental results indicate that under the
condition of a significant permeability difference, the
plugging agent and multimedia can still produce crude oil in
medium- and low-permeability reservoirs. *e solid particle
plugging agent still has good plugging performance for high-
permeability formation and obviously improves reservoir
recovery.
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Figure 6: Comparison of plugging ratio before and after plugging
with different-permeability sand pack models.

Table 4: Physical properties and development effects of sand pack
models with different permeabilities.

Test PV
cm3

Φ
(%)

So
(%)

K (mD) RF (%)

Kini Kplug SF SF/plug SF/CO2/
urea

#5 115.03 33.81 75.08 5713 503 50.15 52.78 61.13
98.32 28.9 71.26 565 382 10.08 28.96 36.38

Note. PV—pore volume;Φ—porosity; So—oil saturation; K—permeability;
RF—recovery factor; Kini—initial permeability; Kplug—permeability after
plugging; SF—steam flooding; SF/plug—steam flooding after plugging; SF/
CO2/urea—mixture of CO2 and urea-assisted steam flooding.
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4. Conclusions

In this study, plugging agent study, single-media-assisted
steam flooding experiment, and multimedia-assisted steam
flooding experiment were conducted with the following
conclusions obtained:

(1) *e solid particle plugging agent has good injection
ability, the optimized slug size is 0.40 PV, and the
plugging ratio is above 98%.

(2) *e medium-assisted steam flooding process im-
proves heavy oil recovery factor compared with
steam flooding, and gas-assisted steam flooding
meets synergistic oil displacement effect. *e
CO2+ urea solution-assisted steam flooding method
achieves the best production performance, with the
recovery factor of 10.70% higher than that of the
steam flooding process.

(3) With the selective plugging properties of the solid
particle plugging agent, the plugging ratio of the
high-permeability formation can reach 91.20%,
playing a role in plugging effectively. *e solid
particle plugging agent is less harmful to low-per-
meability formation with a plugging ratio of 32.39%.

(4) After plugging, the permeability difference in the
parallel sand pack model is remarkably reduced,
which improves the sweep efficiency, and thus, the
recovery factor is greatly enhanced. Compared with
the original sand pack model and the sand pack
model after plugging, the oil recovery factor for high-
permeability sand pack is improved by 10.98%, and
the recovery factor for low-permeability sand pack is
improved by 26.30%.
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The Ss oil field is found in the Turpan-Hami Basin’s Taipei Sag’s arc structural belt. This reservoir has a complicated character that
has a significant impact on reservoir modeling and production prediction. This is a fault-block reservoir with ultralow
permeability and low porosity that is divided by 57 faults. A static model was constructed by Petrel software based on
reinterpretation of original log and core data and seismic information so as to clarify the spatial distribution of oil and water in
the reservoir and to fit the development history of the later simulated reservoir. The integrated geological modeling approach is
described in this work using the Ss reservoir as an example. A 3D structural model was built based on the spatial cutting
relationship between the layer model and the fault, and the model’s quality was improved by breakpoint data, which more
correctly depicted the structural properties of the research area. The lithofacies model was built within the restrictions of
sedimentary facies using the sequential Gaussian simulation (SGS) stochastic modeling approach, which is paired with
variogram data analysis to achieve the range value. To obtain the porosity and permeability model, the empirical formula of
porosity and permeability, the SGS method, and the variation range value was input into the lithofacies model. It is important
to note that the input lithofacies and property models have values of the same range. To gain the water saturation model, the
distinct Sw function formulas of the S1 ~ S4 layer derived from the JðSwÞ function were fed into the software. The NTG model
was created according to the lower limit of porosity, which is 11%. The merging of detailed reservoir description and
simulation led to the establishment of the Ss reservoir geological model. In the plane, the scale of the geological model has
reached the meter level and decimeter level in the longitudinal direction. It also offers a framework for optimum reservoir
modeling for complex fault-block reservoirs. This method improves the accuracy and precision of the model by reflecting the
reservoir’s heterogeneity and the oil-water distribution. It could provide more details for future reservoir research such as fine
reservoir simulation.

1. Introduction

Fault-block oil and gas reservoirs are intricate and trapped
reservoirs produced by fault [1]. Faults are a vital part in
fault-block reservoirs, as faults regulate the majority of the
reservoir’s main attributes [2, 3]. Many faults of various
grades, orientations, periods, and mechanical qualities occur
in the oil field, cutting and fracturing the structure to
produce smaller fault-blocks, which are made up of fault-
block groups of various forms and genesis [4]. Reservoir
heterogeneity, poor connectivity, substantial lateral shifts,

and complex fluid connections are all hallmarks of fault-
block reservoirs. Recent studies have shown that faults and
their structures have important effects on fluid distribution
and reservoir permeability.

Faults are the fundamental building blocks of fault-block
reservoirs. Many researchers already have relevant knowl-
edge for studying the fault structure. Based on extensive
research using mine practice and laboratory methods, Liotta
et al. [5] believe that when the structure interacts with the
fault, the axial permeability of the fault increases locally,
allowing formation fluids to migrate. Siler et al. [6] simulated
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fault slip and historical stress transfer, and they said that
stress changes caused by fault slip are important for deter-
mining the permeability enhancement and the size of struc-
tural discontinuities. According to Brogi et al. [7], faults
can act as conduits for formation fluid migration. Smera-
glia et al. [8] focused at the active faults in the southern
Apennines and thought that the highly permeable fluid
conduits were found in the area where the faults fit. Thus,
this paper uses a fault-block reservoir composed of fault
elements to model 3D geology. The 3D geological model-
ing research is significant for fluid spatial distribution and
seepage studies.

The approach a geological model is created, and scaled-
up has a major effect on the simulation grid’s final perfor-
mance, specifically when there is a lot of variability in the
reservoir [9]. Fault-block oil and gas reservoirs are more
challenging to analyze and classify due to their genesis.
Fault-block oil and gas reservoirs are more challenging to
analyze and recognize due to their construction [10]. For
reservoir geological modeling, determining how to properly
and effectively characterize the spatial distribution charac-
teristics of each fault is a complex process.

The ultimate purpose of the geological model’s creation
is to provide reservoir simulation services. The geological
model was established with extensive geological data such
as reservoir seismic, well logging, and core, and the gener-
ated grid finely illustrates the reservoir’s geological proper-
ties. In fact, the simulated grid was typically coarsed cell of
reservoir flow characteristics with flow unit characteristics
[9–11]. As a result, once the geological model is mostly
complete, the constructed grid must be coarsened before it
can be imported into the simulator.

At present, most research on geological modeling is
limited to conventional oil reservoirs, with few introductions
to integrated fault-block reservoirs of a case study [12–16].
The Ss reservoir is a low-amplitude dome anticline reservoir
dominated by sedimentary facies from the fan delta and
braided river delta. The primary oil-producing formations
are the Upper Qiketai J2q sand units and the Lower Sanjian-
fang J2s sand units. It is buried at a depth of 2800-3200
meters, with the water-oil contact at the depth of -2500
meters (shown in Figure 1). Porosity is 12.5%, and perme-
ability is 6.2mD. The viscosity and density of formation
crude oil are 0.39mPa·s and 0.66 g/cm3, respectively. The
geological model was accomplished in this study after within
most latest geological information and development data of
the study area, which supplied some reference concepts for
later similar research on fault-block oil and gas reserves.
Furthermore, it represents research methods for the
block’s remaining oil development in the future. The study
is related to a range of dynamic and static geological data
from the Ss reservoir, including seismic, logging, and core
analysis, as well as a detailed summary of the work area.
Petrel software was utilized to do this geological modeling
workflow in the area when combined with detailed geolog-
ical data. Quantitatively expose the 3D distribution of
lithology and facial attributes of reservoirs in the Ss reser-
voir, as well as the distribution and favorable regions of
reserve, in the modeling system.

The first chapter of the study discusses the current
understanding about fault-block reservoirs in geologic
modeling. The study area’s history and geological setting
are detailed in the second part. The third section is a quick
overview of modeling methodological approach. The fourth
and fifth parts present the results of the geological modeling,
as well as comments and conclusions.

2. Geological Setting and Study Area

2.1. Location and Development. The Ss reservoir is located in
the Taipei Sag of the Turpan-Hami Basin, with Qiuling
reservoir to the west and Wenmi reservoir to the east, in
the arc structural belt. The reservoir was discovered in the
1950s, but development did not begin until the late 1980s,
and production began in the early 1990s [17]. Figure 2
depicts total oil production, total fluid production, and total
water content over period.

2.2. Geologic Structure. The Ss structure is a short-axis
northwest-trending anticline with a long axis of 9.15 kilo-
metres a short axis of 5.2 kilometres [17, 18]. The reservoir
has a closed range of 328.5 meters, a closed area of 38.0 kilo-
metres, and 57 faults. The overall terrain of Ss reservoir is
higher in the north and lower in the south, with a small
uplift and a nose-like structure in the middle that gradually
descends to the two flanks. Figure 3 depicts the recognition
of seismic attribute slices such as coherent body, ant body,
and tectonic steering filter, as well as how the interpretation
results are used to estimate the study area’s fault distribution
characteristics. Finally, the investigated area’s fault structure
distribution is confirmed (shown in Figure 4).

2.3. Layered. The primary oil-producing formations are the
Upper Qiketai J2q sand units and the Lower Sanjianfang
J2s sand units, with an oil layer depth of 2800m to
3200m. The J2s of the Sanjianfang formation are divided
into oil group SI and SII, applying sequence stratigraphic
analysis method and the short-term base level cycle [19].
According to the sedimentary rhythm and lithological varia-
tion surface, SI oil group is sorted into S1 and S2 sand units,
and SII is sorted intoS3, S4, and S5 sand units. Each sand unit
is divided into single layer sand for modeling and research
purposes, with the specific division results be provided in
Table 1. The oil units Q1 are 56.3 meters thick, SI is 105.8
meters thick, and SII is 178 meters thick. In the study area,
the productive layer’s original oil saturation ranges from 58
to 68.5 percent.

2.4. Porosity and Permeability. In the study area, in-layer
heterogeneity is not obvious but the interlayer heterogeneity
is very strong [20]. The majority of pore types are secondary.
The results of the test suggest that the reservoir rocks have a
high degree of hydrophilicity from 14 cores wettability,
which is advantageous for water injection development and
enhanced oil recovery. The laboratory measured relative
permeability curves and normalized them to generate three
rock type curves using 33 sample cores with various perme-
ability levels (Figure 5). The Sanjianfang formation’s mean
permeability and porosity were proved to be 6mD and
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13%, respectively, as shown in Figure 6. The reservoir is
characterized by low porosity and ultralow permeability.

2.5. Fluid Properties. Table 2 shows the general fluid proper-
ties under initial reservoir conditions as well as the simula-
tion’s initialization parameters. The light density, low
viscosity, and substantial gas content of crude oil account
for its properties [17]. The reservoir has a low associated
methane content, but a significant intermediate hydrocar-
bon (C2~C5) content. The salinity of the formation water
is not high; the water type is NaHCO3 and CaCl2, with
NaHCO3 having a salinity of 2000~5000ppm and CaCl2
having a salinity of 10000~22000 ppm. The initial reservoir
pressure is 28.8MPa, and the pressure coefficient is 0.97,
indicating a normal pressure system. The saturation pres-
sure is 18.2MPa, the reservoir temperature is 86°C, and the
geothermal gradient is 2.5°C/100m, as a low temperature

negative anomaly system (the normal geothermal gradient
is 3°C/100m).

3. Materials and Methods

The reservoir geological model is the quantitative expression
of diverse geological properties in 3D space and the integra-
tion of comprehensive geological research results [21]. As
demonstrated in Figure 7, geological modeling necessitates
a comprehensive set of a framework. Applying Petrel of 3D
modeling software, to make a fault and structural model,
facies-controlled model, and property model based on all
available geological study results.

Deterministic and stochastic reservoir modeling is the
two most commonly used methodologies for reservoir
modeling [22–24]. Linear interpolation, inverse square
weighted average of distance, kriging method, and seismic
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Figure 1: Geological structure of Ss reservoir.
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reservoir prediction are among the techniques used in deter-
ministic modeling [25]. The deterministic modeling method
is distinguished by the fact that only one output can be
obtained by entering a set of parameters. The Kriging inter-
polation approach may reflect the variogram properties of
sand formations of various derivation; however, it is over-
burdened when dealing with complex fault-block reservoirs.
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Figure 4: The structure of the study area.

Table 1: Sand layer division of Ss reservoir.

Oily section Oil group Sand units Single layer units

J2q Q1 Q1 4

J2s

S I
S1 3
S2 5

S II
S3 5
S4 3
S5 4

Total 3 6 24
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Figure 5: Relative permeability curves of three types.
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The application of stochastic simulation technology to estab-
lish multiple alternative reservoir space parameter forecasts
with equal probability of reservoir spatial distribution
models is based on known information together with ran-
dom function theory [26, 27]. Multiple stochastic results
generated using the stochastic simulation method can better
capture the varied nature of reservoir attribute spatial distri-
bution [28]. Advanced stochastic modeling methods and
facies-controlled modeling approaches are needed to con-
struct geological models based on the research objective,
depth, and accuracy requirements of the study area.

The fault model is a three-dimensional fault plane that is
based on seismic interpretation and fault data to determine
fault distribution in space [29]. The layer structure model
uses the interpolation method and layered data to build the
top and bottom surface models of each isochronous layer
[30]. The layer model is a three-dimensional representation
of the stratum interface. After merging the space of each
layer model, the constructed fault model can be loaded to
acquire the reservoir’s 3D spatial framework.

Stochastic modeling simulation requires two types of
parameters. The conditional parameter is the original
geological information. The other category is statistical
characteristic parameters, which comprise lithology index
variation coefficient, petrophysical variation function, and
probability density function [31]. The most advanced
method currently used to determine these values is vario-
gram analysis with stratigraphic comparison.

The variogram quantifies the spatial variability of
regionalized variables. It reflects the fact that the degree of
spatial variability varies with distance and direction. It builds
a corresponding theoretical variogram model using limited
spatial observations of regionalized variables to reveal the
variable’s main structural characteristics [31]. Taking the
lithofacy interpretation data on the well point as the control
point, the horizontal and vertical variation functions of the
five lithologic facies of the 24 single sand layers were ana-
lyzed, and the variable gradient function model curves were
fitted so that various statistical characteristic parameters
were relatively well determined, as shown in Table 3. The
variogram model curves obtained by analyzing the lateral
and vertical variograms of the five lithofacies with the prop-
erties of 24 sand layers are depicted in Figure 8.

Following the completion of structural and lithofacies
modeling, property modeling, which includes porosity, per-
meability, water saturation, and NTG models, is performed.
Variogram analysis and stochastic modeling method optimi-
zation are required in porosity and permeability modeling,
as well as when the lithofacies model is established. Accurate
modeling of water saturation variation in the transition zone
is critical for reservoir simulation and determining original
oil in place [32]. There was no complete set of resistivity logs
available to generate capillary pressures (Pcr) [33]. PcHg data
for rock samples were available, which was then converted to
the Pcr in the following equation.

Pcr =
σr cos θr
σl cos θl

∙PcHg, ð1Þ

Table 2: General fluid properties at initial reservoir conditions and
initialization parameters used in the modeling.

Parameter Value

Oil density 0.6597 g/cm3

Oil viscosity 0.3879mPa·s
Oil bubble point pressure 18.2186MPa

Oil compression factor(co) 16:7486 × 10−4 MPa−1

Gas density 1.04 kg/m3

Water formation NaHCO3,CaCl2
Water viscosity 0.3246mPa·s
Reservoir pressure 28.84MPa

Reservoir temperature 86°C

Geothermal gradient 2.5 °C/100m

Depth of water-oil contact -2500m
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where Pcr and PcHg are under formation conditions and
laboratory conditions capillary pressure (MPa); σr and σl
are the interfacial tension under the formation conditions
and laboratory (mN/m); θr and θl are the capillary angle
under the formation and laboratory, respectively. Table 4
provides specific value of the above parameters.

Because of the large density differences between oil and
gas and the lack of an initial gas cap in the reservoir, the cap-
illary pressure between them was ignored. Equation (2) was
used to convert the obtained capillary pressure data to depth:

H =HO −HFWL =
100Pcr

ρw − ρo
, ð2Þ

where H is the height of oil, m; HFWL is height above the free
water level, m; ρw is water density, g/cm3; and ρo is oil
density, g/cm3.

Finally, eq. (3) [34, 35] is used to transform the capillary
pressure curve under oil reservoir circumstances to the J
function in consistent units:

J SWð Þ = Pcr

σr cos θr
∙

ffiffiffi
k
ϕ

s
, ð3Þ

where K is permeability (md); ϕ is fractional porosity, %.
Figure 9 shows water saturation and capillary pressure

curves for multiple rock samples from S1 to S4.
Data preparation is essential before the modeling work

begins. 502 well position and well trajectory data were sorted
by the researchers. Fine geological stratification data, logging
interpretation curves, seismic tectonic surface and fault data,
lithology curves, paleo-current direction data, and other

information are also included. Various test data (such as
oil test and production data), fluid property data, and pro-
duction dynamic data must also be prepared.

An orthogonal grid system was used to establish the
model grid in the study area. The grid step length is 20
meters on the 2D surface, and a total of 348 × 345 grids are
divided. With an average step length of 0.2 meters, it
approaches the decimeter level in the longitudinal direction.
As a result, a total of 1730 microlayers are separated longitu-
dinally from the upper of the Q sand group to the lower of
the S5 sand group, resulting in a total of 348 × 345 × 1730
cells in the 3D modeling. The total number of cells exceeds
200 million. Because the geological model is so detailed, it
cannot be directly loaded into the simulator for simulation
testing. On the one hand, machine capacity and computer
power are significant challenges; on the other hand, they
are insignificant for research simulation. As a result, work
on coarsening the cell is also required. To check for invalid
cells, cell height and volume models were constructed after
coarsening the cell of the geological model.

4. Results and Discussion

4.1. Fault Modeling. The fault model is a 3D fault plane that
is based on seismic interpretation and fault data to deter-
mine fault distribution in space. The layer structure model
uses the interpolation method and layered data to build the
top and bottom surface models of each isochronous layer.
The layer model is a 3D representation of the stratum inter-
face. After superimposing the space of each layer model, the
constructed fault model can be loaded to acquire the reser-
voir’s 3D spatial framework.

According to the result of the seismic investigation and
interpretation, the study area has 57 faults of various magni-
tude, with a rather basic fault structure. Applying seismically
interpreted fault data to construct each fault plane and ana-
lyze the contact and cutting relationships between the faults,
a fault model for the entire oil area of the Ss was established,
as shown in Figure 10.

4.2. Structural Modeling. From the upper Q to the lower S5
sand, the geological stratification of the study area is divided
into 6 layer units and 24 small strata. Although well
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controlled
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Figure 7: The workflow used for the entire modeling procedure.

Table 3: The variogram fits the input parameter value.

Parameter Value

Major range 600 meters

Minor range 380meters

Vertical range 3 meters

Major azimuth SE45°

Vertical dip 90°
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geological stratification data is quite reliable, predicting the
value obtained between wells is problematic. Four tiers of
upper and lower oil groups were developed based on the
interpretation surface data of seismic interpretation in the
study (Figure 11) in order to make the structure correspond
to the details of wells and reflect the overall trend of seismic
interpretation. The four layers were adjusted and recon-
structed using the layered data from 502 wells, and the
layered thickness surface of 24 single sand layers was estab-
lished. Finally, a 3D structural model of the Ss was created
by merging four layer models, layered thickness planes,
and fault models (Figure 12).

4.3. Lithofacies Modeling. The sandstone is categorized into
four lithofacies by studying the sedimentary facies of the Ss
reservoir: glutenite, medium to coarse sandstone, packsand,
and siltstone. To create a 3D lithofacies model, the paper
used a combination of stratigraphic lithology and strati-

graphic contrast division, log facies analysis, and lithofacies
curve interpretation in the study area, as well as paleocurrent
direction and advanced stochastic modeling technologies.

The stochastic modeling approach was screened based
on variogram analysis, employing logging interpretation of
lithofacies data at the well locations as hard information,
and a more suitable sequential inertia indicator method
was applied to construct 24 layers of 3D lithofacies model.
The lithofacies model of the study region is displayed in
3D in Figure 13, and the lithofacies model of the s32 layer is
shown in Figure 14.

4.4. Property Modeling. The 3D facies model is used to
model the petrophysical parameters. Under the control of
conditional wells, statistically evaluate parameters of the
standard deviation, probability distribution, and variogram
in the facies model, using sequential Gaussian simulation
(SGS) to produce the requisite 3D parameter model. The

Table 4: Wetting angle and interfacial tension value [34, 35].

Environment System Capillary angle θ (°) Interfacial tension σ mNm−1� �

Laboratory

Gas-water 0 72

Oil-water 30 48

Gas-mercury 140 480

Gas-oil 0 24

Formation
Water-oil 30 30

Water-gas 0 50
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SGS [36] algorithm provides two benefits. It is first carried
out in a sequential manner from one pixel to the next. Sec-
ond, in addition to the original data, the conditional data
utilized to build the conditional probability distribution
function of a pixel includes all simulated data.

The porosity is the fundamental parameter that reveals the
reservoir capacity’s relative size. Porosity accuracy is directly
related to the precision of key metrics such as saturation,

which is critical in the appraisal and computation of reservoir
reserves. The link Eq. (4) between AC and porosity was estab-
lished using core analysis porosity and logging electrical
parameters of the core layer. The relationship between AC
and formation porosity is shown in Figure 15(a).

ΦC = 0:001811 × AC − 0:2964 R2 = 0:832N = 97
� �

, ð4Þ
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Where ΦC is the porosity,AC is the acoustic time
difference.

As demonstrated in Figure 15(b), permeability and
porosity have a particular relationship. An empirical Eq.
(5) for the intersecting permeability of the porosity and
permeability of the Ss reservoir is established based on the
porosity and permeability data from the core analysis in
the research region.

K = 0:01097 × e 0:4356×Φð Þ R2 = 0:8039N = 139
� �

, ð5Þ

where K is the permeability of reservoir, and Φ is the
porosity.

The porosity of mudstone is zero, according to the litho-
facies model, when Eq. (4) is used to compute the porosity of
sandstone. Discretize the calculated porosity into a property
while also setting the porosity of the mudstone and inter-
layer to low-value ranges of 0~ 001. The porosity of sands
was distributed according to the real data range, which was
combined with the log interpretation of the property param-
eter data of wells point as the hard data, and 24 layers of 3D
porosity models were built using the SGS technique (shown
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Figure 10: Fault model of the study area.
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in Figure 16(a)). Given the link between permeability and
porosity, developing permeability models is consistent with
the above strategy (shown in Figure 16(b)). The longitudinal
porosity and permeability model distributions are shown in
Figures 16(c) and 16(d), respectively.

Water saturation was computed in every cell of the 3D
grid using the height above free water level concept, which
was modeled using capillary pressure curves assigned to each
reservoir rock type (RRT) in this study. Reservoir rock cores
were investigated, and the relationship between capillary

force and water saturation (S1 to S4) was determined under
experimental settings, as shown in Figure 9. The JðSwÞ func-
tion and water saturation model ðSwÞ of (S1~ S4) sand units
are shown in Table 5. The following is a more detailed expla-
nation of the approach. To begin, Eq. (1) converts the capil-
lary force value measured under experimental conditions
into the equivalent value under formation conditions. Sec-
ond, Eq. (3) was implemented to create a series of J (Sw)
values, and then multiple regression matching was used to
determine the relationship between J (Sw) and ðSwÞ. Finally,
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Figure 12: 3D structural model of the study area.
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by integrating Eqs. (2) and (3), the ðSwÞ function is obtained,
which shows the relation between water saturation, forma-
tion porosity and permeability, and oil column height of
distinct oil layer units. To establish the water saturation
model, the derived ðSwÞ functional relationship was entered
into Petrel modeling software. Exhibition of modeled longi-
tudinal cross-sections (S1 to S4) of the water saturation
models in primary reservoir regions is shown in Figure 17.

This method improved the petrophysical model’s
accuracy. When compared to the Archie technique, the
calculation accuracy of the water saturation model
derived by solving the different levels is greatly improved,
and it can disclose the change in saturation near the oil-
water interface.

Furthermore, as compared to the simple assignment
method’s water saturation model, the Sw function model
can better expose the original reservoir saturation and give
a solid foundation for simulation.

4.5. Net to Gross Modeling. The term “cut-off” refers to a col-
laborative effort by geological researchers to determine a
value that will distinguish non-reservoir rock (mudstone)
from reservoir rock [11]. The NTG defines the effective to
rock thickness ratio of the reservoir [37]. In this study, geo-
logical reserve prove only related to porosity, hence, NTG is
primarily controlled by the lower limit of porosity. The
intersection diagram of porosity and permeability of Ss res-
ervoir (Figure 18), the lower limit of porosity as ∅0 is 11%.
The syntax in the model is NTG = if (Por≥11%, 1, 0).
Figure 19 illustrates the NTG model of S32.

4.6. Calculation of Reserves. The calculation of geological
reserves is an initial test of the model’s quality after it has
been established. The thorough results of the initial geologi-
cal model reserve calculation for the study area are shown in
Table 6. The calculated reserves of the initially geological
model are 3969 × 104 m3, which is 3.5% deviation than the
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geological reserves of 4114 × 104 m3, which conform the
error range of model requirements.

4.7. Model Coarsening. The geological modeling work is
nearly complete now that the structural, lithofacies, and
property models have been completed. The goal of finishing

the modeling work is to make a proper support structure for
simulation. The lithofacies model, porosity model, and
permeability model were coarsened in order to allow the
geological model to be entered into the simulator to finish
the simulation study work. The coarsening process varies
based on the qualities of attribute parameters [38].

The geological model was coarsened to allow the output
model grids to be appropriate to simulation work and to
minimize the process of modifying parameters throughout
the simulation process. The vertical distribution frequency
of single sand is adopted by the cells coarsening of the lith-
ofacies model. A weighted arithmetic average approach is
used to coarsen the porosity and permeability models. The
grid step length was coarsened to 50 × 50 meters on the 2D
surface, and a total of 139 × 138 grids were divided. The
1730 microlayers are coarsened 72 layers in the longitudinal
direction through the three small layers of each single sand
unit as the boundary coarsening condition. After coarsening,
the total number of cells in the output model is 139 × 138
× 72. The stratified reserves are rematched when the model
is coarsened. The coarsened model reserve is calculated to be
4121 × 104 m3. The deviation between the simulation results
of coarsened model and the geological reserves is only 0.2%.
This demonstrates that the model’s reserves estimate
through grid coarsening is more reasonable than noncoar-
sening, the coarsened model more appropriate for research.

Table 5: ðSwÞ and J (Sw) function of (S1~ S4) sand units.

Sand units J-function (J (Sw)) Swð Þ function

S1 J Swð Þ = 0:0838 × Sw
−3:3R2 = 0:8951 Sw = 1:1206638

1
h
×

ffiffiffiffi
∅
k

r ! 1
3:445

S2 J Swð Þ = 0:0968 × Sw
−2:648R2 = 0:7405 Sw = 1:287414

1
h
×

ffiffiffiffi
∅
k

r ! 1
2:719

S3 J Swð Þ = 0:1247 × Sw
−2:692R2 = 0:7315 Sw = 1:294725

1
h
×

ffiffiffiffi
∅
k

r ! 1
2:496

S4 J Swð Þ = 0:3421 × Sw
−2:146R2 = 0:8768 Sw = 1:295409

1
h
×

ffiffiffiffi
∅
k

r ! 1
2:56
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Figure 17: Longitudinal cross-sections of the S1~ S4 water saturation models.
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5. Conclusion

(1) The integration of detailed reservoir description and
simulation led to the creation of the Ss reservoir geo-
logical model. In the plane, the geological model has
reached the meter level, and in the longitudinal direc-
tion, it has reached the decimeter level. The grid step
length on the 2D surface was 20 meters, and a total
of 348 × 345 grids were separated. In the longitudinal
direction, the 1730 microlayers are divided longitudi-
nally from the upper of the Qiketai to the lower of
the S5 sand group, and the total number of nodes in
the 3D modeling is 348 × 345 × 1730 cells. The 3D
model reserves match is 3969 × 104 m3, which is
3.5% deviation than the geological reserves of 4113 ×
104 m3. The results show that the model meets the
accuracy and research purpose requirements

(2) Advanced stochastic simulation methods are used to
solve the complex fault-block model, which visually
displays the spatial distribution characteristics of
the reservoir and improves the fine description of
the reservoir, as part of reservoir modeling research
that closely combines the formation and sand body
distribution characteristics of the Ss reservoir. This
gives a parametric model for simulation due to its
precision. The properties of complicated fault-block
reservoir are extremely important to research

(3) The study not only offers fault-block reservoir
modeling approaches but it also publishes a vast
number of geological data bodies in the study region,
including 430 production well history data and
reservoir material properties, as well as proposing
directions for future geological research.

(4) Through the application of variogram analysis to
acquire a great grasp of sand bodies, geological
study, lithofacies simulation, and physical parameter
simulation become a trinity. The spatial distribution
of lithofacies and petrophysical parameters is
adequately displayed in lithofacies modeling and
property modeling, and geological research and
reservoir modeling are closely coupled to make the
subsequent simulation results more realistic and
dependable.
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Table 6: Reserve matching result of Shansan 3D model.

Sand units Q1 S1 S2 S3 S4 S5 Total

Match reserve × 104m3 618 879 1495 737 148 88 3969
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Computational efficiency is the key factor to be considered in the productivity evaluation of rectangular coalbed methane
reservoir. There are three main factors affecting the calculation speed: the nonlinearity of the material balance equation of
coalbed methane reservoir, the poor conductivity of fractures cannot be considered as infinite conductivity fractures, and the
Duhamel convolution is needed in history fitting and boundary image inversion. At present, there is no method to quickly
evaluate the productivity of finite conductivity fracture model in rectangular coalbed methane reservoir. Diffusion equation of
matrix is generated by the Fick diffusion law. The Darcy seepage law is used to build the seepage equation of fractured system
in coalbed methane reservoir. In order to transform the calculation result of infinite conductivity fracture into finite
conductivity fracture, fracture conductivity factor is employed in this paper. The applicability of fracture conductivity factor in
the whole production process is clarified. It is clear that the factor is prone to calculation errors when the time is small, and
the calculation fluctuates greatly. According to the characteristics of the Riley method and discrete method, an accurate and
efficient analytical solution calculation process is designed. This will make the calculation results accurate. A production
evaluation method of rectangular coalbed methane reservoirs with fractured vertical well and finite conductivity fracture is
proposed. The purpose of quickly and accurately predict well production capacity is reached. The geological parameters are
recombined, and new coalbed methane reservoir flow parameters are defined. Through parameter sensitivity analysis, the
influence of different flow characteristic parameters on gas production is clarified. The dimensionless transfer constant and
dimensionless storage capacity affect the appearance time of desorption and diffusion and the storage capacity of the fracture
system, respectively. The dimensionless desorption constant describes the strength of desorption and diffusion. The influence
of fracture conductivity factor on production is studied. It is clarified that its impacts are different in the early stage and the
later stage of production. There is a limit to the fracture conductivity factor. When the limit is exceeded, the fracture
conductivity factors no longer affect the production of a single well. The findings of this study can understand the percolation
stage of finite conductivity fractured wells with rectangular coalbed methane reservoir and can also guide fracturing design and
writing in the field. The research results enrich the productivity evaluation model of coalbed methane reservoir. In the end, a
set of production evaluation method is put forward suitable for the well in rectangular coalbed methane reservoirs with
fractured vertical well and finite conductivity fracture. In this paper, the influence of fracture conductivity on single well
productivity in rectangular coalbed methane reservoir is quantitatively evaluated for the first time. By improving the
calculation method and optimizing the calculation path, the productivity evaluation calculation speed of finite conductivity
fractured wells in rectangular coalbed methane reservoir is optimized without affecting the calculation accuracy. The new
method can be applied directly to productivity evaluation software, which has the significance of popularization.
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1. Introduction

Coalbed methane is considered as one of the dangerous
sources in coal mining. There are two main occurrence
modes of CBM in coal seam: adsorbed gas and free gas. Free
gas exists in the same form as conventional gas reservoirs.
Under the condition of original formation, adsorbed gas is
mainly adsorbed in coal rock matrix [1]. With the early
drainage of coalbed methane wells, the formation pressure
gradually decreases. When formation pressure reaches the
critical desorption pressure, the adsorbed gas will gradually
separate from the coal rock matrix and become free gas.
Current research shows that the porosity of coal seam is
small, usually less than 1%. The production contribution of
coalbed methane is mainly adsorbed gas. The separation
and migration of free gas must be considered when evaluat-
ing the capacity of coalbed methane reservoir.

The Langmuir isothermal adsorption equation is used to
describe the dynamic balance between free gas and adsorbed
gas. Fick’s diffusion law is used to describe the process of free
gas entering the natural fracture system of coal seam by dif-
fusion. Fick’s first diffusion law describes quasisteady-state
diffusion, and Fick’s second diffusion law describes unsteady
diffusion. The analytical solution model of coalbed methane
productivity is based on the dual-medium model of conven-
tional gas reservoirs proposed by Warren and Root [2] and
De Swaan [3]. Anbarci and Ertekin [4] introduced the
Langmuir isothermal adsorption equation based on molecu-
lar motion theory to describe the desorption process of
adsorbed gas. The Fick diffusion equation of mass transfer
was introduced to describe the process of desorption gas
migration from coal matrix to fracture system. The intro-
duction of these two equations greatly increases the accuracy
of CBM seepage model. With the wide application of reser-
voir reconstruction technology in unconventional gas reser-
voir development, Nie et al. [5] and Yu-Long [6] analyzed
the analytical solution of the model with artificial fracture
and analyzed its flow stage and pressure production change.
Li et al. [7] studied the seepage characteristics of coalbed
methane reservoir and the productivity characteristics with
the presence of stimulated reservoir volume. Fu [8] studied
the influence of hydraulic fracturing of coal seam on roof
rupture and instability by physical simulation experiment.
Based on the production characteristics of coalbed methane
wells in Hancheng field, Zhiming et al. [9] summarized three
typical models of coalbed methane production. Jun et al.
[10] explored the geological control factors that govern the
productivity of coalbed methane wells on a small scale. By
using the method of geological analysis and grey correlation
analysis, the geological and drainage data of 26 coalbed
methane production wells over 5 years in Zhengcun block
were systematically analyzed. Based on the basic unit of the
dual-pore model, Long and Rigui [11] deduced the shape
factors suitable for the dual-pore model of coalbed methane
reservoir by considering the Darcy flow, molecular diffusion
movement, gas desorption effect, slippage effect, and other
seepage mechanisms. Lijun et al. [12] put forward the con-
cept of controllable horizontal well design, realizing the
design objectives of controllable well, easy to transform, fast

and efficient, and widely adaptable. Bo et al. [13] systemati-
cally described the key drilling technology successfully
implemented for tree-like horizontal well, which provides a
new means for the efficient development of coalbed meth-
ane. In recent years, nitrogen foam fracturing has been used
in more and more CBM wells, and good results have been
achieved. Nitrogen foam fracturing can increase the conduc-
tivity of fractures.

Wei [14] constructed a conceptual model of discrete
fracture network using unstructured perpendicular bisection
grid, established a mathematical model considering shale gas
reservoir permeability, Darcy flow, diffusion, and adsorp-
tion/desorption stress sensitivity, derived and obtained non-
linear numerical equation of production decline, obtained
production decline curve, and identified the flow stage of
the model. Li X. et al. [15] evaluated the productivity of
nitrogen foam fracturing CBM wells through production
data analysis and found that nitrogen foam fracturing had
significantly better effect than hydraulic fracturing. Based
on logging, experimental testing, and drainage data of a
research area in Qinshui Basin, Qiao et al. [16] carried out
research on coalbed methane reservoir productivity predic-
tion technology and calculated the weight of each reservoir
parameter affecting coalbed methane reservoir productivity
through grey correlation analysis method. A polynomial
exponential model is established by using four parameters
of gas content, ash content, porosity, and permeability to
predict coalbed methane reservoir productivity. Li [17]
introduced a special quasitime function to solve the nonlin-
ear problem of CBM material balance equation. Using the
newly defined parameters to characterize the asymmetry of
hydraulic fractures, the productivity evaluation model and
its analytical solution with different degrees of symmetry of
fractures are obtained. The permeability of coalbed methane
reservoir is low according to well test. The seepage range of
coalbed methane wells for hydraulic fracturing is almost lim-
ited to the rectangular area with hydraulic fracture as the
center line. At present, the hydraulic fracture in the model
proposed by most scholars is a hyperpermeability channel.
The fracture is assumed to have infinite conductivity, with
fluid from the reservoir instantaneously flowing into the
wellbore with equal flow throughout the fracture and no
pressure drop. Actual hydraulic fractures do not have
infinite conductivity. Especially for the soft stratum such as
coal seam, the hydraulic fracture conductivity is generally
small. Fracture conductivity should be considered in the
evaluation of single well productivity and gas reservoir
development potential. In productivity evaluation, the finite
conductivity characteristics of rectangular boundary and
fracture will bring a huge amount of calculation. The
increase of calculation will affect the application of the
model in gas reservoir development.

Previous studies mainly focused on circular boundary
and rarely involved rectangular boundary. But according to
the seismic data, rectangular boundary is more common in
coal seam. Taking the no. 1 coalbed methane block as an
example, it is found that the fracture conductivity coefficient
of fractured vertical wells is generally between 1 and 10, and
38% of wells are suitable for rectangular boundary model.
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Under the influence of reservoir structure, fracture conduc-
tivity coefficient of fractured vertical wells in no. 2 coalbed
methane block is generally below 5, and 27% of wells are
suitable for rectangular boundary model. Based on the rect-
angular boundary, this paper increases the applicability of
the model and enriches the productivity evaluation model
of coalbed methane. In addition, previous studies mainly
focused on increasing the accuracy of the model while ignor-
ing the calculation speed of the model. However, due to the
complexity of coalbed methane, the calculation amount of
the productivity evaluation model is increased, so the previ-
ous model is still in the theoretical stage, with few applica-
tions. In this paper, the fracture conductivity conversion
factor is introduced to optimize the calculation path, avoid
the error caused by the fracture conductivity conversion fac-
tor, and greatly increase the calculation speed. The model
presented in this paper can be embedded into current pro-
ductivity evaluation software to achieve direct application.

First, the methodology is presented. Then, the gas migra-
tion model in the matrix was determined by the Langmuir
equation and Fick diffusion law. The gas flow model in the
natural fracture system was determined by the flow material
balance equation, and the fracture conductivity conversion
factor was introduced to solve the seepage problem of finite
conductivity fractures. Then, the conclusion is analyzed,
including the influence of fracture conductivity on produc-
tion and the sensitivity of parameters. The calculation path
of capacity evaluation is optimized, and the calculation
speed is increased without affecting the calculation accuracy.
Finally, the model is used to fit the historical production data
and forecast the future production of a coalbed methane well
in Bowen Basin.

2. Methodology

In order to simplify the seepage model, important assump-
tions need to be made:

(1) The gas reservoir is a constant temperature

(2) The properties of each point in the gas reservoir are
consistent

(3) Hydraulically fractured vertical wells are located in
the middle of the gas reservoir (Figure 1).

(4) Gas is desorbed from the matrix and diffused into
the natural fracture system. The Darcy flow is
followed in a natural fracture system (Figure 2)

(5) Hydraulic fracture is a finite conductivity fracture

(6) Vertical well production mode is constant pressure
production or constant flow rate production

(7) The coalbed methane reservoir is rectangular with a
closed boundary or a constant pressure boundary

(8) Unsteady and quasisteady gas diffusion occurs in the
matrix micropore system of coal seam (Figure 3)

(9) The gas reservoir does not percolate vertically

2.1. Model Establishment and Solution. Anbarci and Ertekin
[4] proposed a coalbed methane reservoir seepage model
based on the conventional double porosity model. In this
model, the fracture is an infinite conductivity fracture.In this
article, fractured well with finite conductivity in rectangular-
shaped coalbed methane reservoirs was discussed, using the
spherical matrix to describe the transient steady state
sorption and using the cubic matrix to describe the
pseudosteady-state sorption.

2.2. Modeling Flow in the Nature Fracture. Free gas and des-
orbed gas flow together in coalbed methane reservoirs are
different from conventional gas reservoirs. This makes the
material balance equation become nonlinear equation. The
material balance equation in the nature fracture is as follows:

1
r
∂
∂r

r
p
μz

∂p
∂r

� �
=
ϕcgp

kz
∂p
∂t

+ pscT
kTsc

∂V
∂t

: ð1Þ

Equation (1) is a nonlinear equation. At present, there is
no accurate analytical solution for nonlinear equation, so it
needs to be solved by numerical method.

1
r
∂
∂r

r2D
∂C
∂r

� �
= ∂C

∂t
,

∂C
∂t

=D
∂2C
∂r2

:

ð2Þ

Associated with diffusion equation and dimensionless
transformation, the solution of formula (1) in Laplace space
is as follows:

2xe

2ye

Hydraulic fracture

Well

Figure 1: Hydraulically fractured wells located in the middle of the
rectangular coalbed methane reservoir.

Free gas

Adsorbed gas

Figure 2: The adsorbed gas and free gas in coalbed methane.
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1
rD

∂
∂rD

rD
∂fψD

∂rD

� �
= f sð ÞgψD: ð3Þ

Unsteady diffusion:

f sð Þ = ωs + 1 − ωð Þ
λ

σ
ffiffiffiffiffi
λs

p
coth

ffiffiffiffiffi
λs

p
− 1

� �
: ð4Þ

Quasisteady-state diffusion:

f sð Þ = ωs + 1 − ωð Þ
λ

σ
s

s + 1/λ : ð5Þ

2.3. Fracture Conductivity Conversion Factor. In rectangular
CBM reservoir model with finite conductivity fractures, the
computational speed is the key to application. In order to
consider the conductivity of fracture without increasing the
amount of calculation, the fracture conductivity conversion
factor can be used to transform the calculation results of infi-
nite conductivity fracture to finite conductivity fracture. The
transformation formula is [18] as follows:

s~pwD = s~pwDinf + s~f CfD

� �
: ð6Þ

~pwDinf is the calculation result of infinite conductivity
fracture, and ~f ðCfDÞ is convert conductivity factor for frac-
ture. According to the calculation results of Riley [18], this
factor can be expressed as follows:

s~f CfD

� �
= 2π〠

∞

n=1

1
n2π2CfD + 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2π2 + s

p + 0:4063π
π CfD + 0:8997
� �

+ 1:6252s :

ð7Þ

3. Result and Discussion

3.1. Analysis of Fracture Conductivity. Even under the condi-
tion of the same geological characteristics, the hydraulic
fracture conductivity is different. Due to the large gas flow
in the early stage, fracture conductivity becomes the bottle-
neck of single well productivity. The influence mainly occurs
in the early stage of production. With the increase of fracture
conductivity, energy consumption decreases and single well
productivity increases at the same flow rate. When the
dimensionless conductivity factor of fracture is about 12,
the conductivity of fracture almost no longer affects the pro-
ductivity of single well. With proper fracturing technology,
the conductivity factor of hydraulic fracture can easily reach
12. There is no need to increase the fracturing scale to pur-
sue fracture conductivity. For most CBM reservoirs, the
dimensionless fracture conductivity factor is usually less
than 12, and its impact on single well productivity must be
considered during productivity evaluation (Figure 4).

3.2. Parameter Sensitivity Analysis. In order to better
describe the flow in the reservoir, it is necessary to recom-
bine the geological parameters into flow characteristic
parameters. Flow characteristic parameters mainly include
dimensionless transfer constant λ, dimensionless storage

capacity ω, and dimensionless desorption constant σ. In
addition, always with the well storage coefficient and well
skin factor, these five parameters are used to analyze the
pressure sensitivity of coalbed methane. The basic parame-
ters of sensitivity analysis are shown in Table 1. Parameter
sensitivity analysis based on the closed gas reservoir model.

The dimensionless transfer constant λ is directly propor-
tional to permeability and analytical time constant and
inversely proportional to reservoir porosity, gas viscosity,
fracture half-length, and gas compressibility. Because the
desorption time is inversely proportional to the dimension-
less desorption constant, dimensionless transfer constant is
inversely proportional to the desorption intensity. The larger
the dimensionless transfer constant is, the later the “descent”
feature in the pressure curve appears, and the later the
desorption and diffusion control stage appear. Therefore,
dimensionless transfer mainly affects the time when desorp-
tion and diffusion occur and has a weaker effect on the
degree of desorption and diffusion (Figure 5(a)).

The dimensionless storage capacity ω is directly propor-
tional to the porosity of the fracture system and reflects the
storage capacity of fracture system. Contrary to the conven-
tional dual-porous media model reflecting the storage capac-
ity of the matrix, the dimensionless storage capacity
represents the proportion of gas flow in the reservoir from
the fracture system. When the dimensionless storage capac-
ity is high, the more gas from the fracture system is pro-
duced, and the less gas will be diffused from the matrix. In
this case, the desorption and diffusion of coalbed methane
reservoir are not obvious. The pressure derivative curve is
different than that of conventional dual porosity reservoir,
and the “downward concave” shape of pressure derivative
becomes smaller. In the early stage, as the seepage occurs
in natural fractures, the pressure drop decreases for gas res-
ervoirs with large storage capacity, the linear flow time
increases, and the desorption diffusion is delayed and the
time becomes shorter (Figure 5(b)).

The dimensionless desorption constant σ mainly
describes the strength of desorption and diffusion. It is
directly proportional to Langmuir volume, production rate,
and original reservoir pressure. The original reservoir pres-
sure determines the Langmuir volume. The greater the orig-
inal pressure, the gas adsorbed in the coal seam will increase.
Therefore, Langmuir volume also represents the ability of
gas desorption in the matrix to recharge the fracture system.
The larger the Langmuir volume, the faster the gas concen-
tration changes in the reservoir. All of these will lead to
the enhancement of desorption and diffusion, which makes
the “sag” phenomenon of the pressure derivative curve
stronger (Figure 5(c)).

The well storage coefficient mainly affects the early stage
of production. Well storage coefficient reflects the size of
well storage effect. It determines both the degree and the
duration of well storage effect. If the well storage effect is
too large, it will cover the linear flow stage and make the
production directly enter into the CBM desorption and dif-
fusion stage (Figure 5(d)).

The skin factor mainly affects the pressure drop in the
transition stage of well storage. After the wellbore storage
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phase, it evolves into the wellbore transition phase. The skin
effect appears. Skin factor mainly affects the transition stage
between well storage stage and unsteady flow stage. The skin
factor represents the degree of contamination near the well.
At the same flow rate, an increase in skin factor will lead to
an increase in near-wellbore pressure drop (Figure 5(e)).

3.3. Verification of the Fracture Conductivity Conversion
Factor. Figure 6 shows comparison of calculation time under
different fracture conductivity conditions. The Riley method
(1991) and the discrete method are for the same mathemat-
ical model. It can be seen from the figure that the Riley
method has a greater computational speed advantage. The
average calculation speed of the Riley method is 19 times fast
as that of discrete method. This is because the Riley method
does not need to discretize the cracks during the calculation
process. So the Riley method does not need to solve a system
of equations at every time step. This greatly saves calculation
time. In addition, with the increase of fracture conductivity,
the error between the Riley method and the discrete method
gradually decreases. As the fracture conductivity increases
from 1 to 100 (Figure 6), the errors between model A and
model B are 2.8%, 1.6%, 1%, 0.6%, and 0.4%, respectively.
All the errors were less than 3% (note: fitting error is defined
as jvalueRiley method − valuediscretemethodj/valuediscretemethod).

But there are some problems when using the Riley
method. The curves of the same color in Figure 7 represent
the results of calculations using different methods with the
same conversion factor. The curves represent the results of
calculation using accurate discrete method. The dotted curve
represents the results of calculation using the Riley method.
However, when the time is small, the method is prone to
errors. When the dimensionless time is less than 1.0E-4,
the error caused by the Riley method is larger. When the
dimensionless time is more than 1.0E-4, the calculation
result of the Riley method is consistent with discrete
method. Moreover, when the dimensionless conductivity of
the fracture is greater than 100, the results of Riley method
and discrete method are consistent. If the fracture conduc-
tivity factor is greater than 100, the calculated results of the
two methods are consistent. At this time, considering the
calculation speed, the Riley method is preferred.

In practice, the Riley method can be combined with dis-
crete method. When the dimensionless time is less than 1.0E-
4, more accurate but time-consuming discrete method can be
used. In this case, the time is relatively small and does not affect
the overall computing speed. If the dimensionless time is
greater than 1.0E-4, the Riley method can be used. According
to the study in this paper, the accuracy of the Riley method is
guaranteed at this time (Figure 8). In this way, the combination
of the two methods ensures the accuracy and efficiency of cal-
culation. In addition, the variables in the calculation are dimen-
sionless, so the calculation process is not limited by the
geological characteristics of the gas reservoir itself. Before there
is dimensional change, it is a purely mathematical problem.

Figure 3: Unsteady state (a) and pseudosteady state (b) sorption/diffusion.
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Table 1: The basic parameters with sensitivity analysis.
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Figure 5: (a) Influence of cross-flow coefficient on the pseudopressure and pseudopressure derivative. (b) Influence of storage ratio on the
pseudopressure and pseudopressure derivative. (c) Influence of desorption constant on the pseudopressure and pseudopressure derivative.
(d) Influence of well storage coefficient on the pseudopressure and pseudopressure derivative. (e) Influence of skin coefficient on the
pseudopressure and pseudopressure derivative.
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4. Field Application

The example well is a CBM fracturing vertical well in Bowen
Basin, Western Australia. The basic data of the well are
shown in Table 2. According to the seismic data, there are
sealing faults around the well. It can be approximated as a
rectangular gas reservoir. The model in this paper is used
for productivity evaluation. The Duhamel convolution is

used to fit the well production, accumulated production,
and bottomhole flow pressure with the productivity equa-
tion. Under the optimal fitting parameters, the fitting error
of production is 8.9% (Figure 9), the fitting error of cumula-
tive production is 1.8% (Figure 9), and the fitting error of
pressure is 17.7% (Figure 10). The evaluation results are in
line with the basic understanding of gas reservoir, and the
error is small. Based on the historical matching, the future
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Table 2: Example of single well basic data.

pic (MPa) s k (md) ρg (g·m-3) xe (m) ye (m) h (m)

2.08 0 3.37 1.47 800 800 10

Rw (m) T (k) φ VL (cm3·g-1) Lf (m) PL (MPa) Cf (kp
-1)

0.3 287.15 0.2 9.97 160 1.15 2.9e-6
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production of the well can be predicted and the productivity
of the well can be evaluated (note: fitting error is defined as
jvalueactual − valuecalculatedj/valueactual).

5. Summary and Conclusions

(1) The main parameters affecting the pressure curve of
CBM can be recombined as dimensionless transfer
constant, dimensionless storage capacity, dimension-
less desorption constant, well storage coefficient, and
skin factor. The dimensionless transfer constant
mainly affects the time when desorption and diffu-
sion occur and has a weaker effect on the degree of
desorption and diffusion. The dimensionless storage
capacity reflects the storage capacity of the fracture
system, and the dimensionless desorption constant
describes the strength of desorption and diffusion.
Well storage coefficient and skin coefficient affect
the initial stage of production

(2) The bottleneck effect of fracture conductivity mainly
occurs in the early stage of production. Single well
productivity increases with fracture conductivity.

When the dimensionless conductivity factor of frac-
ture is over 12, the conductivity of fracture almost no
longer affects the productivity of single well

(3) By optimizing the calculation method, the productivity
evaluation and calculation speed of finite conductivity
fractured wells in rectangular coalbed methane reser-
voir can be significantly improved. The calculation
results show that the calculation speed can be
improved 18 to 19 times, while the calculation error
can be controlled within 3%.

(4) For vertical wells with low conductivity fractures, the
productivity evaluation model of fractured vertical
wells with limited conductivity fractures can
matched better with the field production data. Under
the optimal fitting parameters, the fitting errors of
production, cumulative production, and pressure
are 8.9%, 1.8%, and 17.7%, respectively. The evalua-
tion results are more accurate and reliable

Abbreviations
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p: Gas reservoir pressure, MPa
μ: Gas viscosity in the gas reservoir, mpa·s
Z: Gas deviation factor, dimensionless
ϕ: Reservoir porosity, dimensionless
cg: Coal compressibility, MPa-1

k: Reservoir permeability, D
t: Time variable, h
psc: Pressure under standard conditions, MPa
T : Gas reservoir temperature, K
Tsc: Temperature under standard conditions, K
V : Average matrix gas concentration, m3/m3

C: Volumetric gas concentration in the microspores,
m3/m3

D: Diffusion coefficient, m3/s
rD: Dimensionless radius
ψ: Pseudopressure, MPa2/cp
ψD: Dimensionless pseudo-pressure, dimensionless
ψi: Pseudopressure under initial conditions, MPa2/cp
tD: Dimensionless time variable, dimensionless
Lf : Half-length of hydraulic fracture, m
LD: Dimensionless length, dimensionless
~ψD: Dimensionless pseudo-pressure into Laplace place,

dimensionless
s: Laplace variable, dimensionless
xeD: Dimensionless reservoir length of the x coordinates,

dimensionless
yeD: Dimensionless reservoir length of the x coordinates,

dimensionless
L: Reference length, in this paper L equal to half of the

fracture length, m
pL: Langmuir pressure, MPa
CD: Dimensionless wellbore storage coefficient
Cf D: Dimensionless fracture conductivity
~pwD: Dimensionless bottomhole pressure with finite

conductivity fracture
s~pwDinf : Dimensionless bottomhole pressure with infinite

conductivity fracture.

Intermediate Variable

σ: pLVLp
2
i qD/ðpL + pÞðpL + piÞðpi + pÞ

Λ: φμcg + ðpscTμz/TscqDpi
2Þ

ω: φμcg/Λ
λ: kτ/ΛLf

2

γ:
ffiffiffiffiffiffiffiffi
f ðsÞp

ψ: 2
Ð p
0ðp/μzÞdp

Dimensionless

ψD: ðπkhTsc/pscqscTÞðψi − ψÞ
tD: kt/ΛL2f
LD: L/Lf
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Non-Darcy flow is observed in the shale gas reservoir because it is rich in organic nanopores. Generally, the permeability of shale
gas reservoirs is modified because of non-Darcy flow. However, the viscosity is much less concerned. It has been verified that the
viscosity of dilute gas depends on the size of the pore. In this paper, the viscosity of methane in organic slit nanopore is determined
with equilibriummolecular dynamics (EMD) simulation.-e result shows that the viscosity of bulk methane would decrease with
dropping down pressure, while the confined effect would make the viscosity of methane in the organic slit nanopore lesser than
that of the bulk phase, and it decreases severely at low pressure. -e confined dense gas viscosity model is obtained by theoretical
derivation.-e EMD results were fitted with this model to obtain the viscosity correctionmethod for densemethane in organic slit
nanopores.-e dimensionless viscosity (μeff/μb) would decrease sharply with the Knudsen number between 0.1 and 10. Unlike the
confined effect on the dilute gas, the potential contribution of the dense gas and the wall also affects its viscosity. Because of the
confined effect on the dense methane, the flow capacity of methane is enhanced 1.5 times at least with the pore being smaller than
10 nm and the pressure being lower than 5MPa. It means that keeping a low reservoir pressure helps to improve the flow of shale
gas. -is work can improve the understanding of the importance of gas viscosity with the non-Darcy flow in shale gas reservoirs.

1. Introduction

-e problem of modeling the transport of fluid in confined
spaces has been attracting the attention of scientists and
engineers for over a century because of its importance in a
variety of applications and industrial interests [1]. Especially,
the topic gained attention in the last decades in the pe-
troleum development area as the shale gas reservoir was
developed successfully. -e flux of gas through the pore is
composed of viscous donation and diffusion donation [2].
-e transport of gas becomes more complex because of the
presence of adsorption [1].

Generally, Darcy’s law is used to depict the viscous flow
process of fluid in the pore. As shown in equation (1), the
permeability and viscosity determine the velocity of the fluid

in the pores at a specific pressure gradient [3]. Permeability
is the ability of a porous material to allow fluids to pass
through it, which depends on the porosity, tortuosity,
connection, shape, and pore sizes of the porous material.-e
permeability (k) of the circular pore and the slit pore can be
derived from the Navier–Stokes equation, which are r2p/8
and w2/12, individually. Viscosity reflects a fluid’s resistance
to flow under a specific differential pressure [3], which is
generally affected by the pressure, temperature, and fluid
species.

v � −
k

μ
dp

dx
. (1)

Most of the shale gas reservoir pores are nanopores that
are in the range of 2∼50 nm, with pressures between
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2∼50MPa and temperatures between 20∼140 °C [4, 5].
Darcy’s law should be modified in shale gas development
because shale gas experiences multiscale flow at shale gas
reservoir conditions. -us, many methods are proposed to
modify the permeability of a shale gas reservoir [5–9].
However, there are much fewer concerns about the viscosity
of shale gas.

Gas is classified as dilute gas and dense gas by δ [10]. δ is
defined as equation (2).

δ �
d

σ
,

d �

�����
ZkBT

p

3



.

(2)

When δ ≥ 7, the gas is in the dilute regime. As molecular
spacing decreases, the dense gas regime develops (δ < 7). For
dilute gas, the density of the gas is too small, and the kinetic-
potential and potential-potential contributions are zero
because the potential shear stress becomes zero. At this time,
the viscosity of the dilute gas equals the kinetic-kinetic
contributions according to the Chapman–Enskog formula,
which is independent of pressure (or density) [11]. Because
of the effect of potential, the viscosity of dense gas would
increase with pressure (or density) [11]. Several methods for
calculating the dense gas viscosity have been proposed
[12–15]. Based on the developed viscosity calculation theory
[12], a semiempirical formula is proposed [14], which is
consistent with the experimentally measured data from 37.8
to 171.2°C and 0.1013 to 55.158MPa. -e standard deviation
of calculation is ±2.69%, and the maximum deviation is
approximately 8.99% [14].

-e existence of the Knudsen layer would affect the
effective viscosity of the fluid.-e free path area adjacent to a
pore wall is referred to as the Knudsen layer, and the vis-
cosity of the Knudsen layer is less than that in the bulk phase
[16]. -e effect of the Knudsen layer on the viscosity of a
dilute gas was identified [17–23]. -e measured viscosity of
the dilute gas in the Knudsen layer of nanopores is reported
to be smaller than that measured in the bulk phase [20–23],
and the effective viscosity value decreases with increasing
Knudsen number [17–19]. Beskok found that unless the
boundary condition was modified, the Navier–Stokes
equation could not depict the velocity profile of the dilute gas
in the pore when the Knudsen number is bigger than 0.1. He
assumed that the viscosity could be expressed as the
Bosanquet-type of approximation with a Knudsen number.
Based on this thought, Beskok used the Navier–Stokes
equation and general slip boundary condition to fit with the
direct simulation Monte Carlo (DSMC) results to get the
viscosity of the dilute gas in different shape pores [17].
NEMD simulations were used tomimic the Poiseuille flow of
methane in the organic or inorganic pores of shale [24–26].
NEMD showed that the gas flux was improved in the
nanopore. Chen et al. concluded that the decrease of vis-
cosity and slip effect led to the improvement of gas flux [25].

Lv et al. got a new viscosity of the dilute gas in the
cylindrical pore using the effective volume diffusion

hydrodynamics method to fit with the results of the line-
arized Boltzmann equation and the BGK model of the
Boltzmann equation [19]. Michalis et al. performed DSMC
simulations and used the Green–Kubo relationship to cal-
culate the viscosity of dilute nitrogen in the transition re-
gime, the result of which showed that the value of viscosity
depended on the Kn value [18]. On the basis of the
Green–Kubo relationship, Fei et al. derived an expression of
viscosity with the Knudsen number, which was usable when
Knwas less than 0.5 [27]. According to the best knowledge of
the authors, there is no such theory that derives an analytical
equation to describe the viscosity of the dense fluid, not to
mention the viscosity of the dense gas in nanopores [28].
Molecular dynamics (MD) simulation is a good method to
study the viscosity of the fluid in the nanopores. Both
equilibrium molecular dynamics (EMD) and nonequilib-
rium molecular dynamics (NEMD) can be utilized to cal-
culate the viscosity of the dense fluid in nanopores [11]. -e
time-related correlation functions, such as the Green–Kubo
relations, are usually applied to estimate the fluid (includes
dilute gas and dense fluid) transport parameters, such as
viscosity, diffusivity, and thermal conductivity, while the
transport parameters are expressed as the integrals of time-
correlated functions to the corresponding thermodynamic
fluxes (stress tensor, velocity, and heat current) [29] in EMD
[30–32]. In the NEMD method, through a simulation of the
dense gas flow in the pore, the velocity distribution and shear
stress across the pore are generated, by which the viscosity of
the fluid can be evaluated using Newton’s law of internal
friction [31–38]. -e EMD and NEMD simulation methods
can generate the same results [31, 39]. Zhang et al. [30] used
the equilibrium molecular dynamics simulation (EMD) to
study the viscosity of the methane liquid in silicate pores.
-e result showed that the viscosity of the methane liquid
was affected by the temperature, density, and pore width. In
this paper, the EMD method is chosen.

More than 90% composition of the shale gas is methane,
which stays in the nanoporous shale in a dense state [40]. It is
important to clarify the viscosity of the dense methane gas in
the gas-bearing shale to describe the shale gas flow. Gas-
bearing shale is rich in organic pores [1, 4]. -erefore, this
paper is going to concentrate on the determination of the
viscosity of methane at different states (dilute and dense
states) in organic nanopores in shale reservoir conditions.

-is paper is organized as follows: section 2 provides the
calculation detail for the methane viscosity in equilibrium
molecular dynamics simulations. In Section 3, the viscosity
of methane in the bulk phase is calculated, and the results are
compared by applying the Chapman–Enskog theory, the Lee
function, and the EMD methods, firstly. After that, the
effective viscosity of dense methane in the organic pore is
determined using the EMD method. Next, a theory model is
promoted to fit the result of theMD simulation.-is method
uses the experiential controlling coefficient, α, which reflects
the effect of the Knudsen layer on gas viscosity. -e value of
the coefficient α is 2.75, which is a little bit bigger than the
results of the dilute gas [10, 18, 20]. It may be caused by the
interaction of gas and pore wall. -e results show that the
flow capacity of dense methane in the organic pore would be
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improved at low pressure, which indicates that reducing the
reservoir pressure helps improve the flow of the shale gas.
Finally, the key conclusions are presented in Section 4.

2. Molecular Dynamics (MD) Simulations

-e LAMMPSTM (large-scale atomic/molecular massively
parallel simulator) was used to perform the EMD simula-
tions [41].

2.1. Force Field. -e available force field models for methane
include TraPPE-UA [42], TraPPE-EH [43], Optimized Po-
tentials for Liquid Simulations (OPLS) [44], and others.
-ese models can accurately predict the critical parameters,
the relations among the pressure-volume-temperature
(PVT), viscosity, and the diffusion coefficients of methane.
TraPPE-UA is a union atomic model that saves considerable
time when compared to other models that calculate at the
same scale, and therefore, it is used in this study. Two parallel
graphene sheets are used to represent the organic slit pore of
the gas-bearing shale [45–47]. -e width of the organic pore
is adjusted by the distance of two graphene sheets. 12–6
Lennard–Jones potential function (Equation (3)) is used in
the intermolecular interaction, and detailed parameters are
presented in Table 1.-e cutoff radius in the present study is
assumed to be 5σ.

Uij rij  � 4εij

σij

rij

 

12

−
σij

rij

 

6
⎡⎣ ⎤⎦. (3)

-e interaction potential between the methane mole-
cules and C atoms follows the Lorentz–Berthelot rules and is
calculated by equations (4) and (5).

σij �
σi + σj

2
, (4)

εij �
���
εiεj


. (5)

2.2. Viscosity Calculation. Using the kinetic theory concept,
viscosity can be described in relation to the transfer of the
momentum between the different layers of fluid moving at
different velocities at the microscopic level [32]. -e
Green–Kubo function, developed by Green [48] and Kubo
[49], can be used to calculate the fluid transportation
properties. Shear viscosity can be calculated by the inte-
gration of an autocorrelation function of the off-diagonal
elements in the stress tensor ταβ, as shown in equation (6)
[29].

μαβ �
1

kBVT

∞

0
〈ταβ t0( ταβ(t)〉dt. (6)

-e microscopic expression of shear stress is presented
in equation (7).

ταβ(t) � −
1
V



N

i�1
mvα,ivβ,i + 

N−1

i�1


N

j�i+1
rα,ijFβ,ij

⎛⎝ ⎞⎠, (7)

where vα,i is the velocity in α direction of molecule i. -e
shear stress of fluid in the pore can be mathematically
represented as equation (8).

ταβ(t) � −
1
V



N

i�1
mvα,ivβ,i + 

N−1

i�1


N

j�i+1
rα,ijFβ,ij + 

N

i�1


M

j�1
rα,ijFβ,ij

⎛⎝ ⎞⎠.

(8)

For the bulk phase, all the off-diagonal elements in the
stress tensor are equal. For the gas confined in the slit pore
because of the interaction between the wall and the fluid
atoms, μxz and μyz are enhanced compared with μxz. -e
viscosity of the gas confined in the slit pore can be written as
equation (9) [32].

μ �
1

2kBVT


N

i�1

∞

0
〈τxz t0( τxz(t)〉 +〈τyz t0( τyz(t)〉dt.

(9)

2.3. :eWidth of Slit Pore. Figure 1 shows the typical solid-
fluid potential in a slit pore with the physical width L.
Because of the repulsion between the gas and the wall, the
gas molecule can only access the region with width L′. L′ is
defined as the accessible pore width, as shown in equation
(10), [50], which corresponds to the pore size from the
experiment [51].-erefore, L′ is going to be used to calculate
the Knudsen number of simulation data.

L′ � L − 2z0 + σf. (10)

L is the physical width of the pore, which is the distance
between the center of the atoms at the surface of the two
walls, Å; σf is the effective collision radius of the fluid, and Å;
z0 is the distance at which the solid-fluid potential is zero.
-e potential distribution of methane in the slit pore is
counted by moving a methane molecule in the pore, and the
z0 is 3.03 Å for the pore with 10 Å width and 3.05 Å for pore
with a width between 25∼400 Å.

2.4. Simulation Details. -e workflow to calculate the vis-
cosity of confined methane by molecular simulation is
shown in Figure 2.

-e viscosity of methane at the temperature of 343 K,
the pressure from 1 MPa to 16MPa, and the in-pore width
from 1 nm to 40 nm was simulated. -e length and width
of the slit pore were 4.26∼42.6 nm and 4.92∼49.2 nm and
were adjusted so that a sufficient number (>600) of
methane molecules was contained in the box. Figure 3
shows a snapshot of the simulation to illustrate the ge-
ometry of the system. For the simulation of the methane
molecules inside the channel, the confinement was only in

Table 1: TraPPE-UA potential parameters [42]].

Molecule Symbol Mw (g/mol) ε (kcal/mol) σ (Å) q (e)

Methane CH4 16.04276 0.293905 3.73 0
Wall C 12.0107 0.055604 3.4 0
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GCMC simulation

Configuration of methane in pore at a
given pressure and temperature

NVT MD simulation

Viscosity of confined methane

Set a slit pore with given width

Trajectory of confined methane

Green-Kubo function

Figure 2: -e sketch of workflow to calculate the viscosity of confined methane by molecular simulation.
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Figure 1: Definition of the accessible pore width L′ and the physical pore width L.
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Figure 3: Snapshots of methane in slit nanopore (blue: methane atoms, red: C atoms). (a) Slit pore model profile. (b) Slit pore model 3D
diagram.
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the z-direction, perpendicular to the channel walls, and
the periodic boundary conditions were applied in the x-
and y-direction.

Firstly, the grand canonical ensemble Monte Carlo
(GCMC)method is used to get a configuration of methane in
a specific pore under a defined temperature and pressure.
-e GCMC method simulates gas molecules in the pore
exchange with an imaginary ideal gas reservoir at the
specified temperature and chemical potential (µ) [52]. It also
attempts Monte Carlo (MC) moves (translations and mol-
ecule rotations) within the simulation cell or region.
Eventually, the potential and temperature of the gas in the
pores are equal to the imaginary ideal gas reservoir. -e
chemical potential is related to pressure (p) and fugacity
coefficient (ϕ) as shown in Appendix A. -e fugacity co-
efficient is obtained from the RK EOS in Appendix B. 0.1 to 1
million Monte Carlo move steps are run to get equilibrium,
and then 1 million Monte Carlo move steps are run to the
product equilibrium configuration. Secondly, the average
configuration of GCMC in the production process is set as
the initial configuration in the NVT ensemble molecular
dynamic simulation. At the NVT ensemble, the number of
molecular and system volume, the number of molecules, and
the volume of the simulation box remain constant. -e
system temperature is controlled at a defined value by the
Nose–Hoover method [32]. -e equation of motion is in-
tegrated using velocity-Verlet scheme in every time step
until the system achieves a steady-state with time running. In
this study, the system is run to reach equilibrium in the last
4 ns, with each time step of 1 fs. Finally, the stress correlation
function data is collected after equilibrium is acquired. -e
Green–Kubo equation is used to calculate the viscosity. -e
dump time (Td), which is the integration upper bond of the
Green–Kubo equation, is a vital parameter to calculate
viscosity. -eoretically, it is infinity. As emphasized by
Stadler et al., the statistical error increases very rapidly [53].
Some authors proposed to choose dump time as the time for
which the TAF first crosses the zero value [54]. In this paper,
the dump time is correctly and suitably chosen by trying to
assume the continuity of the functions and of their deriv-
atives. Using this criterion, the dump time was chosen,
which ranged from 3000 to 16,000 fs for different cases in
this study. -e sampling interval is 10 steps. -e collection
time is 400 times the dump time. To obtain accurate viscosity
data, each data point was the average of 10 independent
simulation outcome results [55].

3. Results and Analysis

3.1. Bulk Gas Viscosity. Bulk methane viscosity at different
pressures and 343K was calculated using the Chap-
man–Enskog formula in Appendix C, the Lee equation in
Appendix D, and the molecular simulation method. As
Figure 4 shows, the methane viscosity varied slightly at low-
pressure ranges but increased in high-pressure ranges. -e
results of the MD method matched well with the experi-
mental data reported by NIST values [56], demonstrating
that the MD simulation results were valid and reliable at
shale gas reservoir conditions.

3.2. GasViscosity in Slit Nanopore. -e effective gas viscosity
for different pore widths at 1, 2, 4, 8, 12, and 16MPa was
simulated using the MD method described in Section 2, and
the results are plotted in Figure 5.

Confine spaces may decrease the effective viscosity of
methane. In the pore, the effective viscosity of gas decreased
with the decreasing pore width, while in the smaller pores,
the pore width has more effect on effective gas viscosity.
Figure 6 reflects that the confined effect would make the
effective viscosity of methane decrease at least 10% for pore
size less than 40 nm when the pressure is 4MPa. It means
that the confined effect on viscosity should be paid more
attention to. -e viscosity change rate increases as pressure
decreases. For small pores, the trend is even more
pronounced.

-ere are two differences in effective viscosity between
bulk gas and confined gas. Firstly, the effective viscosity of
the confined gas decreases more rapidly than the bulk phase
with decreasing pressure. Secondly, while the viscosity of the
bulk gas is independent of pressure when the pressure is
lower than 2MPa, the viscosity of the confined gas decreases
rapidly with decreasing pressure. -e reasons for these
differences are complex and will be further analyzed in the
next section.

3.3.:e Relationship between Viscosity and Knudsen Number
(Kn). -e shear stress of fluid in the pore can be mathe-
matically represented as equation (11).

ταβ(t) � −
1
V



N

i�1
mvα,ivβ,i + 

N−1

i�1


N

j�i+1
rα,ijFβ,ij + 

N

i�1


M

j�1
rα,ijFβ,ij

⎛⎝ ⎞⎠.

(11)

-ere are three major components contributing to the
above equation: kinetics contribution, potential contribu-
tion, and wall contribution.
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Champman-Enskog 343 K

Figure 4: Comparison of bulk methane viscosity results by using
different methods.
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In equation (12), which combines equation (11) with
equation (6), the viscosity is divided into several different
contribution groups.

μ(p, T, L) � μkk(T, L) + μkpg
(ρ, T, L) + μpgpg

(ρ, T, L)

+ μkpw
(ρ, T, L) + μpgpw

(ρ, T, L).
(12)

In equation (12), there are six viscosity contributions that
depended on temperature and density. When the density

limits to 0, the effective viscosity of the dilute gas becomes
μkk. In this limit, the other terms on the right-hand side of
equation (12) are zero because the potential shear stress
becomes zero. μkpg

and μpgpg
are the potential gas viscosities

that are dependent on the potential shear stress between the
gas molecules. μkpw

and μpgpw
depend on the potential shear

stress between the gas and the wall.
Because of the presence of the Knudsen layer, the ef-

fective viscosity of the dilute gas reduces and decreases with
increasing the Knudsen number, which is expressed as a
function of the Knudsen number equation (13). α is the
viscosity coefficient reflecting the effect of the Knudsen effect
on viscosity, which is affected by the shape of the pore and is
taken as 2 for slit pores [18].

μeff � μkk � μ0(T)
1

1 + αKn
. (13)

According to equation (12), the effective viscosity of
dense gas can be expressed as equation (14). -e detailed
derivation is given in Appendix E.

μeff(ρ, T, L) � μb(ρ, T)
1

1 + αKn
+ h(ρ, T, L). (14)

Equation (16) shows that there is no direct functional
relationship between the effective viscosity and the Knudsen
number. -erefore, to clarify the effect of the Knudsen
number on the effective viscosity, the relative viscosity is
defined, μeff/μb. -e relative viscosities of dilute and dense
gases can be written as equation (15) and equation (16).

μeff
μ0(T)

�
1

1 + αKn
, (15)

μeff(Kn)

μb(ρ, T)
�

1
1 + αKn

+
h(ρ, T, L)

μb(ρ, T)
. (16)

-e semilog plot of relative viscosity obtained by the MD
method and the Knudsen number is shown at Figure 7. -e
Knudsen number of methane can be acquired from Ap-
pendix F. As we know, when the value is below 0.001, it is a
continuous flow, and when it falls between 0.001 and 0.1, a
slip flow occurs. When the Knudsen number is greater than
0.1 but less than 10, it is a transition flow. A Knudsen
number greater than 10 indicates that a free molecular flow
is forming [10]. As shown in Figure 7, the results of relative
viscosity with different width pores appear the same trend
that the relative viscosity decrease with increase in Kn.
Notably, the relative viscosity appears at different change
rates with the Knudsen number in different regimes: when
Kn is less than 0.1, relative viscosity slowly decreases with Kn
increasing; however, effective viscosity decreases quickly
with increase in Kn when Kn is between 0.1 and 10.

Michalis et al. [18] used equation (15) to depict the
effective viscosity of confined dilute Nitrogen gas and got
α� 2. As shown in Figure 7, it is noteworthy that the relative
viscosity of the dense gas in the organic slit pores obtained
from the MD simulations in this paper is lower than that of
the dilute gas obtained from Michalis et al. [18]. It means
that the steeper drop in the relative viscosity of the dense gas
occurs at the position where the Knudsen number is smaller.
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Figure 5: -e gas viscosity in the slit pore with pressure for different
width pores at 343.15K (the symbols denote the viscosity of methane
in organic slit nanopore. Lines are drawn as a guide to the eye.).
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Equation (15) could fit the MD results well. 2.901 is for α,
while R2 � 0.990. -e last term on the right side of equation
(16) has a good correlation with the Knudsen number and
tends to increase and then decrease. It is assumed that this
term has the following equation (17) functional form.

h(ρ, T, L)

μb(ρ, T)
� −

1
aKn

���
2π

√ exp −
(ln(Kn) − b)

2

2a
2

 
⎛⎝ ⎞⎠. (17)

α is assumed to be the same with Michalis et al. [18]. -e
relative viscosity of dense methane in organic matter slit
pores was fitted with equations (16) and (17), and the results
of the fit are shown in the black solid line of Figure 6 with
coefficients a� 1.563, b� 2.143, and deterministic coefficient
R2 � 0.993. -is difference is because of the fact that the
relative viscosity of the dense gas has one more contribution
from the dense gas potential and the wall potential than that
of the dilute gas.

3.4. Analysis of the Flow Capacity Improvement. -e flow
capacity is defined as permeability divided by viscosity. -e
effect of viscosity on the flow capacity could be described by
μb/μeff, which is shown in Figure 8. -e flow capacity in-
creases as the pressure decrease.When the pressure is 1MPa,
the flow capacity is 28.7 times that calculated by the bulk gas
viscosity in 1 nm pore.

4. Summary and Conclusions

Gas-bearing shale is rich in organic nanopores. -is paper
determined the viscosity of methane in organic slit nano-
pores by EMD simulations at shale gas reservoir conditions.
-e result shows that the viscosity of the shale gas is affected

by the presence of nanopores. We obtained the restricted
dense gas viscosity model by theoretical analysis. We use this
model to fit the EMD results to obtain the viscosity cor-
rection formula for dense methane in the organic slit
nanopore.

-e conclusions drawn are as follows:

(1) Confine spaces may decrease the effective viscosity of
methane. In the pore, the effective viscosity of gas
decreased with decreasing pore width, while in the
smaller pores, pore width has more effect on effective
gas viscosity. -e confined effect would make the
effective viscosity of methane decrease at least 10%
for pore size less than 40 nm when the pressure is
4MPa, which means that the confined effect on
viscosity should be paid more attention to.

(2) -ere are two differences in effective viscosity be-
tween bulk gas and confined gas. Firstly, the effective
viscosity of the confined gas decreases more rapidly
than the bulk phase with decreasing pressure. Sec-
ondly, while the viscosity of the bulk gas is inde-
pendent of pressure when the pressure is lower than
2MPa, the viscosity of the confined gas decreases
rapidly with decreasing pressure.

(3) -e viscosity of a confined dense gas devotes by
kinetic contribution, the potential of gas contribu-
tion, and the potential of wall contribution. A vis-
cosity model of confined dense gas is promoted, and
specific model parameters are obtained by fitting
EMD results, which can be used to characterize the

0.0

0.2

0.4

0.6

0.8

1.0

1.E-03 1.E-02 1.E-01 1.E+00 1.E+01

μ e
ff/
μ b

 (f
ra

)

Kn

MD 10 Å
MD 25 Å
MD 50 Å

MD 100 Å
MD 200 Å
MD 400 Å

Michalis (2010)
This Model

Figure 7: -e relative viscosity (µeff/µb) with Kn (the symbols
represent the result of MD simulation, the black lines is the result of
this model, the dash line is the results of dilute methane gas by the
methods in the literatures).

0.5

5.0

50.0

0 5 10 15 20
p (MPa)

10 Å
50 Å
200 Å
MD 10 Å
MD 50 Å
MD 200 Å

25 Å
100 Å
400 Å
MD 25 Å
MD 100 Å
MD 400 Å

μ b
/μ

eff
 (f

ra
)

Figure 8:-emultiple of gas flow capacity increased in the slit pore
with pressure for different width pores at 343.15 K (the symbols
represent the result of MD simulation, and the lines are the result of
equation (16)).

Geofluids 7



effective viscosity of dense methane under shale gas
reservoir conditions.

(4) -e confinement effect causes the methane flow
capacity in the reservoir to increase. As this pressure
decreases, the effect of the confinement effect on the
methane flow capacity increases rapidly. Keeping a
low pressure can decrease the viscosity of shale gas,
which is beneficial to improving the flow capacity of
shale gas.

-e confinement effects on the viscosity of shale gas
should not be negligible, and viscosity correction is rec-
ommended for shale gas flow description. In this paper, a
viscosity correction method for dense methane in organic
matter slit pores is provided. -e proposed method still has
shortcomings, which could be improved later, such as the
diverse types and complex morphology of real shale pores,
however, the target of this paper has been achieved, which is
only for organic matter slit pores.

Appendix

A. Chemical Potential

-e chemical potential of dense methane is written as (A.1)
[51] follows:

μ � kBT ln
Λ3ϕp

kBT
 , (A.1)

Λ �

�������

h
2

2πmkBT



. (A.2)

B. Redlich–Kwong Equation of State

-e Redlich–Kwong equation of state (RK EOS), which is
shown as equations (B.1) and (B.2), is used in calculating the
density and fugacity of light hydrocarbons with different
polarities (nonpolar, middle polar, and highly polar)
[57, 58].

p �
RT

v − b
−

a
��
T

√
v(v + b)

, (B.1)

a � 0.42748
R
2
T
5/2
c

pc

, (B.2)

b � 0.08664
RTc

pc

. (B.3)

-e compressibility factor of RK EOS is determined by
equations (B.2) and (B.4).

Z
3

− Z
2

+ A − B − B
2

 Z − AB � 0, (B.4)

A � 0.42748
pr

Tr
5/2, (B.5)

B � 0.08664
pr

Tr

. (B.6)

For methane gas, TC is 190.6 K, pC is 4.599MPa, mo-
lecular mass is 16.04 g/mol, and ω is 0.012 [59].

-e fugacity coefficient of RK EOS is determined by
equation (B.7) [60].

ln ϕ � Z − 1 − ln(Z − B) −
A

B
ln

Z + B

Z
. (B.7)

C. Chapman–Enskog Formula

-ere are numerous pieces of research on the viscosity of
dilute gas, which contains the methodologies of bulk gas and
gas in the pore [18, 61]. A formula to estimate the dilute gas
viscosity at low pressure was proposed and shown in
equation (C.1) [18].

μ �
5
16

�������
mkBT/π



δ2
. (C.1)

D. Lee Function

-e correlation about viscosity from Lee is a common
method, which is shown in equations (D.1) to (D.2) [14].

μb � 10− 4
K exp XρY

g , (D.1)

K �
22.650 + 0.0388Mw( T

1.5

209.2 + 19.26Mw + 1.8T
, (D.2)

X � 3.448 +
986.4

T
+ 0.01009Mw, (D.3)

Y � 2.447 − 0.2224X. (D.4)

E. The Effective Viscosity of Dense Gas in
Slit Pore

By bringing equation (13) into (12) and splitting the second
and third terms on the right-hand side of equation (12),
equation (12) can be rewritten as equation (E.3).

μeff(Kn) � μkk,b(T)
1

1 + αKn
+ μkpg,b(ρ, T)

1
1 + αKn

+ f(ρ, T, L)

+ μpgpg,b(ρ, T)
1

1 + αKn
+ g(ρ, T, L) + μpw

(ρ, T, L).

(E.1)

Let

h(ρ, T, L) � f(ρ, T, L) + g(ρ, T, L) + μpw
(ρ, T, L),

μb(ρ, T) � μkk,b(T) + μkpg,b(ρ, T) + μpgpg,b(ρ, T).
(E.2)

-en, the effective viscosity can be further rewritten as
follows:
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μeff(Kn) � μb(T)
1

1 + αKn
+ h(ρ, T, L). (E.3)

F. Knudsen Number

-e Knudsen number is defined as equation (F.1) [10].

Kn �
λ
L

, (F.1)

λ �
1

�
2

√
πσ2n

. (F.2)

-e characteristic length (L) of a pore that is used in the
criterion to classify flow regimes is the radius (rp) for a
circular pore and the width (w) for a slit pore.

-e density of methane is calculated by equation (F.3).
For a dense gas, the compressibility factor is identified by RK
EOS. However, the compressibility factor is 1 for dilute gas.

n �
p

ZkBT
. (F.3)

Nomenclature

Notations
a: A parameter of the Redlich–Kwong equation of state
b: A parameter of the Redlich–Kwong equation of state
c: Mean velocity of molecule in the system
d: Average intermolecular distance, Å/fs
h: Planck constant, 6.62607004×10−34m2kg/s or J·s
k: Permeability of pore, m2

m: Molecular mass, g/molecule
n: -e number density of gas, molecules/m−3

n0: -e number density of gas at standard condition,
molecules/m−3

p: Pressure of fluid, Pa
r: -e vector between two molecules
rp: -e radius of circular pore, m
t: Time, s
u: -e speed of the stream layer, m/s
v: -e average flow rate in pore when it is in Darcy’s law,

m/s
v: -e velocity of atom when it is in the Green–Kubo

function, Å/fs
v: -e molar volume when it is in the Redlich–Kwong

equation of state, m3/mol
w: -e width of slit pore, m
x: -e position at flow direction, m
y: -e location of the stream layer, m
A,
B:

-e coefficients for equation of state

A: -e cross-area of pore, m
F: -e intermolecular forces, N
L: -e physical width of the pore, m
L′: -e effective width of pore, m
M: -e total number of wall molecules
N: -e total number of fluid molecules in the system
T: System temperature, K

U: -e van der Waals potential between two atoms, Kcal/
mol

V: System volume, m3

Z: A compressibility factor of real gas
Kn: -e Knudsen number
Mw: Relative molecular mass, g/mol
: Averaging for the system
Greek symbol
α: -e coefficient of viscosity
δ: Rarefied gas criterion. When δ ≥ 7, the gas is in the

dilute regime
ε: -e potential well of Lennard–Jones potential model
λ: -e mean free path, m
μ: -e viscosity of fluid, Pa s
ρ: Density, g/cm3

σ: -e molecular effective collision diameter, m
σT: Tangential accommodation coefficient
τ: Shear stress, N/m2

ϕ: Fugacity coefficient, fraction
ω: -e acentric factor of fluid
Λ: de Broglie wavelength, m
Subscripts
b: -e parameter of bulk phase
c: -e parameter under the effect of confinement
C: -e parameter at the critical point
i, j: Molecule number
p: -e parameter of gas in pore
r: -e reduced parameter
eff: -e effective parameter
α, β: Coordinate direction
0: -e parameter when Kn approaches 0
∞: -e parameter when Kn approaches infinity
Constant
kB: Boltzmann constant, 1.381× 10−23m2·kg·s−2·K−1

R: Ideal gas constant, 8.314 J/(mol K).

Data Availability
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+e lithology of shale oil reservoir of Lucaogou Formation in Junggar Basin, China shows great variation in a vertical direction and
develops bedding planes (BPs). In such formation, rock properties and fabrics have a significant impact on stimulation effects. To
clarify the fracture propagation mechanism in a vertically heterogeneous reservoir, an experimental study on fracture propagation
in layered rock samples with complex lithology has been conducted. +e effect of layers on the height of hydraulic fractures (HFs)
was analysed based on triaxial hydraulic fracturing simulation system combined with mineral and mechanical characteristics
analysis. +e research shows that when the HF is initiated in siltstone layer, it tends to penetrate BPs with the dimensionless
fracture height of more than 0.74. WhenHF is initiated in mudstone layer, the vertical growth of HFs tends to be terminated at the
BPs, and thefracture height is constrained.+e greater the thickness of the interlayer is, the more likely the HFs tend to be cut off at
the interface and propagate along the interface, resulting in the limited fracture height. Under high horizontal stress difference,
HFs are relatively straight. Due to the high permeability of BPs and the low viscosity of fracturing fluid, the fluid leakoff into BPs is
observed, which is not conducive to the vertical propagation of HFs. Increasing the viscosity of fracturing fluid facilitates HFs to
penetrate the high-permeability BPs and improves the vertical stimulated volume of shale oil reservoir.

1. Introduction

+e shale oil reservoir of Lucaogou Formation in Junggar
Basin was deposited in the salinized lake basin sedimentary
environment after the closure of residual sea. During the
sedimentary period of Lucaogou Formation, the lake basin
was in the environment of continuous transformation of
deep and shallow water. Due to the influence of structure
and climate, the vertical lithology of the reservoir varies
greatly in a vertical direction, and the BPs are developed
[1–3]. +e influence of BPs on HFs propagation behavior
and stimulated volume is not clearly understood. Conse-
quently, the selection of fracturing process and engineering
parameters mainly lacks theoretical support, and the height
of HFs and vertical stimulated volume are limited [4].
+erefore, it is of great significance to study the interaction
mechanism between geological interface and HFs and the

theory of fracture propagation in a vertical heterogeneous
reservoir.

International scholars have conducted a large number of
experimental studies on the mechanism of HF propagation
[5–9]. +e HF propagation behavior in layered rock for-
mations was first studied by Daneshy [10], who found that
the HF will penetrate the bonding interface, but the
unbonded interface will stop the HF, which is independent
of the difference of mechanical properties between the two
layers. Wu et al. [11] studied the propagation form of HFs in
layered media through plexiglas. It was found that when HFs
propagate from rigid media to soft media, the fractures will
penetrate the interlayer interface. When the HF propagates
from soft medium to rigid medium, the fracture will be cut
off or deflected. +e fracture mechanics analysis at the in-
terface can be used to judge whether the fracture can
penetrate the layer. Athavale and Miskimins [12] used
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cement and sandstone tomake layered rock samples to study
the fracture propagation dynamics of layered formation.+e
experiment found that radial HFs were formed in homo-
geneous samples and complex fractures were formed in thin
multi-laminated samples, which were caused by the dif-
ference of interlaminar mechanical properties, namely, in-
terfacial shear slippage and strength of the interface. In the
experiment, the similarity criteria established by Bunger
et al. [13] and Pater et al. [14] were successfully applied, and
quasi-static propagating HFs were formed in the laboratory.
Heng et al. [15] conducted true triaxial hydraulic fracturing
simulation test on shale outcrop, finding that when hy-
draulic fractures encounter BPs, and observed three types of
responses of HFs: (1) stagnation on weak BPs, (2) crossing
strong BPs, and (3) deflecting from weak BPs. Whether the
HF penetrates through or deflects from the BPs mainly
depends on the mechanical properties of BPs. Compared
with the shale reservoir deposited in marine environment
with stable distribution in North America, the shale reser-
voir formed in continental environment in China, subjected
to complex tectonic movement, was characterized by
complex lithology and ample mineral types [16, 17].
+erefore, it is necessary to study the fracture propagation
behavior in reservoirs where lithology varies greatly in a
vertical direction.

At present, a series of laboratory fracturing experiments
on the HF propagation in layered formation have been
carried out; however, most of the experiments were carried
out on artificial cores and field outcrops, while there were
relatively few studies on the HF propagation on the
downhole cores of thin-interbedded shale oil reservoirs with
BPs. +erefore, it is necessary to further carry out laboratory
physical simulation research on thin-interbedded shale oil
reservoir to encounter the exploration and development
needs of reservoirs with complex geological structure in
different blocks in China. +rough the XRD analysis and
brittleness evaluation of downhole cores, the petrophysical
properties of complex lithology were studied to support
fracture propagation experiments. After that, a set of true
triaxial fracturing simulation experimental devices was
applied for fracturing physical simulation experiment with
layered samples. +en fracture propagation mechanism of
shale oil reservoir of Lucaogou Formation in Jimusar Basin
was analysed.

2. Petrophysical Properties

2.1. XRDAnalysis of Reservoir Rock Samples. +e sample was
prepared from the downhole core (10 cm in diameter) of
Lucaogou Formation in Junggar Basin from the same well.
Before the fracturing simulation experiment, the mineral
composition and basic physical parameters of the rock
sample were tested.

+e mineral composition of 31 samples was tested. As
shown in Figure 1, the main mineral components of shale oil
in Lucaogou Formation are quartz and carbonate, with a
content of 20% to 90%. +e content of clay minerals, less
than 10%, is relatively small.+e average content of the main
minerals of quartz is 22.44%, plagioclase feldspar 27.38%,

dolomite 28.58%, calcite 10.37%, and clay minerals 5.85%.
Based on previous studies [18–21], quartz minerals (quartz,
potassium feldspar, and plagioclase) and carbonate minerals
(dolomite) are used as brittle minerals to calculate and
analyse the brittleness index (formula (1)) of rock mineral
composition in shale oil reservoir of Lucaogou Formation in
Jimusar Basin.

BM �
mqua + mpf + mpla + mdol

mtotal
, (1)

where mi is the weight fraction of component, i is qua is
quartz, pf is potassium feldspar, pla is plagioclase, and dol is
dolomite.

+e results in Figure 1 show that except for a few cores
with higher content of clay minerals and sulfate minerals
and a lowmineral composition brittleness index, the mineral
composition brittleness index of other cores is all higher
than 0.6, with little difference.

2.2. Brittle Characteristics of Rocks with Different Lithology in
Lucaogou Formation. In order to explore the influence of
BPs on rock brittleness, standard cores of 5 cm in length and
2.5 cm in diameter were drilled in different directions for the
same downhole core. Triaxial compression mechanical tests
were carried out for cores in directions parallel and vertical
to BPs. +e experimental results are shown in Figure 2.

From the stress-strain curve, it can be seen that the
micritic dolomite sample (sample #12–34 vertical core) that
is perpendicular to BP direction presented obvious ductile
characteristics. After reaching the peak stress of 130MPa,
there is no obvious damage behavior with the increase of
strain, and there is no sudden drop in load. +e micritic
dolomite (sample #12–34 parallel core) parallel to the BP
direction shows strong brittleness characteristics. After
reaching the peak stress of 228MPa, fracture appears
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Figure 1: Mineral composition and brittleness evaluation results of
cores in shale oil reservoir of Lucaogou Formation.
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obviously, the loading capacity decreases greatly, the post-
peak stress decreases rapidly, and the residual stress is about
150MPa. +e vertical core volume strain is 4.19×10−3, and
the parallel core volume strain is −5.06×10−4. +is indicates
that the vertical core occurred plastic deformation and
volume compression. Parallel cores produced macroscopic
fractures and exhibited volume expansion. From the fracture
geometry of rock samples, it can also be found that macro
shear fractures appear in the rock samples in the direction
parallel to BPs, while the rock samples in the direction
perpendicular to BPs show expansion deformation behavior.
Based on the energy evolution analysis of full stress-strain
curve, many scholars put forward the method that can best
reflect the brittle characteristics of rock [22–25]. High
brittleness means that the sample stores more absorbed
energy in the form of elastic strain energy before the peak,
rock failure depends more on the release of elastic strain
energy, and the consumption of elastic strain energy is more
thorough after the peak value. According to this definition,
the brittleness index B (composed of B1, B2, and B3, formula
(2)–(5)) proposed by Li et al. [26] is used to evaluate the
brittleness of rock energy evolution of Lucaogou Formation.
+e brittleness index for sample (#12–34 parallel core) in the
direction parallel to BPs is 0.67, and that of sample (#12–34
vertical core) in the direction perpendicular to BPs is 0.

Comprehensive analysis shows that BPs anisotropy has a
great impact on the mechanical properties and brittleness
characteristics of rock samples. +e brittleness of rock
samples in the direction parallel to BPs in the same
downhole rock core is greater than that of the samples in the
direction perpendicular to BPs.

Prepeak stage: the higher the proportion of input energy
stored in the form of elastic properties, the higher the
brittleness [26].

B1 �
U

e
p

Up

�
(1/2E) σp + σc 

2
+ 2σ2c − 2] 2 σp + σc σc + σ2c  


εap

0 σadεa + σcεvp

,

(2)

where Ue
pUe

p and Up are the elastic strain energy and
absorbed energy, respectively; E is the Young’s modulus; σp,
σa, and σc are the peak stress, axial stress, and confining
pressure; εaεa and εvp are the axial strain and volumetric
strain, respectively; v is the Poisson’s ratio; B1 is prepeak
brittleness index.

Postpeak stage: the higher the proportion of released
elastic energy in the process of driving rock fracture, the
higher the brittleness. W> 0, class I curve (brittle plastic);
w< 0, class II curve (super brittle) [26].

B2 �

ΔUe

W + ΔUe �
(1/E) σp + σr + 2σc − 4]σc 

−1/Ma(  σp + σr + 2σc − 4σc −Ma/Mr(   +(1/E) σp + σr + 2σc − 4]σc 
, W> 0,

1, W≤ 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

where W is the extra energy, σr is the residual stress, Ma is
the axial softening modulus, Mr is the radial softening
modulus, and B2 is postpeak brittleness index.
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Figure 2: Brittle characteristics of rocks in different BP directions: (a) stress-strain curve; (b) fracture geometry in cores parallel to BP
direction; (c) fracture geometry in cores perpendicular to BP direction.
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Residual stage: the more thoroughly the elastic energy is
released, the higher the brittleness [26].

B3 � 1 −
U

e
r

U
e
p

� 1 −
σr + σc( 

2
+ 2σ2c − 2] 2 σr + σc( σc + σ2c 

σp + σc 
2

+ 2σ2c − 2] 2 σp + σc σc + σ2c 
,

(4)

where Ue
r is the residual energy, and B3 is the residual

brittleness index.
+erefore, the total brittleness index is calculated by the

following equation [26]:

B �
3


3
i�1 1/Bi( 

. (5)

+e brittleness of rocks with different lithology of
Lucaogou Formation was calculated based on the stress-
strain data obtained from triaxial compression experiment.
It can be found in Figure 3 that the reservoir rocks of
Lucaogou Formation have strong heterogeneity, and the
brittleness of rocks with different lithology has a wide range
of variation, including argillaceous siltstone, sandy dolomite,
and shale. +e average energy evolution brittleness index of
pelitic siltstone was 0.77, dolomitic siltstone 0.68, mud shale
0.61, dolomitic mudstone 0.43, micritic dolomite 0.45, and
sandy dolomite 0.68. Among them, the energy evolution
brittleness index of pelitic siltstone, mud shale, and sandy
dolomite is higher than 0.6, dolomitic siltstone and micritic
dolomite is medium, greater than 0.5, and dolomitic
mudstone is low, less than 0.5. In order to explore the
fracture propagation mechanism of rocks with complex
lithology and different brittle characteristics of continental
shale oil, the physical simulation experiment of fracture
propagation has been carried out.

3. Physical Simulation Experiment of
Fracture Propagation

3.1. Experimental Apparatus and Preparation of Layered
Samples. A set of true triaxial fracturing simulation ex-
perimental devices is applied for fracturing physical simu-
lation experiment. +e device is mainly composed of liquid
supply system, stress loading system, real-time data moni-
toring and acquisition system, and rock chamber and
acoustic emission acquisition system. +e experimental
device is shown in Figure 4.

Preparation process of fracturing test sample is shown in
Figure 5. Firstly, the downhole cores with the diameter of
100mmwere cut into discs, which then were bonded to form
thin-interbedded cylindrical samples by epoxy with the
height of 10 cm (divided into 3 layers: L1 � 2 cm, L2 � 6 cm,
and L3 � 2 cm). Finally, the cylindrical sample is cut into
8 cm× 8 cm× 10 cm cube. At the center of surface with the
size of 8 cm× 8 cm, a borehole of 5.3 cm was drilled with a
drill bit (outer diameter of 1.5 cm) to place the simulated
wellbore. A steel pipe (simulated wellbore) with an outer
diameter of 1.3 cm, an inner diameter of 0.6 cm, and a length
of 4.3 cm is cemented in the borehole with epoxy. An open
hole section (OHS) with a length of 1 cm at the bottom of the

well was left unsealed. +e standard small-size downhole
fracturing physical model is shown in Figure 5(d).

3.2. Experimental Method and Scheme. +e minimum
horizontal principal stress is applied to simulate the three-
dimensional in-situ stress state of a vertical well σh, maxi-
mum horizontal principal stress σH is perpendicular to the
shaft axis, and vertical stress σV is parallel to the shaft axis
(Figure 5(d)). +e fracturing simulation experiment is
carried out with the fracturing fluid added with the yellow
fluorescent agent to observe the HF geometry. In the process
of fracturing simulation, the double-cylinder constant speed
and pressure pump is used to inject the fracturing fluid from
the intermediate container into the wellbore at a constant
injection rate, and the wellhead pressure is recorded by the
pressure sensor and transmitted to the computer. When the
wellhead pressure drops rapidly and does not increase
pressure, it indicates that the HF starts to fracture and
extends to the sample surface. At this time, the pump is
stopped. After the experiment, the rock sample is taken out,
the surface fracture geometry is determined according to the
distribution of fluorescent agent solution on the sample
surface, and the fracture initiation and propagation
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lithology.

Figure 4: Small-size triaxial fracturing simulation system.
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characteristics combined with the wellhead injection pres-
sure curve are analysed.

+e experiment mainly considers the effects of reservoir
lithology, interlayer thickness, horizontal stress difference,
and fracturing fluid viscosity on HF propagation, and a total
of 7 groups of experiments are carried out. Table 1 lists the
parameters used during the fracturing experiments.

4. Experimental Results and Analysis

4.1. Injection Pressure versus Time Curves Characteristics.
Samples 1–3 were the comparison of different lithologies,
samples 2 and 4 were the comparison of different horizontal
stress differences, samples 5 and 6 were the comparison of
different layer thicknesses, and samples 3 and 7 were the
comparison of different fracturing fluid viscosities. Figure 6
shows the injection pressure versus time curves during the
fracturing experiments. +e specific parameters are given in
Table 1 When the fluid was injected into the wellbore, the
injection pressure increased rapidly from zero with the
injection time. +e injection pressure then reached a peak
value, namely, breakdown pressure. Afterward, the injection
pressure decreased sharply, indicating that HF was initiated
from OHS. HF continued to propagate at a propagate
pressure that fluctuated above and below the minimum
horizontal stress (σh � 2MPa) until the pump was shut-in.
+e pressure curve patterns of different experiments were
significantly different, especially in terms of pressurization
rate and breakdown pressure. +ese findings will be dis-
cussed in the subsequent subsections.

4.2. Influence of Reservoir Lithology Difference. +e basic
physical property research shows that the mechanical
properties of rock samples with different lithology of
Lucaogou Formation in Junggar Basin are obviously dif-
ferent [27, 28]. In this section, the influence of reservoir
lithology difference is considered. +e rock properties used
for the three samples were measured by Triaxial compres-
sion test and Brazilian disc test and are listed in Table 2. +e
lithology of sample #1 is pelitic siltstone, the lithology of
sample #2 is the combination of silty mudstone in themiddle
layer and dolomitic siltstone 1 in the interlayer, and the

lithology of sample #3 is the combination of dolomitic
siltstone 2 in the middle layer and siltstone in the interlayer.

Under the condition of injection rate of 20mL/min,
according to injection pressure versus time curves (Fig-
ure 6), the breakdown pressure was 8.94MPa in sample #1,
and the fracture height was 10 cm (Figure 7(a)), which
penetrate the whole sample. In sample #2, the breakdown
pressure was 15.1MPa, and the fracture height was 6.4 cm
(Figure 7(b)). In sample #3, the breakdown pressure was
25.6MPa, and the fracture height was 7.4 cm (Figure 7(c)).
+e experimental results show that the greater young’s
modulus and tensile strength of middle layer and interlayer
rocks, the greater breakdown pressure of samples. +e
breakdown pressure of high-strength sample #3 was 1.86
times greater than that of sample one. Moreover, the
greater strength of the rock sample, the higher fluid flow
resistance in the fracture of the sample. +e propagate
pressure was 1.58MPa in sample #1, 2.05MPa in sample #2,
and 4.5MPa in sample #3. +e propagate pressure was
increased by 1.84 times, which was due to the narrow
fracture and narrow liquid flow channel of rock with high
strength.

+rough analysing the local fracture propagation pattern
(Figure 8), the influence of BPs on fracture propagation can
be observed more intuitively. In the pelitic siltstone of
sample #1, when the BP was activated, the HF directly
penetrates the BP. In the silty mudstone of sample #2, when
the HF encounters BP 1, it activates the BP, turns to
propagate along the BP, and then initiates again to continues
to propagate along the direction of horizontal maximum
principal stress, which soon encounters BP 2. After opening
BP 2, it propagates along the horizontal BP to the boundary
and fails to penetrate BP 2. Its width is less than that of
sample #1. +e BP opening width in sample #2 is greater
than that of sample #1. It shows that BPs in mudstone are
easier to open and have a greater barrier effect on the vertical
propagate of HFs.

In the nonlayered low Young’s modulus and low-
strength sample, the fracture starts from the OHS, propa-
gates up and down the wellbore, and penetrates the whole
sample, and two horizontal BPs are opened. However, in the
high-strength sample, the fracture tends to propagate to the
upper part of the wellbore and fails to penetrate the whole

(a)

L1

L2

L3

(b)

L1

L2

L3

(c)

σHσh

σv

(d)

Figure 5: Fabrication process of small-size model. (a) Cutting discs from downhole cores. (b) Bonding of different lithology. (c) Cutting
cylindrical samples into the cube. (d) Drilling and completion.
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Table 1: Parameters used during the fracturing experiments.

Sample number Layer thickness: L1/L2/L3 (cm) Injection rate (mL/min) Viscosity (mPa·s) Horizontal stress difference (MPa)
1 10 20 100 13
2 2/6/2 20 100 13
3 2/6/2 20 100 13
4 2/6/2 20 100 18
5 3/4/3 5 100 13
6 2/6/2 5 100 13
7 2/6/2 20 3 13
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Figure 6: Comparison of injection pressure versus time curves characteristics under different influencing factors. (a) Different lithology;
(b) different horizontal stress difference; (c) different layer thickness; (d) different fracturing fluid viscosity.

Table 2: Statistical table of downhole rock sample properties.

Rock name Young’s modulus (GPa) Tensile strength (MPa)
Pelitic siltstone 12 6
Silty mudstone 15.64 6.49
Dolomitic siltstone 1 6.16 5.1
Dolomitic siltstone 2 20.2 6.79
Siltstone 33.53 8.49
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(a) (b)

(c)

Figure 7: Fracture geometry and pressure curves of different lithologies. (a) Sample #1. (b) Sample #2. (c) Sample #3.
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Figure 8: BP propagation behavior of HFs with different lithology. (a) +e HF penetrating the BP in sample #1. (b) HF cutting off by BP in
sample #2.
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sample. +e strength increases, and the fracture height
shows a downward trend. Without opening the BP, the
fractures can penetrate the bonding interface of the reser-
voir. However, sample #2 failed to reach the bonding in-
terface of the upper layer due to the propagation between the
upper two BPs. When the HF is initiated in argillaceous
siltstone, it tends to propagate through BP, and the di-
mensionless fracture height (HF height/sample height) is
higher than 0.74. When HF is initiated in mudstone, the
vertical growth of HF tends to terminate at BPs, and the
fracture height is constrained.+is is mainly because the BPs
of mudstone are more developed and the cementation
strength is lower.

4.3. Influence of Horizontal Stress Difference. +e horizontal
stress difference has an important impact on the complex
fracture geometry of natural fracture-developed reservoir.
Generally, the smaller the horizontal stress difference is, the
easier it is to form a complex fracture network. For the
reservoir with well-developed BP and underdeveloped
natural fractures, the impact of horizontal stress difference
on fracture propagation needs to be further studied. +is
section analyses the impact of horizontal stress difference on
fracture propagation geometry. As shown in Figure 9, under
the conditions of injection rate of 20mL/min and viscosity of
100mPa·s, the breakdown pressure was 15.16MPa in sample
#2 under the horizontal stress difference of 13MPa, forming
an HF with a height of 6.4 cm, opening two horizontal BPs,
and penetrating the interface of the lower bonding layer.
Under the horizontal stress difference of 18MPa, the
breakdown pressure was 20.57MPa in sample #4, forming
an HF with a height of 3 cm. +e fracture is more straight
and fails to penetrate the interface of the upper bonding

layer. A horizontal BP is formed in the middle, and the HF
was cut off by the BP.+e experimental results show that the
horizontal stress difference increases, the HF is more
straight, the propagation is more difficult, the vertical growth
of HF tends to terminate at the interface, and the fracture
height is small. +e horizontal stress difference increases by
5MPa, the breakdown pressure increases by 35.7%, and the
HF height decreases by 37.5%.

4.4. Influence of Interlayer >ickness. +e influence of in-
terlayer thickness on the vertical propagation of HFs is still
unknown [16].+is sectionmainly considers the influence of
interlayer thickness on fracture geometry. When the
thickness of the interlayer is 3 cm, the fracture geometry of
sample #5 is shown in Figure 10(a). +e HF fails to penetrate
the upper bonding interface, and the fracturing fluid is
leaking off from the bonding interface, with a fracture height
of 7.4 cm. When the thickness of the interlayer is 2 cm, the
fracture geometric characteristics of sample #6 are shown in
Figure 10(b). +e HF penetrates through the upper and
lower bonding interfaces, penetrates the whole sample, ,
opens two horizontal BPs in the middle layer, with complex
fracture geometry, and the fracture height reaches 10 cm.
+e pressure curve is shown in Figure 6(c). +e breakdown
pressure was 15.1MPa in sample #5 and 18.28MPa in
sample #6. +ere is little difference in the strength of rock
samples between the two groups, and the breakdown
pressure is similar. +e experimental results show that with
the increase of interlayer thickness, the HF tends to ter-
minate at the reservoir interlayer interface and propagate
horizontally along the interlayer interface, and the fracture
height is limited. +e interlayer thickness increases by 50%,
and the HF height decreases by 26%.

(a) (b)

Figure 9: Fracture geometry under different horizontal stress difference. (a) Sample #2: horizontal stress difference 13MPa. (b) Sample #4:
horizontal stress difference 18MPa.
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4.5. Effect of Fracturing Fluid Viscosity. +e performance of
fracturing fluid mainly includes frictional characteristics,
rheological characteristics, and leakoff. Viscosity can be
used as a comprehensive index and is an important
physical parameter of fracturing fluid. +is section mainly
considers the influence of liquid viscosity on fracture
propagation. Under the condition of high viscosity of
fracturing fluid (100mPa·s), the breakdown pressure was
25.59MPa (Figure 6(d)), the bottom hole pressure growth
rate was fast, the breakdown pressure was high, the HF
propagated sufficiently vertical and penetrated the
bonding interface, and fracture height reached 7.4 cm.
Under the condition of low viscosity of fracturing fluid
(3mPa·s), the breakdown pressure of the sample was
8.35MPa, which is 67.4% lower than that of high viscosity
fracturing fluid, formed a vertical HF with a height of only
3.1 cm (Figure 11). A natural BP was activated at the upper
and lower parts respectively, and the vertical propagation
of the fracture was seriously limited. When the fracturing
fluid viscosity was 100mPa·s, the fracture height increases
by 1.39 times compared with the fracturing fluid viscosity
of 3mPa·s.

+e experimental results show that the viscosity of
fracturing fluid has an important impact on the HF prop-
agation of BP development samples. Due to the strong
permeability of BP and the low viscosity of fracturing fluid,
the liquid is easy to leak off along the BP, which is not
conducive to the vertical propagate of HFs. Increasing the
viscosity of fracturing fluid is helpful for the fracture to
penetrate the excessively permeable BP and significantly
improve the vertical propagation of fractures. However,
under the condition of high viscosity fracturing fluid, HFs
are difficult to activate BP, and the fracture geometry is
single. In order to improve the fracture control volume, the
combined fracturing method of high viscosity fracturing
fluid and low viscosity fracturing fluid can be considered.

+e high viscosity fracturing fluid breaks through the BP
barrier, and low viscosity fracturing fluid activates the BP.

5. Conclusion

In this study, the laboratory fracturing simulation experi-
ment was carried out on the downhole core samples of
Lucaogou Formation, Junggar Basin, China. Fracture
propagation behavior in thin-interbedded rock samples was
analysed. +e findings are summarized as follows:

(1) In the high-strength sample, HFs tend to propagate
to the upper part of the wellbore. +e greater the
strength is, the smaller the fracture height would be.
When HFs initiate in argillaceous siltstone, HFs tend
to penetrate BPs, and the dimensionless fracture
height is more than 0.74. When HFs initiate in

(a) (b)

Figure 10: Fracture geometry characteristics of samples with different interlayer thicknesses. (a) Sample #5. (b) Sample #6.

Figure 11: Fracture geometry under viscosity 3mPa·s.
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mudstone, the vertical propagation of HFs tends to
be terminated at the BPs, and fracture height is
constrained.

(2) +e greater the thickness of the interlayer is, the
more likely HFs tend to be terminated at the in-
terface of the interlayer, propagate along the inter-
face, and have a limited fracture height.

(3) With the increase of horizontal stress difference, the
geometry of HF tends to be simple and straight,
which is not conducive to the formation of branch
fractures.

(4) +e viscosity of fracturing fluid has a significant
impact on the HF propagation in the BP-developed
samples. Due to the high permeability of BP and the
low viscosity of fracturing fluid, the fluid filtration
occurs along the BPs, which is not conducive to the
vertical propagation of HFs. Increasing the viscosity
of fracturing fluid facilitates fractures penetrating
through the high-permeability BPs.
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In view of the prominent problems of extremely strong heterogeneity, fracture development of different scales, and serious rapid
water channelling in the process of water injection development in fracture-pore carbonate reservoirs, a comprehensive treatment
method of oil stabilizing and water controlling is proposed, which includes fracture classification control, combination of
adjustment and plugging, and wettability change. Based on the static and dynamic test data, the characteristics of reservoir fracture
development and fracture scales are described in detail. By means of reservoir engineering and numerical simulation, the water
flooding rule under different grade fracture reservoir conditions is studied, the influence of different levels of fractures on water
injection development is evaluated, and the improvement effect of different control methods on water drive sweep is dem-
onstrated. Research shows that a large amount of remaining oil trapped in pores is affected by fracture water channelling, which
makes it difficult to use effectively.*e water flooding sweep characteristics of reservoirs with different scales of fractures are quite
different, and large-scale fractures are the main reason for ineffective water injection. *e hierarchical control techniques of
plugging large-scale fractures, intervening and adjusting small- and medium-scale fractures, and changing the wettability of
microscale pore media can significantly extend the water flooding spread range and effectively improve oil well production. *e
research results have been applied in the field and achieved good results. *is technology can provide theoretical guidance and a
technical basis for the comprehensive treatment of oil stabilization and water control in fractured-porous carbonate oil and
gas reservoirs.

1. Introduction

As one of the most important oil and gas reservoirs globally,
carbonate reservoirs account for an increasing proportion of
oil and gas reserves and production. However, carbonate
reservoirs are complex, bringing difficulties in hydrocarbon
exploitation. Carbonate reservoir development technology
has become a challenge and an important research area in
global and domestic oil development [1–5]. To date, expe-
riences in developing complex carbonate reservoirs are
limited both at home and abroad [6–9]. Carbonate reservoirs
have various types of pores, mainly including large-scale
cavities, small-scale pores, and multiscale fractures. Frac-
tured carbonate reservoirs commonly have internal pref-
erential pathways, resulting in severe water channelling

problems and poor development results. Consequently, oil
stabilization and water control are essential for the oil re-
covery of fractured carbonate reservoirs. Reservoir devel-
opment practice at home and abroad shows that plugging
technology is an essential means to improve water drive
effect. *e injection of chemical agents to block the dom-
inant flow channel can adjust the liquid production profile,
alleviate the internal contradictions in the reservoir, and
improve the effect of oilfield development, but the plugging
technology of carbonate reservoirs is not mature enough.
*e existing methods are difficult to implement and cannot
truly combine the real geological characteristics of the oil-
field. *e process and selection of chemicals are relatively
simple, and the reservoir is only generally blocked at the
macrolevel. *erefore, the previous technology cannot really
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play profile control water, alleviating reservoir contradic-
tions. It is difficult to achieve hierarchical control and
achieve the desired development effect.

*is paper takes the fractured-porous carbonate reser-
voirs in the T oilfield at the eastern margin of the Pre-
Caspian Basin as an example to study the characteristics of
fractures and the principle of water flooding in different
levels of fractured reservoirs. *e purpose is to propose a
graded regulation method for stabilizing oil and controlling
water in fractured-porous carbonate reservoirs. *is pro-
posed method can effectively block the large-scale media to
avoid the rapid influx of injected water, effectively intervene
the medium- and small-scale media to inhibit the seepage
velocity of injected water, and improve the rock wettability
of microscale media to improve the water drive efficiency.
*e suggested method is closely combined with the reservoir
geological characteristics and development law and has
stronger pertinence. It can effectively improve the pro-
duction and absorption profile, expand the swept volume of
water flooding, and improve the macroscopic swept range
and microscopic oil displacement efficiency. *is has im-
portant practical significance for improving oilfield devel-
opment effects.

1.1. Geological Characteristic of Carbonate Reservoirs.
Structures of the Pre-Caspian Basin can be found in Figure 1.
More than 90% of the oil and gas reserves in the Pre-Caspian
Basin are from carbonate reservoirs. *e strata of the basin
can be divided into two sets, which are above-salt and subsalt
strata. All currently discovered carbonate reservoirs are
located below the salt layer. Two oil-bearing reservoirs,
Carboniferous KT-I and KT-II, are developed. Lithology at
the eastern margin of the basin is complex [10–14]. Lime-
stone and dolomite are dominated by minor gypsum and
others.

*e carbonate reservoirs in the Pre-Caspian Basin are
influenced by sedimentary, diagenetic, and tectonic pro-
cesses, resulting in various reservoir space types, such as
pores, fractures, and caves. Based on the observation of
cores, thin sections, and scanning electron microscopic
photos, it shows that pores are the dominant oil accumu-
lation space.*e volume of the pores accounts for 94% of the
total volume of the space. Fractures and caves are 5% and
1%, respectively. Large-scale fractures and cavities are rel-
atively abundant.

According to the dip angle, the fractures can be divided
into low angle, oblique, and high angle, as shown in Table 1.
Based on core and image logging data, the number of dif-
ferent types of fractures is counted. *e statistical results are
shown in Figure 2. *e results show that the low-angle
fractures account for 80.5% and 57.5% in core and imaging
logging data. Oblique fractures account for 14.6% and 35.8%
in core and imaging logging data, and high-angle fractures
account for 4.9% and 6.7% in core and image logging data. In
general, low-angle fractures are dominated.

According to the opening size, the fractures are divided
into large-scale fractures, mesoscale fractures, small-scale
fractures, and microscale fractures, as shown in Table 2. *e

number of fractures with different opening sizes is counted
based on imaging logging, as shown in Figure 3. *e results
show that the proportions of large-scale, mesoscale, small-
scale, and microscale fractures in the reservoir are 4.7%,
52.5%, 42.5%, and 0.4%, respectively. In general, mesoscale
and small-scale fractures are dominated.

*e types of reservoir accumulation space and space
combination are complex. According to the development
degree and space combination, the reservoir space can be
divided into five types based on core observation and well
logging response. *e five types of reservoir space include
the porous-cavernous-fractured composite type, porous-
cavernous type, porous type, fractured-porous type, and
fractured type. *e proportions of each type are 6.2%, 5.3%,
44.9%, 42.6%, and 1.0%, respectively. In general, the frac-
tured pore type is dominated.

2. Seepage Characteristics of Water Injection in
Different Types of Reservoirs

In order to better understand the effect of water flooding,
seepage characteristics of water injection in reservoirs with
fractured, fractured-porous, and porous-cavernous spaces
are discussed by using microfluidic technology [15–18]. *e
first step is to select the typical thin section that represents
various types of reservoirs and design a model based on
pore-throat structure extraction and image stitching, as
shown in Figure 4. *en, the microfluidic water drive ex-
periment is carried out to analyze the water injection seepage
characteristics of different types of reservoirs. During the
microfluidic experiment, the thin section is first injected
with kerosene for saturation, and then, at one end of the thin
section, water is injected at an injection rate of 1 μL/min to
displace kerosene, and the other end is the production end.
During the experiment, the displacement process is recorded
by using a high-power camera.

Analyzing the thin reservoir section with the pore space
type shows that the maximum, minimum, and average pore
sizes are 613 μm, 6.1 μm, and 63.4 μm, respectively.*emain
pore size distribution is below 200 μm. *e porous reservoir
is heterogeneous, which can be observed from the water
flooding test of the oil-saturated thin section, as shown in
Figure 5. *e injected water is relatively fully affected by the
thin section when it enters the pores and throats.*e front of
the injected water is relatively uniform. *e flooded water
has a wider sweep area and low penetration speed. *e
flooding effect is mainly affected by the pore size, pore
distribution, and connectivity of the pore and throat. *e
recovery rate of this model is 43.7%.

Compared with the porous reservoir, the fractured-
porous reservoir is more heterogeneous. *e maximum,
minimum, and average pore sizes are 754 μm, 10.2 μm, and
122.9 μm, respectively. *e main pore size distribution is
below 250 μm.*e opening degree of fractures is different in
various places, enhancing the heterogeneity of the reservoir.
It can be observed from the water flooding test of the oil-
saturated thin section, as shown in Figure 6. *e injected
water first enters the matrix around the injection point and
then the fractures. Finally, the injected water rapidly
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Table 1: Fracture dip angle and fracture types.

Fracture dip angle >70° 35°–70° <35°

Fracture type High-angle fracture Oblique fracture Low-angle fracture
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Figure 2: Numbers of the fractures with different types.
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Figure 1: Structures of the Pre-Caspian Basin.

Table 2: Fracture opening size and fracture type.

Fracture opening size (mm) <0.001 0.001–0.01 0.01–0.1 >0.1
Fracture type Microscale Small-scale Mesoscale Large-scale
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advances along the cracks. Simultaneously, part of the in-
jected water sweeps the surrounding areas with better
connectivity. After the water breakthrough, the scope of the

injected water does not increase. *e oil in the fractures is
effectively displaced, whereas the matrix has a poorer oil
displacement effect.*e recovery rate of this model is 35.4%.

Porous type Fractured porous type Porous-cavernous type

Figure 4: Experimental models of microfluid in different space types of reservoirs (pores, fractures, and caves are marked in the red box).
(a) Porous type. (b) Fractured-porous type. (c) Porous-cavernous type.

Figure 5: Schematic diagram of the early, middle, and late stages of water injection in porous reservoirs.

Figure 6: Schematic diagram of the early, middle, and late stages of water injection in fractured-porous reservoirs.
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Figure 3: Numbers of the fractures with different opening sizes.
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*e reservoir with the porous-cavernous space type also
shows strong heterogeneity. *e maximum, minimum, and
average pore sizes are 1031 μm, 13.1 μm, and 123.7 μm, re-
spectively. *e main pore size distribution is below 550 μm.
*e injected water easily enters the large cavities and
gradually displaces the oil from the cavities to the sur-
rounding pores with good connectivity.*is can be observed
from the water flooding test of the oil-saturated thin section,
as shown in Figure 7. *e swept area of the injected water
decreases. *e cavities mainly play a role in storage. *e
water flooding effect is mainly affected by the degree of
connectivity between the cavities and the throats. *e re-
covery rate of this model is 38.6%.

From the above analyses, it can be seen that the water
flooding effects of different types of reservoirs are different.
Due to the presence of fractures and cavities, the injected
water flows fast, and the swept area is small. *erefore, the
fractures and cavities determine the effect of water flooding
development. For the T oilfield, cavities are relatively small.
Consequently, fractures are the key to stabilizing oil and
controlling water in the T oilfield.

In order to better understand the role of fractures in the
water flooding process, digital core simulationmethods were
used to simulate the porous, fractured-porous, and fractured
reservoirs [19–23], as shown in Figure 8. *e results show
that the development of fractures is the main factor influ-
encing the effect of water flooding. Table 3 shows that the
water flood recovery rates of fractured and fractured-porous
reservoirs are around 17%, significantly lower than the 40%
recovery rate of porous reservoirs. *e remaining movable
oil in fractured-porous reservoirs is significantly higher than
that in porous reservoirs. *erefore, improving the effec-
tiveness of water flooding in fractured reservoirs is the di-
rection of adjustment of oilfield water injection
development.

3. Graded Water Flooding Control of Fractured
Reservoirs with Variable Opening Sizes

3.1.Water Flooding Effect of Fractures with Different Opening
Sizes. *e porosity and permeability of 1991 cores from 10
wells in the study area were measured by using an over-
burden pressure porosity and permeability tester to simulate
formation conditions, including 171 fractured cores and
1820 nonfractured cores. Based on the analysis of the re-
lationship between porosity and permeability of cores, it can
be seen that fractures can significantly improve the per-
meability of the reservoir, especially when the porosity is less
than 10%, as shown in Figure 9. *e fractures can increase
the permeability of the reservoir by 10 to 100 times.

Although fractures can improve the conductivity of
fluids in the reservoir, the injected water easily flows along
with the fractures, resulting in a large amount of oil being
immobilized in the matrix and unable to be recovered. In
order to better understand the role of fractures with different
opening sizes in the water flooding process, the embedded
discrete fracture numerical simulation method is used to
analyze the sweep characteristics of water flooding. *e
fracture opening sizes are designed to be 0.001mm,

0.005mm, 0.01mm, 0.05mm, 0.1mm, and zero, as shown in
Figure 10. Under the condition of 0.4 times the pore volume,
when water drive development is carried out in the reservoir
without fractures and with a fracture opening of 0.001mm,
the injected water advances more evenly, the water drive
front edge is relatively flat, no obvious water channelling
hardly occurs, and the water drive has a wide range. When
the opening size is greater than 0.005mm, water channelling
occurs. *ere is a tongue at the front edge of the water drive,
and the fracture begins to affect the water flow velocity,
which has an adverse impact on the effect of water injection
development. It shows that the fracture improves the con-
ductivity of the reservoir, and with the increase of opening,
the conductivity of the reservoir increases, and the chan-
nelling speed of injected water becomes faster. *e water
channelling is obvious when the opening size is 0.1mm, and
the swept area of water flooding is limited. *e difference of
permeability grade between the fracture and the matrix
becomes larger, and the injected water rapidly rushes into
the production end along the fracture, resulting in poor
water drive development effect.

As is shown in Figure 11, the water flooding sweep
coefficient of the nonfracture model can reach 62.5%. With
the increase of the fracture opening size, the water flooding
sweep coefficient gradually decreases.When the opening size
increases to over 0.01mm, the water flooding sweep coef-
ficient decreases significantly. When the fracture opening
size is 0.1mm, the water flooding sweep coefficient is only
31.3%. *erefore, the water flooding effect of fractures with
variable opening sizes is different. When the fracture
opening size is under 0.001mm, there is no obvious pen-
etration of the injected water. When the fracture opening
size reaches more than 0.01mm, the water injection effect
starts to deteriorate significantly. When the reservoir has
large-scale fractures with an opening size of more than
0.1mm, the injected water shows obvious channelling,
which easily leads to ineffective water injection.

3.2. Profile Control of Fractures with Different Opening Sizes.
According to the aforementioned research results, the water
flooding features of fractured reservoirs of variable opening
sizes are different. *e roles of fractures with variable
opening sizes played in water injection development are also
different.*erefore, it is necessary to conduct different order
control on fractures to understand the effectiveness of water
injection. *e numerical simulation model of fractured
reservoirs with fracture openings of 0.1mm (large-scale),
0.01mm (medium- to small-scale), and 0.001mm (micro-
scale) is designed. Flexible gels, nano-microspheres, and
wettability modifiers are used to inject into reservoir samples
at 0.5 times the fracture volume, 0.5 times the fracture
volume, and 0.2 times the matrix volume, respectively.*en,
samples are flooded with water. *e concentration of
modifiers in fractured reservoirs with variable opening sizes
and the oil saturation after adjustment are shown in
Figures 12–14.

Based on the distribution pattern of the chemical agent
after the flexible gel flooding, it shows that, as the fracture
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size and profile depth decrease, the sweep coefficient of
large-scale, medium-small-scale, and microscale fractured
reservoirs increases to 11.4%, 5.2%, and 2.5%, respectively.

*e large-scale fracture has the largest increase in the sweep
coefficient. *e large-scale fractures can achieve deep profile
control and flooding. *e water channelling problem is
controlled after the fractures are deeply controlled.

Based on the distribution pattern of the chemical agent
after the nano-microsphere controlling and flooding, it
shows that nano-microspheres can migrate into large-scale
and medium-small-scale fractures. In microscale fractured
reservoirs, the chemical agent is concentrated around the
injection well. After nano-microsphere profile control and
flooding, the large-scale, medium-small-scale, and micro-
scale fractured reservoir sweep coefficients are increased by
4.8%, 8.5%, and 2.5%, respectively. *e sweep coefficient of
the small-medium-scale fractured reservoir has the largest
increase. Although nano-microspheres can realize deep
adjustment and flooding of large-scale fractures, they have
limited fracture control. *ey cannot effectively control the
channelling of injected water in large-scale fractures. For
small- and medium-scale fractured reservoirs, nano-mi-
crospheres can achieve deep adjustment and flooding and
obvious control over medium-small-scale fractures and
uniform water flooding results.

Figure 7: Schematic diagram of the early, middle, and late stages of water injection in a porous-cavernous reservoir.

Porous type Fractured-porous type Porous-cavernous type

Figure 8: Digital core simulation of movable remaining oil distribution in different types of reservoirs. (a) Porous type. (b) Fractured-
porous type. (c) Porous-cavernous type.

Table 3: Porosity and remaining oil saturation of different types of reservoirs.

Reservoir type Total
porosity (%)

Connected
porosity (%)

Effective
porosity (%)

Irreducible water
saturation (%)

Residual oil
saturation (%)

Movable remaining
oil saturation (%)

Recovery
rate (%)

Porous type 12.47 10.81 5.39 32.02 24.72 16.05 40
Fractured type 5.25 1.43 0.54 49.40 40.28 1.66 17.1
Fractured-
porous type 13.48 11.82 4.13 38.04 31.34 20.13 16.9
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Figure 9: *e relationship between porosity and permeability of
cores.
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Based on the distribution pattern of the surfactant in-
jection, it shows that the surfactant can migrate into the
fractures with different scales. In the microscale fractures,
the agent is relatively enriched around the injection well.
After surfactant injection, the large-scale, medium-small-
scale, and microscale fractured reservoir sweep coefficients
are increased by 4.8%, 8.5%, and 2.5%, respectively. *e
sweep coefficient of the microscale fractured reservoir has
the largest increase. Surfactants can effectively improve the
wettability of rocks in microscale fractured reservoirs. *e
oil in the matrix pores can be recovered, significantly im-
proving the water flooding effect of microscale fractured
reservoirs.

From the above analysis, it can be seen that the control
methods of fractured reservoirs with variable fracture sizes

are different. Large-scale, small-medium-scale, and micro-
scale fractured reservoirs can be controlled with flexible gels,
nano-microspheres, and surfactants to achieve better water
flooding results.

3.3. Control Method for Oil Stabilization and Water Control.
*e research mentioned above shows that low angle is
mainly developed in the study area. Water channelling easily
occurs during water injection. *e direction of water
flooding is complicated, which seriously reduces oil pro-
duction. *erefore, effective control of fractures is the key to
stabilizing oil and controlling water in fractured-porous
carbonate reservoirs. Fractures with variable scales are de-
veloped in the oilfield. *e effects of fractures with different
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Figure 10: Oil saturation distribution of water flooding in reservoirs with different fracture openings. (a) 0.1mm opening size. (b) 0.5mm
opening size. (c) 0.01mm opening size. (d) 0.005mm opening size. (e) 0.001mm opening size. (f ) No fracture.
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Figure 11: Water flooding sweep coefficients of fractured reservoirs with variable opening sizes.
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scales in the water flooding are quite different. Different
control strategies should be adopted for different scale
fractures based on the profile control results of variable
fractures.

Large-scale fractures are the main channel for the rapid
penetration of injected water, which can easily cause inef-
fective water injection. Large-scale fractures need to be

effectively plugged and effectively solve the channelling
problem. Small-medium-scale fractures are secondary
channels for injected water intrusion. *e flow rate of in-
jected water is relatively fast, which largely affects the effect
of water injection. Effective intervention needs to be taken to
suppress the seepage rate of injected water. Microscale
fractures and matrices are the main oil accumulation areas,
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Figure 12: Distribution of chemical agent concentration and oil saturation after control and flooding with flexible gel in fractured reservoirs
with variable opening sizes.
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which are key to enhancing productivity. *e wettability of
rocks needs to be improved to increase water flooding
efficiency.

Due to the presence of multiscale fractures in the res-
ervoir, it is necessary to perform hierarchical control on
fractures with different scales and use multiple control agents
and slugs for comprehensive intervention in order to form a
grading control method for oil stabilization and water control.
*e first plug uses flexible gel to block large-scale fractures.
*e second plug uses a nano-microsphere to adjust small-
medium-scale fractures. *e third plug uses surfactant to
change the wettability of the microscale pore and block the
channelling. *e purpose is to adjust the secondary prefer-
ential channel and to reduce the flow resistance of the matrix.
Consequently, macroswept volume is expanded. *e

microdisplacement efficiency is improved. Finally, the goal of
oil stabilization and water control can be achieved.

4. Application Result

*e technology was carried out in January 2020 in the T
oilfield at the eastern margin of the Pre-Caspian Basin. *e
graded control technology has been implemented in four
water injection wells and ten surrounding oil wells. As
depicted in Figure 15, the development effect has been
significantly improved. *e oil production increases 4 t/d
based on the calculation result of the declining method. *e
water cut has dropped by 18%. 279 tonnes of oil will be
increased. Due to the good performance, it is ready to ex-
pand the test scale within the entire oilfield.
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China operates about 20 carbonate oil reservoirs in
Central Asia. *is technology can be applied to the devel-
opment of carbonate hydrocarbon reservoirs in Kazakhstan,
providing technological support for enhancing oil recovery
in Central Asia. To date, experiences in the development of
complex carbonate reservoirs through water injection are
limited both at home and abroad. *is technology can be
used for Sino-foreign cooperation projects in Kazakhstan,
Oman, Turkmenistan, Iraq, and Syria, making a contribu-
tion to oil stabilization and water control in complex car-
bonate oil and gas fields.

5. Conclusions

*is paper reveals the seepage characteristics of different
types of reservoirs and factors affecting oil development
based on the reservoir characteristics, water flooding
principles, physical simulation, and digital core displace-
ment experiment. *e purpose is to understand the role of
fractures in water flooding and the water flooding effect after
fracture adjustment. Finally, graded control technology is
proposed for oil stabilization and water control in fractured
reservoirs with variable scale fractures. *e specific con-
clusions are as follows:

(1) Reservoir types in the study area are diverse. *e
seepage characteristics of different types of reservoirs
are different. *e seepage rate of injected water in
porous reservoirs is relatively slow—the water flooding
front advances more uniformly. *e swept area is
wide. *e water flooding development effect is good.

(2) *e presence of fractures enhances the heterogeneity
of the reservoir—fractures with various dip angles
cut each other to form a complex networked fracture
system. *e water channelling problem is serious. A
large amount of the remaining oil has been sealed in
the matrix. *e water flooding direction is compli-
cated and severely reduces oil production. Fracture is
the main factor that affects the effect of reservoir
water flooding. Improving the swept area of frac-
tured reservoirs is the direction of water flooding
development and adjustment.

(3) *e water flooding features and effects of fractured
reservoirs with different fracture scales are different.
When the fracture opening size reaches the medium-
small scale or above, the water channelling will affect
oil development. Water injection is invalid.

(4) *e application of flexible gel to block large-scale
fractures, nano-microspheres to block small-me-
dium-scale fractures, and surfactants to change the
wettability of microscale pores has been promoted in
oilfields. It shows that this technology can effectively
improve the effect of water injection and increase
oilfield recovery. *e application prospects of the
technology are abroad, which can provide a technical
basis for the comprehensive treatment of oil stabi-
lization and water control in complex carbonate oil
and gas fields at home and abroad.
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Horizontal well gravel packing is the most commonly used sand control technology in offshore oil and gas fields. For extreme
conditions such as deepwater, low fracture pressure formations, and long horizontal well bore length, targeted and cost-
effective measures are required. According to the friction models in different stages of gravel packing process of horizontal
well, the corresponding friction is calculated and compared. According to the calculation, during the entire packing process,
the washpipe/screen annular friction is the largest in β wave packing stage, which reflects that higher packing pressure is
required in this stage, and the formation fracture pressure is easily broken at this stage. According to the equilibrium flow
velocity, the calculation method and flow chart of α -wave sand bed height were put forward. The criterion and calculation
method of packing length were designed. The influencing factors of viscosity, density and leakage rate of carrier fluid on α-
wave packing length were discussed. The quantitative analysis was carried out. The design and calculation method of α-β wave
packing length considering the successful completion of α wave packing and the successful completion of β wave reverse
packing was put forward. The corresponding software was compiled to discuss and calculate the quantitative analysis of the
factors affecting the α-β wave packing length, such as the density of carrier fluid, gravel density and washpipe/screen ratio. For
specific conditions, certain criteria and methods can be used to design and optimize horizontal well gravel packing length.

1. Introduction

With the increase of oil and natural gas demand and the
progress of horizontal well drilling and completion technol-
ogy, increasing the length of horizontal well to improve pro-
duction has become increasingly popular, especially in the
development of offshore oil and gas fields. In order to reduce
the number of offshore platforms and costs, horizontal well
technology has been used extensively. However, for offshore
oil and gas fields, most of them are in extreme conditions,
such as deepwater, ultra-deepwater, long or ultra-long hori-
zontal wellbore section, and unconsolidated oil and gas res-
ervoirs with low fracture pressure gradient. Most of these
wells require sand control, and horizontal well gravel pack
sand control is the most common completion method. Hor-
izontal well gravel pack consists of two important stages,
namely the α wave packing stage and β wave packing stage
[1]. The α wave packing stage is the forward packing process

for the equilibrium dune at the bottom of the wellbore [2].
When α wave packing front reaches the toe of the horizontal
wellbore or when the top of the sedimentary sand bed
reaches the upper of the casing or wellbore, gravel particles
in slurry cannot move forward, at this point the α wave
packing stage stop. Gravel particles begin to reverse pack
from the toe of the wellbore in the upper part of the already
formed α wave sand bed to the heel of the horizontal section.
This process is called the β-wave pack stage. The carrier
fluid enters the washpipe/screen annulus through the depos-
ited gravel and screen, enters the washpipe at the inlet of the
wellbore toe, and returns to the surface.

Although the horizontal gravel pack has been widely rec-
ognized as a reliable sand control technology, there are sig-
nificant risks associated with current horizontal gravel pack
operations. For extreme reservoir conditions, if wellbore
length is short, the expected production will not be achieved.
However, if the horizontal wellbore length is long, the height
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of sand bed may be too high in the process of α wave pack-
ing stage, or the formation fracture pressure may be
exceeded in β wave packing stage. So the entire horizontal
wellbore section cannot be fully packed and effective sand
control effect cannot be achieved [3]. Especially for the
unconsolidated sandstone reservoir, the long horizontal well,
the deepwater and low fracture pressure formations. Prema-
ture sand bridge may occur before the gravel pack reaches
the toe of the horizontal section, resulting in failure of the
operation. This is mainly because the horizontal wellbore
packing section is long, and sufficient pump rate is required
to transport gravel to the toe of the wellbore, which results in
higher pump pressure. The formation can be easily fractured
due to low fracture gradient, resulting in the leakoff of car-
rier fluid to the formation during the packing process. If
the pump rate is low, the carrying capacity of carrier fluid
to carry gravel is insufficient. Both of these conditions can
lead to premature bridging and pack failure, which can make
the packing process very complicated and difficult to con-
trol. The gravel packing length is a particulary important
for the target. If wellbore length design is too short to meet
its expected production, if the wellbore length is too long
to complete entire gravel packing. To date, there is no design
and calculation method for gravel packing length in hori-
zontal wells. Therefore, for specific conditions, it is necessary
to design and calculate the horizontal well gravel packing
length, and analyze the influence of construction parameters
on the packing length, which is of great significance for rea-
sonable design and optimization.

2. Calculation of Equilibrium Velocity in α-
Wave Packing Stage

Horizontal gravel packing is essentially a solid/liquid two-
phase flow process that carrier fluid carrying gravel particles.
When a fluid-gravel mixture is pumped through the pipe
until a cross over tool where the flow will be diverted to
the wellbore/screen annulus. The transport of solids in the
form of a slurry has been used many years and the flow of
a slurry differs from that homogeneous liquids [4]. The flow
process of carrier fluid carrying gravel particles in a horiaon-
tal wellbore can present several different flow characteristics.
Generally these can be divided into following kinds: sym-
mertric suspension, asymmetric suspension, sedimentation
with a moving bed of particulates, deposited stationary bed
with saltation and complete settling of the particles from
the liquid. Due to its complexity, the project is generally
not on the study of specific flow pattern, but uses the con-
cept of critical or equilibrium velocity. From the initial equi-
librium sand dune [1, 5–7] to the α-β wave theory proposed
by Penberthy in 1996, the α-β wave packing theory has been
adopted by the industry.

According to the actual packing tool combination, the
carrier fluid mainly carries gravel forward in the wellbore
annulus in the packing process. While part of the carrier
fluid will be diverted into the washpipe/screen annulus
through the screen, and the other part of the carrier fluid will
leak into the formation around the wellbore through the
wellbore wall. Due to the increase of wellbore annulus cross

section area, carrier fluid shunt and carrier fluid leakage, the
carrying capacity of carrier fluid decreases, some gravel par-
ticles will deposit and fall down to form sand dune. Under
the condition of constant wellhead pump rate, the suspen-
sion and settlement of gravel particles in the wellbore annu-
lus will reach a critical state. The sedimentary dune under
this critical condition is called the critical sand bed, and
the corresponding flow velocity is the equilibrium flow
velocity in the α wave packing stage, which is an important
parameter to calculate the height of the α wave sand bed.
Chen et al. [8, 9] compared three equilibrium flow velocities
according to the results of Gruesbeck, Penberthy and
Oroskar et al.
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Where v∗-critical or equilibrium velocity, m/s; vs-settling
velocity of gravel particles, m/s; rH-hydraulic radius, m;
ρl、ρp、ρm- carrier fluid density, gravel density and slurry
density, respectively, kg/m3; dp-gravel particle diameter, m;
DH-hydraulic diameter, m; μl-carrier fluid viscosity, Pa·s;
C∗-gravel particle volume concentration under equilibrium
condition, m3/m3; g-gravity acceleration, m/s2; x- the correc-
tion factor for dissipation of turbulent energy, which can be
written as follows:

x = 4
π
γexp

−4γ2
π
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+
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π
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π
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� �
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In this relation γ is the ratio of particle settling velocity to
critical velocity. In the calculation, x is determined for a range
of values for γ. For the settling velocity it is observed and for a
reasonable range of critical velocities(0.018 to 1.6185m/s),
x ≈ 0:96; s-the solid/liquid density ratio, s = ρp/ρl.

2 Geofluids



The three equilibrium velocity correlations (1), (2) and
(4) above are applicable to different situations. The equation
(1) demonstrates that the equilibrium velocity depends on
the particle concentrations, fluid viscosity, inertial, gravita-
tional, and buoyant forces that act on the particles trans-
ported over the equilibrium bank. Four dimensionless
groups that include forces are: the Reynolds number based
on the open channel above the α wave bank, the Reynolds
number based on the particle diameter, dimensionless den-
sity difference between the particle and the fluid, and the
particle concentration. The equation (2) utilized a different
equilibrium velocity model to predict transport velocity in
a field-scale physical model by using gravel of the sizes 40/
60, 20/40, and 12/20U.S. mesh. The equation (4) developed
by Oroskar and Turian, accounted for dissipation of turbu-
lent energy. Based on the application range of three correla-
tion formulas, parameters can be optimized and the
corresponding equilibrium flow velocity can be calculated.

3. Calculation of Flow Friction Resistance at
Different Stages and α Wave Sand
Bed Height

3.1. The Flow Friction Resistance in α-βWave Packing Stage.
In the gravel packing process of horizontal wells, the slurry
and carrier fluid flow through different locations, at different
times and at different packing stages, accompanied by pres-
sure loss and corresponding flow resistance. Especially in the
gravel packing process of deepwater horizontal wells, the
control of packing pressure is very important. In long hori-
zontal wells under the environment of low formation frac-
ture pressure, the high packing pressure will fracture
formation, causing large amounts carrier fluid into the for-
mation. In α wave packing stage, most of the carrier fluid
flow in the wellbore/screen annulus. In β wave packing
stage, carrier fluid radial flow through the screen and into
the washpipe/screen annulus axial flow and finally in the
wellbore toe back into the wash pipe. As the β-wave packing
stage progresses, the flow distance of carrier fluid increases
gradually in the washpipe/screen annulus, so the wellbore
pressure and pump pressure increase rapidly in this stage.
When the β -wave reverse packing reaches the heel of the
wellbore, the packing pressure reaches the maximum value.

For the specific calculation model of flow resistance in each
stage, can refer to reference [10].

According to the friction model corresponding to differ-
ent stages, the corresponding software is compiled to calcu-
late the gravel packing operation parameters given for a
certain horizontal well. The specific simulation parameters
are shown in Table 1.

It can be seen from Figure 1 that:(1) slurry injection
stage: The maximum friction resistance occurs in drill string
during slurry injection stage, followed by flow friction resis-
tance in washpipe. Since there is no sand bed formed in hor-
izontal wellbore annulus during slurry injection stage, only
pure fluid flows, so the horizontal wellbore friction resis-
tance is relatively small. (2) the α packing stage: due to the
long drill string length in deepwater formation, the friction
resistance in the drill string is still the biggest, but the pro-
portion is slightly lower. The friction resistance in the wash
pipe stays the same, but the proportion has decreased. As
the formed sand bed move forward gradually in the α pack-
ing stage, the friction resistance in the upper sand bed
increases gradually, and carrier fluid friction resistance at
sand bed front gradually reduce; (3) the β wave packing
stage: in the reverse packing process, flow length for carrier
fluid in washpipe/screen annulus increases gradually, fric-
tion resistence increases rapidly. Meanwhile, for the sand
bed covered screen, in the process of the reverse packing,
flow length decreases, and the seepage velocity through sand
bed increases, the flow friction will increase. While the fric-
tion resistance proportion for slurry injection in the drill
string decreases.

Overall, pressure loss occurs mainly in the β reverse
packing stage, especially when the β wave approaches the
heel of the horizontal well. The carrier fluid flows through
the long distance and the narrow washpipe/screen annulus
and enters washpipe at the inlet of wellbore toe. A rapid
increase in friction resistance leads a rapid increase in pack-
ing pressure. It is easy to break through the formation frac-
ture pressure. Once the formation fracture pressure is
broken through, a large amount of carrier fluid will leak into
the formation, resulting in packing failure.

3.2. Calculation of α Wave Sand Bed Height. The design of α
wave sand bed height is a key step in the gravel packing of
the entire horizontal well [11, 12]. In this process, premature

Table 1: simulation parameters.

Simulation calculation parameter list

Horizontal section length(m) 600 Washpipe OD(in) 3.8

Vertical depth(m) 3720 Washpipe ID(in) 3.22

Fracture gradient(MPa/100m) 1.59 Carrier fluid leakoff ratio 5%

Openhole diameter(in) 8.75 Design initial pump rate(bpm) 5.6

String OD(in) 4.11 Sand ratio(ppg) 0.5

String ID(in) 3.2 Gravel diameter(mm) 0.33

Screen OD(in) 6.2 Gravel volume density(kg/m3) 1260

Screen ID(in) 4.5 Apparent gravel density(kg/m3) 2200

Formation pressure(MPa) 44.2 Carrier fluid density(kg/m3) 1300
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sand bridge is prone to be formed if the designed sand bed is
too high. The gravel concentration in wellbore/screen annu-
lus will increase with the carrier fluid leakage along packing
process, resulting in high sand bed height. According to the
critical sand bed theory of α-β wave packing, the calculation
method and calculation process of α wave sand bed height
are realized. The specific calculation process is as follows:

①Given the size parameters of the well structure, wash-
pipe and screen system;

②Select carrier fluid (density and viscosity), gravel
parameters and specific pump rate Q;

③The horizontal section was separated into N sections
and the packing calculation was carried out step by step;

④For packing section ith, according to initial pump rate
Q、the amount of leakage rate calculated before ði − 1Þth, qp
and the former ði − 1Þ section enters the washpipe/screen
annulus return flow rate qr , Calculate the actual flow rate
of sectionith,Qi =Q − qp − qr ;

⑤According to the actual flow Qi of section ith and the
current sand bed height h, the wellbore annular cross-
sectional area S was calculated, and the velocity v of sand
bed upper was obtained;

⑥According to the equilibrium of velocity model in (1),
determine the actual velocity and the equilibrium flow veloc-
ity, whether to meet jv − v ∗j < ε, if yes, then the sand bed
height h = h + dh, if not, return to step ⑤ recalculate until
the accuracy of critical velocity is satisfied, and record as
the equilibrium sand bed height at section ith;

⑦Step by step as above ④-⑥, until the packing reaches
the Nth stage, complete.

Using the basic data in Table 1 and according to the
above calculation process, the corresponding software was
compiled to calculate the sand bed height, as shown in
Figure 2.

As can be seen from Figure 2, if there is no loss of carrier
fluid, the αwave sand bed height along wellbore is in a straight
line; if the carrier fluid leakoff ratio along the wellbore into the
around reservoir is low(5%), the the α wave sand bed height is
basically a constant along the wellbore. In this case, as long as
the the α wave sand bed height is designed within a safe range,
the αwave stage can be completed. If the carrier fluid leakoff is
high, the amount of carrier fluid in the wellbore annulus along
the wellbore will be reduced. The carrying capacity of carrier
fluid will be reduced, resulting in premature settlement of
excess gravels, which makes the the α wave sand bed height
increase rapidly, and it is easy to cause premature sand bridge
and packing failure.

4. Determination Method of Packing Length in
α Wave Packing Stage

Premature bridge can occur if pump rate is too low and car-
rier fluid is not sufficient to support gravel to the toe of the
wellbore in α wave packing stage. If there is a leakoff of car-
rier fluid along the path, the slurry flow rate will be reduced,
and the carrying capacity of carrier fluid will be reduced. To
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be able to carry gravel to the toe of the wellbore, there needs
sufficient flow rate and energy to guide the carrier fluid
through the toe inlet into the washpipe and then return
along the washpipe. Experimental studies and field opera-
tion data show that [2], for the determined gravel concentra-
tion, the apparent velocity of carrier fluid at the toe of
wellbore should not be less than 1 ft/s [2]. If the apparent
velocity is lower than this, the α wave packing process will
stop and reverse packing will begin. At this time, an effective
means is to reduce the sand ratio appropriately [13].

According to different string structure and packing
parameters, the upper limit of sand dune ratio (sand bed
height/wellbore diameter) can be set as 0.8. If the sand dune
ratio exceeds this value during the α wave packing process, it
is considered that a sand bridge is formed, resulting in early
plugging and the α wave packing process is ended. The β
wave reverse packing starts at plugging location and the
length from the heel of wellbore to plugging location is α
wave packing length. There are many factors influencing
the length of α wave packing [12–16], including pump rate,
sand ratio, carrier fluid leakoff, washpipe/screen ratio, carrier
fluid viscosity, fluid density and gravel density. For gravel
packing of long horizontal wells in deepwater, the successful
completion of α wave packing is an important first step.

Using the basic data in Table 1, designed the upper limit
of sand dune ratio is 0.8, carrier fluid leakoff ratio separately:
10%, 20%, 30%, 40%, 50%, carrier fluid viscosity were taken:
1.0, 1.2, 1.4, 1.6, 1.8, 2.0 cp, respectively, to calculate the
effect of leakoff rate, carrier density and viscosity on the
length of α wave packing.

Figure 3 shows the change of α wave packing length
under different combinations of carrier fluid viscosity and
carrier fluid leakoff ratio. For low viscosity carrier fluid,
gravel transport mainly depends on the flow rate of carrier
fluid to provide carrying capacity. If the leakoff rate is
higher, the flow rate in annulus will decrease and more
gravel will settle. The sand dune ratio will be higher than

designed value in advance and premature sand bridge will
occur. At this time, the α wave packing length is shorter.
With the increase of the viscosity of the carried, the suspen-
sion capacity of carrier fluid in increased and keeps a certain
amount of gravel in suspension.

Although the leakoff rate of the carrier fluid increases,
the gravel can still be carried forward by the viscosity of
the carrier fluid. With the increase of the viscosity of the car-
rier fluid, the corresponding α wave packing length is longer.
The larger the leakoff rate, the shorter the α wave packing
length under the same the viscosity of the carrier fluid.

Figure 4 shows the influences of different carrier fluid
densities and leakoff ratio on the α wave packing length.
Conventional gravel was used at this time, and the carrier
fluid densities were, respectively, 1.250, 1.275, 1.300, 1.325
and 1.350sg, the α packing length increases with the increase
of the carrier fluid density, because the density difference
between the carrier fluid and gravel particles decreases.
When the leakoff ratio is greater than 20%, the correspond-
ing carrier fluid density cannot achieve the desired wellbore
length.

5. Determination Method of Complete Packing
Length of α-β Wave Packing

Under certain parameters, ideal gravel pack requirement is
that the α wave packing and β wave reverse packing can be
successfully completed. As the previous 3, complete α pack-
ing must meet α sand dune ratio should not exceed the value
of design and sufficient return rate at the inlet of washpipe
[17, 18]. Throughout the β-wave reverse packing stage, the
packing pressure increases dramatically due to the rapid
increase friction in washpipe/screen annulus. Once the pack-
ing pressure exceeds the formation fracture pressure, a large
amount of carrier fluid is lost. The distance from the pres-
sure breakthrough point to the toe of the wellbore is called
the β-wave reverse packing length. If α packing length is
equal to the horizontal section length from the heel to the
toe of the horizontal wellbore, while the β wave reverse
packing length is equal to the horizontal section length from
the toe to the heel of the horizontal wellbore, known as α-β
wave complete packing length. Whether early sand bridge in
α wave packing stage, or pressure breakthrough of formation
fracture pressure in β wave packing stage, all is not com-
pleted successfully α-β packing. In general, the packing
length is the length of α-β wave successfully completed.
The principle of designing the packing length is: the dune
ratio in the process of α wave packing is lower than 0.8,
and the packing pressure in the process of β wave packing
is less than the formation fracture pressure. According to
this design principle, the corresponding software is com-
piled, and the calculation is carried out by using the basic
data in Table 1, and some factors affecting the packing
length are analyzed.

For conventional gravel (2.2sg gravel density), the leakoff
ratio was set to 5% with three different densities of carrier
fluids: 1.25sg,1.30sg, and 1.35sg. Figure 5 shows the corre-
sponding simulation results.
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It can be seen from Figure 5 that, with the increase of
pump rate, the packing lengths corresponding to the densi-
ties of the three carrier fluid gradually decrease. Although
it is helpful for α wave packing because of the increase of
pump rate, packing pressure increases rapidly in the β wave
packing stage, and it is easy to break through the formation
rupture pressure. If the pump rate is lower than 6.0 bpm,
sand bridge will be formed early in the α wave packing stage,
and effective α wave packing length cannot be reached.
Under the condition of a certain pump rate, the complete
α-β wave packing length decreases with the increase of the

density of carrier fluid. This is because the high density of
carrier fluid in the β wave packing stage leads to high fric-
tion in washpipe/screen annulus, resulting in rapid growth
of packing pressure, which leads to early pressure break-
through and reduces the β wave reverse packing length.
The density of carrier fluid was 1.3sg, and Figure 6 simulated
the effect of four different gravel densities on the pack
length.

It can be seen from Figure 6 that for higher pump rate,
the α-wave sand bed height can be controlled to successfully
complete the α -wave packing stage. However, for β -wave
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packing stage, the reverse packing length of β-wave is mainly
affected by the packing pressure [19, 20]. With the increase
of pump rate, the complete α-β wave packing length
decreases.

The influence of screen and washpipe size on gravel pack
length is discussed below. Screen ID is 4.4in, washpipe OD is
3.3in,3.5in and 3.7in, respectively, and basic calculation
parameters are shown in Table 1. According to the complete
α-β wave packing length method designed above, the change
of packing length with pump rate is calculated under three
different washpipe/screen ratios(washpipe OD/screen ID).

Three cases of washpipe/screen ratio were 0.75 0.80 and
0.84. If the screen size does not change, the greater wash-
pipe/screen ratio is (that is, the greater the wash pipe diam-
eter), the smaller the clearance of washpipe/screen annulus
is. Flow friction resistance in the washpipe/screen annulus
will increase and can ensure more carrier fluid in the well-
bore/screen annulus. The carrying capacity of carrier fluid
increases. Increased carrying capacity in the wellbore annu-
lus helps with α wave packing. During β-wave packing, espe-
cially late in the β-wave packing process, because the carrier
fluid has to flow through the narrow washpipe/screen
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Figure 6: Effect of different gravel density on packing length.
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annulus, which is longer in long horizontal wellbore, the
high pressure loss will be caused. This increases the β-wave
packing pressure, which can easily exceed the formation
fracture. On the contrary, if the washpipe/screen ratio is
small, the washpipe/screen annulus becomes larger. At this
time, more carrier fluid will be diverted to the washpipe/
screen annulus, and then enters the washpipe at the toe
entrance. Due to more carrier fluid diversion, the carrying
capacity of carrier fluid in the wellbore/screen annulus is
reduced, and early sand blocking is easy to occur. Can be
seen from the Figure 7, with the increase of the washpipe/
screen ratio, α-β conplete packing length decreases. This is
because the packing pressure increases rapidly in the β
-wave stage after the increase of the washpipe/screen ratio,
resulting in the shortening of the length of the β-wave
reverse packing and the decrease of the length of the com-
plete α-β wave packing. For specific horizontal gravel pack,
parameters such as washpipe/screen ratio need to be opti-
mized. According to experiment and field experience, the
washpipe/screen ratio is generally about 0.8.

6. Conclusions

(1) According to the mechanism of gravel packing in
horizontal wells, precise calculation and analysis of
friction resistance in different stages are carried out.
In the entire packing stage, the packing pressure
increases rapidly in the β wave packing stage and it
is easy to break through the formation fracture
pressure

(2) Based on the equilibrium flow velocity calculation
model, the calculation method and calculation pro-
cess of α wave sand bed height are presented

(3) The characteristics of α -wave sand bed is studied,
especially in the gravel packing of long horizontal
well in deepwater. The conditions of forming stable
α-wave equilibrium sand bed are studied. The calcu-
lation model and process of α -wave packing length
are established, and the quantitative variation law
of parameters affecting α -wave packing length is
discussed

(4) The design principle and method of complete α-β
wave packing length are put forward, and the
influencing of parameters such as carrier fluid den-
sity, carrier fluid viscosity, pump rate and wash-
pipe/screen ratio on complete α-β wave packing
length are analyzed by using the software

(5) By using the established model and method, gravel
packing parameters can be optimized to provide
support for the success of field gravel packing
construction
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A novel approach was proposed for calculating the enriched gas recovery factor based on the theory of two-phase isothermal flash
calculations. First, define a new parameter, pseudo formation volume factor of enriched gas, to represent the ratio of the surface
volume of produced mixture gas to underground volume of enriched gas. Two logarithmic functions were obtained by matching
the flash calculation data, to characterize the relationships between pseudo formation volume factor and the produced gas-oil
ratio. These two functions belong to the proportion of liquefied petroleum gas in enriched gas; the proportion is greater than
50% and less than 50%, respectively. Given measured gas-oil ratio and produced gas volume, underground volume of produced
enriched gas can be calculated. Injection volume of enriched gas is known; therefore, recovery factor of enriched gas is the
ratio of produced to injected volume of enriched gas. This approach is simply to calculate enriched gas recovery factor, because
of only needs three parameters, which can be measured directly. New approach was compared to numerical simulation results;
mean error is 12%. In addition, new approach can effectively avoid the influence of lean gas on the calculation of enriched gas
recycling. Three stages of enriched gas recovery factors in field Z were calculated, and the mean error is 5.62% compared to
the field analysis, which proves that the new approach’s correctness and practicability.

1. Introduction

Tight sandstone reservoirs are widely distributed in China.
However, they are characterized by low permeability, com-
plex pore structures, and high ratio of nano- to micropore
radius, which results in poor development efficiency and
low primary recovery [1–3]. As one of the main technologies
of tertiary oil recovery, gas flooding has been successfully
applied in many oilfields and shows a good performance
[4, 5]. Gas injection EOR technologies that have been
employed in industrial applications mainly include carbon
dioxide flooding, air flooding, nitrogen flooding, hydrocar-
bon gas flooding, and flue gas flooding [6–8]. Enriched gas
is a kind of hydrocarbon gas mixed by natural gas (NG)
and liquefied petroleum gas (LPG) in a certain proportion.
The purpose is to reduce the minimum miscible pressure
of natural gas and crude oil by mixing with LPG.

The first field test of LPG miscible flooding was imple-
mented in 1956, and the oil recovery was increased by more

than 12% [9, 10]. Breakthrough of continuous gas injection
is the key challenge that affects oil recovery [11, 12]. Pro-
duced gas reinjection is one commonly used technology
[13, 14]. Yang et al. [15] analyzed the mixture of CO2 and
dissolved gas reinjection by conducting computed tomogra-
phy (CT) scan experiments, and it revealed that CO2 content
determines the extent of enhanced oil recovery. Chen et al.
[16] studied the influence of CO2 content in the reinjected
mixture gas on the near miscible pressure through slim tube
experiments. Only when the CO2 content reached a certain
proportion could the near miscible flooding of the reinjected
gas be occurred [17]. The mentioned above studies show
that CO2 content in the reinjected mixture gas determines
the oil recovery efficiency. Similarly, a certain proportion
of enriched gas is needed to achieve efficient development.
The gas produced from the process of enriched gas flooding
is a mixture of solution gas and enriched gas; in addition, the
ratio of enriched gas to solution gas in the mixture varies
along with the reservoir heterogeneity, well pattern, and well
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spacing. Therefore, it is difficult to obtain the accurate value
for enriched gas recovery (EGR).

EGR is usually measured indoor by using gas chroma-
tography (GC) or mass spectrometry (MS) [18–20] but
not applied to the field. Flash calculation is one of the
basic constituents of gas-liquid equilibrium calculation,
which is used to calculate the compositional ratio of gas
phase to the liquid phase at a given temperature, and pres-
sure provided the total composition of the system is
known [21–23]. Lee et al. [19] quantified the mass transfer
mechanism in a rich-gas injection EOR process. Subse-
quently, combined with the molar composition of injected
LPG and dry gas, the overdetermined equations were
established, and the LPG quantity was calculated by the
least square method. This method requires that the com-
position of the produced gas is known. However, the fact
is that the produced gas composition always varies with
time, which implies that this calculation method is debat-
able. In this paper, a novel approach was proposed to cal-
culate the EGR factor based on the theory of two-phase
isothermal flash calculation. Two logarithmic functions
were obtained by matching the flash calculation data,
which characterizes the relationships between pseudo for-
mation volume factor (PFVF) and the produced gas-oil
ratio (GOR). Given the value of GOR and produced gas
volume, underground volume of produced enriched gas
can be calculated. The volume of injected enriched gas is
known; therefore, EGR is the volumetric ratio of produced
to injected enriched gas. Our new approach only needs
three parameters, i.e., GOR, produced gas volume, and
injected enriched gas volume, which can be measured
directly in field enriched gas flooding process. Thereby,
this method can be easily used by reservoir engineers. In
order to prove the validity of our novel approach, numer-
ical simulation results were compared, and the mean error
is 12%. In addition, the new approach can effectively avoid
the influence of lean gas on the calculation of enriched gas
recycling. Three stages of enriched gas recovery factors in
field Z were calculated, and the mean error is 5.62% com-
pared to the field analysis, which proves that the new
approach’s correctness and practicability.

1.1. Isothermal Flash Calculation Theory. Flash separation is
known as contact separation or one-time degassing [24].
This separation method mimics the process when the pro-
duced oil and gas enter the separator at one time or directly
into the large tank for degassing. Oil and gas reach equilib-
rium instantly, and the separated gas and oil always stay in
contact during the separation process, which means that
the total composition of the system remains unchanged
(Figure 1).

Two-phase flash calculation method is widely adopted in
the existing software of compositional model. And this
method excludes the water phase and calculates the oil-gas
two-phases flash separation of the mixture [25].

One mole of mixture with known composition reaches
phase equilibrium at specific temperature and pressure and
separates into two phases, i.e., oil and gas. The basic equa-
tions describing this process are as follows.

Total material conservation is expressed as

L +V = 1, ð1Þ

where L represents molar composition of oil phase and V is
molar composition of gas phase.

The material conservation of component i is expressed
as

Lxi +Vyi = zi i = 1, 2,⋯, nð Þ, ð2Þ

where xi is the mole fraction of component i in oil phase, yi
is the mole fraction of component i in gas phase, zi is the
total mole fraction in the mixture of oil and gas, and n is
the number of components.

When the hydrocarbon system reaches phase equilib-
rium, the fugacity of each component in the system is equal
in gas and liquid phases

f iL = f iV i = 1, 2,⋯, nð Þ, ð3Þ

where f iL and f iV are fugacities of component i in oil and gas
phases, respectively.

The constraint equation is

〠
n

i=1
xi = 1 i = 1, 2,⋯, nð Þ: ð4Þ

Equations (1) to (4) contain ð2n + 2Þ functions, which
have ð2n + 2Þ unknowns. Fugacity of component i is calcu-
lated by the Peng-Robinson equation of state [26].

1.2. EGR Model. Underground volume of enriched gas Vy in
a mixture under formation pressure and temperature can be
calculated by the two-phase flash calculation method. The
surface volume Vys and GOR of the separated gas are calcu-
lated by flashing the mixture to surface conditions.

The PFVF of the enriched gas is defined as By

By =
Vy

Vys
: ð5Þ

Vf

Vg

Vo

Reservoir Ground

Solution gas

Free gas
Oil

Pressure and temperature
(Pf, Tf)

Surface conditions
(Pa, Ta)

Figure 1: Flash separation schematic diagram.
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Due to the miscible or near miscible characteristics of
enriched gas contacts with crude oil, C3-C4 hydrocarbons in
enriched gas constantly dissolve into crude oil, and light com-
ponents in crude oil are extracted to free gas. This phenomenon
results in complex composition of produced gas, which cannot
be simply treated as a mixture of enriched gas and solution gas
[6, 27]. Therefore, By is not the real formation factor of enriched
gas, so it is named as pseudo formation volume factor.

PFVF and GOR are intrinsically related to each other;
hence, functional relationships between By and GOR are
given by

By = F GORð Þ: ð6Þ

So far, given the GOR, that the PFVF By can be calculated
by equation (6). In the real oilfield production process, the gas

Table 1: Flash calculation results of PFVF and GOR of different composition of enriched gas mixed with crude oil in different proportions.

Enriched gas (LPG :NG, %) Flash calculation parameters
Composition of reservoir fluids (oil : enriched gas, %)

95 : 5 90 : 10 80 : 20 50 : 50 10 : 90

59.1 : 40.9
By/10

-3 0.831 1.164 1.577 3.207 4.565

GOR/sm3/rm3 63.82 73.97 94.19 415.09 1650.44

51 : 49
By/10

-3 0.869 1.196 1.663 3.301 4.635

GOR/sm3/rm3 64.02 74.1 95.86 421.55 1694.875

41 : 59
By/10

-3 0.983 1.807 3.085 5.163 6.156

GOR/sm3/rm3 65.06 76.53 99.72 433.34 1758.36

37.1 : 62.9
By/10

-3 0.983 1.407 2.085 4.163 6.156

GOR/sm3/rm3 65.32 77.07 100.87 436.96 1779.44

35.2 : 64.8
By/10

-3 0.991 1.419 2.101 4.188 6.307

GOR/sm3/rm3 65.45 77.33 101.42 438.69 1789.46

34.8 : 65.2
By/10

-3 0.997 1.429 2.117 4.215 6.343

GOR/sm3/rm3 65.47 77.39 101.54 439.05 1791.55
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Figure 2: Relationships between PFVF and GOR. The dashed line
indicates LPG : NG > 50%, and the solid line is LPG : NG < 50%.

Table 2: Comparison of expansion coefficients.

Block

Enriched
gas

Expansion coefficient

(LPG :NG,
%)

Measured
values

Calculated
values

Rel.
error/%

IV

59.8 : 40.2 199.86 217.51 8.83

41 : 59 159.63 170.35 6.72

37.1 : 62.9 150.22 159.25 6.02

IA-top
59.8 : 40.2 150.815 151.208 0.26

41 : 59 142.717 145.779 2.15

IA-
bottom

59.8 : 40.2 239.69 257.756 7.54

41 : 59 197.965 207.562 4.85
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Figure 3: Comparison of calculated expansion coefficient against
the measured values. The dashed lines indicate relative errors
equal to zero.
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volume Vys produced from wellhead can be measured; thereby,
the underground enriched gas volume Vy can be obtained
through equation (5). Injected volume of enriched gas VgI is
known; finally, enriched gas recovery Rg can be calculated as

Rg = 100 ×
Vy

VgI
: ð7Þ

The above analysis shows that key point to calculate EGR
factor is to obtain the functional relationships between the
PFVF of enriched gas and the produced GOR. In the following,
the way to obtain the functional relationships is delineated, and
one application to an enriched gas flooding in tight sandstone
reservoir is provided.

Taking the enriched gas flooding in oilfield Z as an
example, the reservoir pressure is 10.5MPa, formation tem-
perature is 34.2°C, and the average permeability is 1.09mD.
Six proportions of enriched gas were tested in the laboratory,
and the molar ratios of LPG to natural gas are 59.1 : 40.9,
51 : 49, 41 : 59, 37.1 : 62.9, 35.2 : 64.8, and 34.8 : 65.2, respec-
tively. In pilot test, three proportions of enriched gas were
implemented; they are 59.8 : 40.2, 41 : 59, and 37.1 : 62.9,
respectively. Due to the influence of formation heterogene-
ity, enriched gas is not evenly distributed in the formation
during gas flooding. Consequently, the produced GOR will
vary with time. Therefore, the PFVF and GOR were calcu-
lated by different crude oil to enriched gas ratios. Molar
ratios of crude oil to enriched gas are 95 : 5, 90 : 10, 80 : 20,
50 : 50, and 10 : 90, respectively. Flash calculation results are
shown in Table 1.

In order to obtain the functional relationships between
PFVF and GOR, a relationship diagram (Figure 2) was
drawn. From Figure 2, the following conclusions can be
obtained: PFVF increases with GOR; when the proportion
of LPG in the enriched gas is more than 50%, the PFVF
and the GOR follow a logarithmic relationship; when the
proportion of LPG in the enriched gas is less than 50%, the
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Figure 5: Comparison of calculated EGR against the simulated
values, LPG : NG < 50%. The dashed lines indicate relative errors
equal to zero.

0

10

20

30

40

50

60

70

80

90

100

0 10 20 30 40 50 60 70 80 90 100

Ca
lc

ul
at

ed
 E

G
R 

(%
)

Simulated EGR (%)

Figure 6: Comparison of calculated EGR against the simulated
values, LPG : NG > 50%. The dashed lines indicate relative errors
equal to zero.

Table 3: Parameter design of numerical simulation model.

Grid
direction

Grid
numbers

Step size/
m

Permeability/
mD

Porosity/
%

Oil saturation/
%

Formation pressure/
MPa

Saturated pressure/
MPa

X 150 1 1.09

11.05 41.35 10.5 10.2Y 1 100 1.09

Z 7 3.1 0.107

Producer Injector

XY

Z

Figure 4: The 3D grid model of reservoir simulation.
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Figure 7: Gas saturation profile of enriched gas flooding.
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PFVF and GOR follow another logarithmic relationship.
When the proportion of LPG in the enriched gas in more
than 50%, the relative volume increases slightly than LPG
proportion is less than 50%; this is mainly because the higher
LPG proportion is, the more easily miscible flooding
occurred. 50% of LPG in enriched gas was used as the
demarcation point in this research; it is related to the com-
position of crude oil and the reservoir situations (tempera-
ture and pressure).

Based on Figure 2, logarithmic fitting method is adopted
to obtain the functional relationships between PFVF and
GOR when the proportion of LPG is less than 50% and more
than 50% in enriched gas, respectively, as described in equa-
tions (8) and (9). In addition, the fitting precisions of equa-
tions (8) and (9) are 0.9943 and 0.9922, respectively, which
meet the needs of engineering application.

By1 = 1:547 ln GOR1ð Þ − 5:2768, ð8Þ

By2 = 1:124 ln GOR2ð Þ − 3:6497: ð9Þ

2. Results and Discussion

2.1. Comparison of Expansion Coefficients. In order to verify
the robustness of our flash calculation method, we compared
the expansion coefficient of enriched gas between measured
values and calculated ones. Measured values were taken from
the pilot test of enriched gas miscible flooding in oilfield Z of
Algeria. Miscible flooding was carried out in three blocks,
block IV, block IA-top, and block IA-bottom. Expansion coef-
ficient is the reciprocal of the formation volume factor of
enriched gas under standard conditions. As shown in
Table 2, the calculated error for different proportions of LPG
in enriched gas is between 4 and 8%. From Figure 3, it indi-
cates that the calculated expansion coefficients are slightly
higher than measured values. This is probably because the
actual measured pressure and temperature may be lower than
the calculated value due to the pressure and temperature loss
of the measuring instrument, resulting in low measurement
results. The relative error increases with the increase of LPG
proportion. The underlying reason is that as the proportion
of LPG increases, the percentage of C3-C4 increases in
enriched gas, and its compressibility is greater than that of nat-
ural gas, thus magnifying the calculation error.

2.2. Comparison of EGR Calculation Results and That from
Numerical Simulations. Numerical simulation model was
established to simulate the EGR factors with different
injected LPG :NG proportions. The Eclipse composition
simulator v2006 of Schlumberger was used for numerical

simulation, which can simulate multicomposition flash cal-
culation and enriched gas flooding. A number of grids in
the directions of X, Y , and Z are 150, 1, and 7, respectively,
and the step sizes are 1, 100, and 3.1 meters, respectively.
The model represents a tight sandstone reservoir with the
average permeability of 1.09mD, and porosity is 11.05%.
Other parameters of the model are shown in Table 3, and
Figure 4 is the three-dimensional grid model.

Two scenarios were simulated, i.e., scenario 1 and sce-
nario 2. The injected proportion of LPG :NG of scenario 1
is 41 : 59, which represents that the LPG : NG < 50%, and
equation (8) is employed to calculate EGR. Scenario 2 with
LPG :NG is 59 : 41, which indicates the LPG : NG > 50%,
and equation (9) is used to calculate EGR. Enriched gas
injection volumes of the both scenarios are 100 rm3/d; min-
imum bottom hole pressure of production well is slightly
higher than saturation pressure to ensure that solution gas
is not released.

Numerical simulation results and calculated values are
compared in Figures 5 and 6, respectively. Mean errors are
11.22% and 12.21% for Figures 5 and 6, respectively. Error
analysis shows that when EGR is less than 10%, the errors
of both functions are greater than 50%. The main reason is
that the proposed approach is based on the flash calculation
theory. However, the numerical simulation approach takes
account of the dynamic process of light hydrocarbon extrac-
tion and heavy hydrocarbon dissolution. As shown in
Figure 7, gas saturation profile falls into three regions. The
first region corresponds to the miscible process of crude oil
and enriched gas. The second one is lean gas area which is
extracted from crude oil, and the third one is crude oil area.
Because of the light hydrocarbon extracted from the crude
oil, EGR is high in the early stage of enriched gas flooding.
In this stage, lean gas is mainly produced, and C3-C4 are
not largely produced. In other words, the proposed approach
avoids the influence of lean gas production on the calcula-
tion of EGR in the early stage of enriched gas flooding.

2.3. Field Application. The production data of the pilot test
with one injection well and one production well in oilfield
Z was used to calculate the EGR. Table 4 displays the injec-
tion and production performance of the three stages’
enriched gas injection. According to the molar composition
of injected enriched gas, equation (9) was used to calculate
the enriched gas PFVF in the first stage, and equation (8)
was used to calculate the enriched gas PFVF in the second
and third stages. Enriched gas PFVFs in the first, second,
and third stages were calculated to be 4:26 × 10−3, 4:29 ×
10−3, and 5:68 × 10−3, respectively. Given the PFVFs of
enriched gas, the underground volumes of enriched gas

Table 4: Injection and production data of enriched gas flooding in the field Z and calculated EGRs.

Injection stage
Enriched gas
(LPG :NG, %)

Injection volume (rm3) GOR Produced gas (103m3) PFVF (10-3) Production volume (rm3) EGR (%)

Stage 1 59.8 : 40.2 145.8 883 19.35 4.26 82.48 56.57

Stage 2 41 : 59 479.5 370 66.91 4.29 287.21 59.89

Stage 3 37.1 : 62.9 556.9 950 71.38 5.68 405.06 72.73
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produced in three stages are calculated according to the gas
production from wellhead in each stage, and the under-
ground volumes are 82.48 rm3, 287.21 rm3, and 405.06 rm3,
respectively. Thus, the EGRs in three stages are 56.57%,
59.89%, and 72.73%, respectively, with an average value of
63.07%. EGR of three gas injection stages obtained by chro-
matographic analysis in the field is 59.71%, and the error
between the approach proposed in this paper and the results
from the field is 5.62%.

A simple approach is proposed in this article to calculate
the EGR of unconventional reservoir enriched gas displace-
ment. It should be noted that the functional relationships
between PFVF and GOR are not applicable to all reservoirs
and should be recalculated according to the compositions
of crude oil for the certain reservoir.

3. Conclusions

Based on the two-phase flash calculation theory of oil and
gas, a novel approach was proposed to predict the EGR.
PFVF of enriched gas was defined, and the logarithmic
functions between the PFVF and GOR were established.
As a consequence, the approach of EGR calculation for
unconventional reservoir enriched gas displacement was
obtained. The results obtained from this new approach
were compared with that from numerical simulations,
and the mean error is 12%. In addition, the new approach
can effectively avoid the influence of lean gas on the calcu-
lation of EGR.

Flash calculation results of different proportion of LPG
in enriched gas show that when the proportion of LPG in
the enriched gas is more than 50%, the PFVF and GOR fol-
low a logarithmic relationship; when the proportion of LPG
in the enriched gas is less than 50%, the PFVF and GOR fol-
low another logarithmic relationship. Hence, the relation-
ships between PFVF and GOR can be described by two
functions. According to the different composition of the
enriched gas, the corresponding function is selected to calcu-
late the PFVF.

New approach has been used to calculate the EGR of
enriched gas in three stages of enriched gas flooding in a
low permeability and tight oilfield. The error is 5.62% com-
pared to the results of field analysis data, which proves the
correctness and practicability of this approach.
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Nanoparticle-assisted microwave heating of heavy oil has the advantages of fast temperature rise and high thermal efficiency.
Compared with traditional heating methods, it can reduce viscosity in a shorter time. In addition, the heavy components in the
heavy oil are cracked into light components at high temperatures (this high temperature cannot be reached by conventional
heating methods). This process is irreversible and avoids the problem of viscosity recovery of heavy oil after the temperature is
reduced. Through absorbing microwave heating experiments, study the effect of nanoparticles on the improvement of the ability
of heavy oil to absorb waves and raise temperature; through the heavy oil upgrading experiment and the four-component
analysis experiment, the effect of adding hydrogen donor to assist microwave on the viscosity reduction of heavy oil upgrading
by nanoparticles was studied, and the problem of viscosity recovery was determined; Through the gravity drainage experiment,
the mechanism of nanoparticle-assisted microwave to improve the recovery of heavy oil is studied, and the influence of water
content, nanocatalyst, and microwave power on the production of drainage is analyzed. The results show that nanoparticles can
improve the wave absorption and heating capacity of heavy oil, and adding 0.6 wt% of nanomagnetic iron oxide catalyst can
increase the heating rate of heavy oil in microwave by 60.6%; nanoparticle-assisted microwave heating method can effectively
upgrade heavy oil and reduce viscosity. The experimental conditions are 2 wt% tetralin mass concentration, 0.5 wt% nano-Fe3O4
particle mass concentration, microwave heating time 50-60min, and microwave power 539W. Under this experimental
condition, the viscosity is reduced by 40%. This method has viscosity recovery problems, but final viscosity reduction effect is
still very significant. Obtaining the mechanism of nanoparticle-assisted microwave to enhance oil recovery, one of which is that
nanoparticles improve the wave absorption and heating capacity of heavy oil and increase the heating speed of heavy oil; the
second is that the nanoparticles form local high temperature under the action of microwave, which catalyzes the hydrocracking
reaction between the heavy components in the heavy oil and the hydrogen donor, upgrading and reducing the viscosity of the
heavy oil, and accelerating the production of heavy oil.

1. Introduction

With the depletion of conventional oil, the world’s popula-
tion continues to grow, and the world’s industrialization
and motorization levels increase, and how to meet energy
supply and demand has become a huge challenge facing
the world. The world has huge reserves of heavy oil, and
Venezuela, Canada, the United States, Brazil, Mexico, China,
Russia, and the Middle East have large amounts of heavy oil.
According to the report of the International Energy Agency,
the world’s total oil reserves are about 9-13 trillion barrels,

and heavy oil and ultraheavy oil account for 40% of the
world’s oil reserves, about 4-5 trillion barrels of oil [1].

Heavy oil is also called heavy oil. It not only has the
characteristics of high viscosity and high specific gravity
but also has low hydrogen to carbon ratio, high asphaltene
content, high carbon residue, sulfur, nitrogen and heavy
metal content, and high acid value [2, 3]. The difficulty in
heavy oil production is high viscosity. Heating and upgrad-
ing are two effective ways to reduce viscosity.

With the continuous development of microwave technol-
ogy, microwave heating technology has also been introduced
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into the production of heavy oil reservoirs. Its main purpose
is to use the advantages of microwave heating, volume heat-
ing, and selective heating to heat the oil reservoir [4–6]. The
efficiency of microwave heating depends on the dielectric loss
constant of the heated material. Water, activated carbon,
transition metals, and their oxides are strong microwave
absorbing materials, while heavy oil absorbs microwaves very
poorly [7]. Therefore, strong absorbing materials must be
added to improve the absorbing ability of heavy oil. Some
preliminary exploratory experiments have proved the techni-
cal advantages of microwave and nanoparticles in improving
the recovery rate of unconventional oil reservoirs [8–13].

In recent years, scientists have proved through experi-
ments that Fe3O4 particles can be used as a heavy oil adsor-
bent and catalyst compared with other nanoparticles, which
can reduce the viscosity of heavy oil more effectively
[14–21]. For example, a molecular sieve supported Fe3O4
catalyst was synthesized by microwave means. The synergis-
tic effect of Fe3O4 and molecular sieve catalyzed the cracking
of heavy oil. After 6 hours of reaction at 200°C, the viscosity
reduction rate reached 92% [15]. Although the nanoparticle-
assisted microwave performed well in the experiment of
heating and viscosity reduction of heavy oil, it did not solve
the problem of viscosity recovery. Nanoparticles will form
localized high temperature after absorbing microwaves
[22], which provides conditions for the addition of hydrogen
donors to reform and viscosity reduction of heavy oil crack-
ing. It can also further improve and reduce viscosity on the
basis of heating and viscosity reduction, which greatly
increases, and improve the viscosity reduction rate and effec-
tively solve the problem of viscosity recovery.

This paper studies the mechanism of nanoparticle-
assisted microwave heavy oil upgrading and enhanced oil
recovery. First, the mechanism of nanoparticle-enhanced
heat utilization efficiency of heavy oil is studied through
the wave absorption and heating experiment of heavy oil.
It is found that nanoparticles can improve the wave absorp-
tion and heating of heavy oil. It is found that the location of
the nanoparticles during the microwave heating process will
form a local high temperature, and the local high tempera-
ture provides a temperature condition for the cracking of
heavy oil; then, a microwave-nanoparticle heavy oil upgrad-
ing and viscosity reduction study has been carried out,
which proves that the method can be effectively upgraded
and reduce the viscosity of heavy oil. Obtained the mech-
anism of nanoparticle-assisted microwave heavy oil to
enhance oil recovery. The addition of catalyst improves the
wave absorption and heating capacity of heavy oil, increases
microwave energy utilization, and accelerates the heating rate
of the oil reservoir in the microwave field, thereby using the
viscosity-temperature characteristics of heavy oil to reduce
the viscosity of heavy oil accelerates the exploitation of heavy
oil; the nanoparticles form a high-temperature field under
the action of microwave to catalyze the hydrocracking reac-
tion between the heavy components in the heavy oil and
the hydrogen donor to achieve the purpose of upgrading
and reducing viscosity. These studies provide technical refer-
ences for nanoparticle-assisted microwave heavy oil upgrad-
ing and enhanced oil recovery technologies and are of great

significance to the development of technologies for further
enhancing the recovery of heavy oil reservoirs.

2. Experiment

2.1. Materials and Instruments

2.1.1. Materials. Ultraheavy oil from Venezuela was used in
these experiments, and Table 1 summarizes its properties.
The Fe3O4 nanoparticles with particles sizes of 20 nm,
100 nm, and 10μm were used (Aladdin Corporation). Tetra-
hydronaphthalene was used as the hydrogen donor
(>98wt% purity, Sinopharm Group). n-Heptane, petroleum
ether, toluene, anhydrous ethanol, and neutral alumina were
purchased from Sinopharm Group.

2.1.2. Instrument. The experimental device mainly includes
microwave heater (Midea M1-L1213B, microwave power
231 385 539 700w, microwave frequency 2455MHz, Qingdao
Midea Co. Ltd. of China), Anton Paar rheometer, as shown
in Figure 1, and oil drain system (oil drain funnel, glass
beads, and oil receiving beaker), as shown in Figure 2.

2.2. Methods

2.2.1. Heating Test of Heavy Oil Using Nanoparticle-Assisted
Microwaves. First, heavy oil was placed in a constant-
temperature oven and heated to 80°C to make the heavy
oil flowable, followed by its transfer into a 50mL beaker.
Second, ~45 g of heavy oil was weighed, and a certain
concentration of the nanoparticles was added into the
beaker. Third, the mixture was cooled to room temperature
after stirring it well. Next, the beaker was placed in an
M1-L1213B microwave heater (Midea, China; microwave
frequency of 2450MHz and maximum power of 700W),
the corresponding microwave power was set, and heating
was started; and heavy oil was sampled out, and its tempera-
ture was measured every 2min of heating. The temperature
measurement was completed when the heavy oil was heated
to ~110°C.

2.2.2. Local High-Temperature Experiment. First, place the
heavy oil in a heating thermostat and heat it to 80°C to
increase the temperature of the heavy oil and reduce its vis-
cosity to flow, and transfer it to a 250mL beaker; second,
after the heavy oil drops to room temperature, place the
beaker in a microwave heater for heating and measure the
heating curve of the heavy oil without adding nanoparticles;
take out the beaker, wait until the heavy oil is lowered to
room temperature, add a small amount of nanoparticles to
the beaker A, then place the beaker in a microwave heater
for heating, and measure the temperature at two points A
and B every 2 minutes until the temperature is reached;
when reaching 90°C, the temperature rise curve at two
points is obtained.

2.2.3. Upgrading of Heavy Oil Using Nanoparticle-Assisted
Microwaves. First, the heavy oil sample was placed in a
constant-temperature heating incubator and heated to 80°C
to make the heavy oil warm to its flowable state. Second,
the heated heavy oil was transferred to a 50mL weighing
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bottle for weighing ~45 g of heavy oil. Third, the catalyst and
hydrogen donor were added to reach certain mass contents,
and the mixture was stirred until a homogeneous system was
formed, and then cooled to room temperature. The weighing
bottle was placed into a microwave heater; the microwave
power and heating time were set; the oil sample was
removed after heating; and relevant measurements were per-
formed after cooling, including the viscosity measurement of
crude oil viscosity and four-component test.

Viscosity measurement of crude oil: a planar laminar
system of an MCR rheometer (Anton Paar, Austria) was
used, and the test parameters were set to a speed of 170 s−1

and a temperature range of 20–100°C.
Four-component determination: first, asphaltenes were

removed from the oil sample, followed by the dilution and
dissolution of the sample with 10mL of petroleum ether. Sec-
ond, an adsorption column was connected to an ultracon-
stant temperature water bath, and the temperature of the
circulating water was maintained at 50°C. Third, the lower

end of the adsorption column was plugged with a small
amount of degreased cotton, the column was filled with alu-
mina till 7 cm below the circulating water level of the column,
and then 30mL of petroleum ether was added to prewet the
adsorption column after tapping. As all the petroleum ether
for prewetting entered the alumina layer, the diluted sample
was added, and petroleum ether was used to wash the conical
flask thrice. The washing solution was poured into the
adsorption column. After all the sample solution entered into
the alumina layer, the solution was covered with 3 cm thick
alumina. Each component was rinsed, and its mass was
recorded at the end of the experiment for calculating the pro-
portion of four components in the sample [15, 16].

2.2.4. Gravity Drainage Test of Heavy Oil under Microwave
Heating. The oven temperature was set to 80°C, and the
beaker with heavy oil was placed in an oven for heating.
The connection of the gravity drain device is shown in
Figure 3. After the heavy oil reached a flowable state, the
heavy oil was removed into a 250mL beaker, and the sample
was measured with a mass of m1. According to m1, the che-
micals with the corresponding mass percentages were added
and stirred with a glass rod; the weight of this sample was
designated as m2. The glass bead with a mass of m3 was
weighed, the glass beads were mixed with the heavy oil,
transferred into a drainage funnel, and the mass of residual
heavy oil in the beaker was measured to be m4. The mass dif-
ference between m2 and m4 corresponded to the total
amount of heavy oil in the drainage funnel and the mass
of the oil-receiving beaker, which was measured as m5. As
the heavy oil in the drainage funnel cooled to room temper-
ature, the drainage system was placed into a microwave
heater, the microwave power was set, and the experiment
was started. During the experiment, the drainage system
was taken out every 2min, and the mass of the oil-
receiving beaker was measured to be m6 using an analytical
balance. m6-m5 referred to the mass of output oil. An infra-
red thermometer was used to measure the temperature of
the heavy oil (T1) until the recovery amount of the heavy
oil did not increase, and the experiment was completed.
According to the measurement data, the production curve
was drawn, and the effect of each influencing factor on the
microwave drainage experiment of heavy oil was compared
and analyzed. Figure 1 shows the schematic of the micro-
wave gravity drainage experiment of heavy oil.

3. Results and Discussion

3.1. Research on the Mechanism of Nanoparticles to Enhance
the Heat Utilization Efficiency of Heavy Oil

3.1.1. Research on Nanoparticles to Improve the Absorbing
and Heating Ability of Heavy Oil. The experimental

Table 1: Properties of ultraheavy oil from Venezuela.

Density at 50°C
(kg·m−3)

Viscosity at 25°C
(mPa·s)

Viscosity at 50°C
(mPa·s)

Saturates
(wt%)

Aromatics
(wt%)

Resin
(wt%)

Asphaltenes
(wt%)

976.5 1380000 100400 25.70 35.25 27.05 12.00

Figure 1: Antongpa rheometer.

Figure 2: Heavy oil gravity drainage device.
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nanoparticle is 100 nm Fe3O4, the microwave power is
539W, and the curve of the temperature of the heavy oil
with time when the nanoparticle of different mass concen-
tration is added is obtained, as shown in Figure 4.

It can be found from Figure 4 that under the condition of
an initial temperature of 24°C, the oil sample with nano-
Fe3O4 nanoparticles added has a higher temperature than
the crude oil sample heated by microwave for the same time.
As the mass concentration of nano Fe3O4 nanoparticles
increases, the time it takes to reach the same temperature
is shorter. This is because nano-Fe3O4 nanoparticles have a
large dielectric constant and have a stronger absorbing effect
on microwaves, indicating that the addition of nano-Fe3O4
nanoparticles improves the wave-absorbing and heating
ability of heavy oil.

3.1.2. Microwave-Nanoparticle Local High-Temperature
Experimental Research. The nanoparticle used in the experi-
ment is 100 nm Fe3O4, and the microwave power is set to
539W. In the experiment, the heating curve of the micro-
wave heating heavy oil as it is and the heating curve of the
two points A and B after adding nanoparticles are shown
in Figure 5.

Observing Figure 5, it can be found that the heating rate
of point A is faster than that of point B, and the heating rate
of heavy oil is the slowest. This is because the nanoparticles
of point A quickly convert microwave energy into heat
energy. Point A is the first to heat up to form a local high
temperature and drive the thick oil. The overall temperature
of the oil accelerates, so the heating rate of point B is faster
than that of the original control group of heavy oil. This
shows that during the microwave heating process, the loca-
tion of the nanoparticles will form a local relatively high
temperature, which provides a temperature condition for
the cracking of heavy oil.

3.2. Nanoparticle-Assisted Microwave Heavy Oil Upgrading
and Viscosity Reduction

3.2.1. Microwave-Nanoparticle Heavy Oil Upgrading
Verification Experiment. The nanoparticles used in the
experiment were 100 nm magnetic iron oxide nanoparticles,
and the hydrogen donor was tetralin. The viscosity-
temperature curves of the four groups of heavy oil samples
after microwave treatment are shown in Figure 6.

Comparing the original heavy oil and the heavy oil with
only nanoparticles, it can be found that the viscosity of the
heavy oil in the control group with only nanoparticles is
increased. Due to the high-temperature environment, the
long chain of the heavy components is broken, but because
there is no hydrogen supplementation, it cannot happen.
Hydrogenation reaction, so the broken long chain will
recombine. And because the experimental environment is
not sealed, the light components in the heavy oil evaporate
and lose at high temperatures, so the viscosity becomes
higher; comparing the original heavy oil and the heavy oil
with only hydrogen donors, it can be found that the viscosity
of the control group with only hydrogen donors has
decreased. The analysis believes that the viscosity reduction
effect of tetralin is due to the dilution and viscosity reduction
effect of tetralin, and it may also be modified by heating to
the cracking temperature. Four-component analysis is
required for further verification; observing the viscosity
reduction system of the experimental group, the experimen-
tal group can find that the viscosity reduction effect of the
experimental group with heavy oil added to the viscosity
reduction system is the best. Analysis suggests that the
viscosity reduction of heavy oil occurred during the process,
and the reduction of asphaltene content resulted in a signif-
icant decrease in viscosity.

In order to further verify the experimental results, a
four-component analysis test was carried out to calculate
the proportion of the four components. The results are
shown in Figure 7.

Comparing experiments 1# and 2#, the aromatic con-
tent increased, and the rest decreased, but the overall
change was small, mainly because the added hydrogen
donor was an aromatic hydrocarbon, and the decrease in
viscosity of the control group was mainly due to the effect
of dilution. Comparing experiment 1# and 3#, the light
components are reduced, mainly because the addition of
nanoparticles provides a high-temperature environment,
and the hydrogenation reduction reaction cannot occur
under the condition of high temperature without hydrogen
donor, and because of the high temperature, the light
components are volatilized loss. Comparing experiment
1# and 4#, the asphaltenes are obviously reduced, and
the gums are increased. This is because the asphaltenes
will be partially converted to gums during the upgrading
process, and the content of asphaltenes is the main influ-
ence on the viscosity of heavy oil. This also explains the
reason for the significant drop in viscosity in the
viscosity-temperature curve.

3.2.2. Research on Viscosity Recovery of Microwave-
Nanoparticle Heavy Oil Upgrading. The hydrogen donor
used in the experiment was tetralin, the nanoparticles were
100 nm Fe3O4 particles, the microwave heating power was
set to 539W, and the microwave heating reaction time was
60min.

The viscosity-temperature curve of the thick oil obtained
in the third group of upgrading experiments was measured,
the viscosity-temperature curve of the retained heavy oil
samples was measured again at 3 days, 7 days, and 14 days

Microwave heater

Oil drainage system

Figure 3: Schematic of the gravity drainage test of heavy oil under
microwave heating.
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after the end of the experiment, and the viscosity of the
modified heavy oil was observed. The recovery situation,
the experimental results are shown in Figure 8.

At present, the commonly used index to evaluate the vis-
cosity reduction ability is the viscosity reduction rate, that is,
the percentage of the viscosity reduction of the super heavy
oil after adding the viscosity reducer. In order to express
its viscosity reduction effect more intuitively, compare the
viscosity and viscosity reduction rate of heavy oil at 50°C.
The results are shown in Figure 9.

Observing Figures 8 and 9, it can be found that within
seven days after the microwave-nanoparticle heavy oil
upgrading experiment, the viscosity has a relatively obvious
recovery, but on the 14th day, it is found that the viscosity
of the heavy oil remains stable, and the viscosity is still much
lower after recovery. The viscosity of heavy oil is diluted by
adding 5wt% hydrogen donor as it is. Experiments have
proved that there is viscosity recovery in microwave-
nanoparticle heavy oil upgrading and viscosity reduction,
but its viscosity reduction effect is still significant.
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Figure 4: Temperature curves of heavy oil with time under different mass fractions of nanoparticles.
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3.3. Nanoparticle-Assisted Microwave Heavy Oil Enhanced
Oil Recovery Research

3.3.1. The Influence of Water Content on the Microwave
Heavy Oil Drainage Experiment. According to the tempera-
ture data measured in the experiment, the regression data
obtains the linear slope of one yuan, that is, the heating rate
of the heavy oil in the porous medium during the oil drain-
age process, as shown in Table 2. It is observed that when the
water content is increased to 5%, there is a significant
increase in the heating rate, while the increase in the water
content from 5% to 10% reduces the heating rate of the
heavy oil. The addition of water can effectively improve the
wave absorption and heating capacity of the reservoir, but

the increase in water cut has little effect on the increase in
heating rate.

Calculate the recovery factor of the heavy oil in each
group of experiments, and get the curve of the recovery fac-
tor of heavy oil drainage experiment with time under differ-
ent water cuts, as shown in Figure 10. It is observed that the
two groups of experimental curves with a moisture content
of 5% and 10% are similar, and the production time is signif-
icantly shortened compared with the control group without
moisture.

Calculate the oil production rate of each group of exper-
imental heavy oil and obtain the curve of the oil production
rate of the heavy oil drainage experiment with time under
different water cuts, as shown in Figure 11. It is observed
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Figure 6: Viscosity-temperature curves of heavy oil obtained from each group of experiments.

25.7 25.1 23.77

43.94

35.25 37.78 35.06

19.97

27.05 26.83 27.95
33.75

12 10.29 13.22
2.33

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1# 2# 3# 4#

Saturate
Aromatic

Resin
Asphaltene

Figure 7: The proportion of four components.

6 Geofluids



that the two sets of experiments with water can reach the
high-speed production period earlier. The analysis suggests
that the wave absorption and heating ability of the heavy oil
are improved after the addition of water, which accelerates
the temperature rise of the heavy oil, and then the viscosity
decreases rapidly, so the fluidity of the heavy oil enhances
so the oil production rate can reach the peak earlier.

Take the data of 8 minutes and 16 minutes of each
experiment for comparative analysis. At 8 minutes and 16
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Figure 8: Viscosity-temperature curves of heavy oil obtained from each group of experiments.
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Figure 9: Viscosity and viscosity reduction rate curve changes with recovery time after reaction.

Table 2: Experimental heating rate under different moisture
content.

Serial number Water cut (%) Heating rate (°C/min)

1# — 3.132

2# 5 5.2545

3# 10 5.1164
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minutes, 2# and 3# are the water-bearing experimental
groups, and the temperature is about 10°C higher than that
of the 1# heavy oil original sample group, which proves the
addition of water accelerates the heating rate of the heavy
oil drainage system and improves the wave absorption and
heating ability of the heavy oil system; comparing the recov-
ery factor and oil production rate at 8 minutes, it can be
found that the 2# and 3# water-bearing experimental groups

are thick. The oil is about twice as much as the control
group, because the addition of water increases the heating
speed of the heavy oil system, the viscosity of the heavy oil
increases, the fluidity increases, the gravity driving effect is
enhanced, and the faster oil production rate can be achieved.
Corresponding to an increase in oil recovery; comparing the
oil production rate and recovery efficiency of each group of
experiments at 16 minutes, it can be found that the oil
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Figure 10: The experimental heavy oil recovery curves of each group under different water content.
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production of the experimental groups with water cuts of 5%
and 10% has slowed down and the oil recovery has reached
the maximum, while the original heavy oil control group is
still in production; comparing the production time, the time
used in the experimental group with 5% and 10% water con-
tent is 10 minutes shorter than that of the original heavy oil,
which proves that the presence of water accelerates produc-
tion; the final recovery rate is in terms of water content in
the latter two groups of experiments, although there is
boiling and evaporation during the experiment, the final
recovery rate is higher than that of the original heavy oil
control. The analysis believes that the addition of water
increased the final recovery rate of heavy oil.

In summary, it is believed that the presence of water in
the heavy oil system can effectively improve the wave
absorption and heating capacity of the heavy oil, speed up
the temperature rise of the reservoir, make the heavy oil
heated quickly reduce the viscosity, enhance the fluidity of
the heavy oil, and accelerate the gravity drainage of the
heavy oil.

3.3.2. The Influence of Nanoparticle Size on Microwave
Heavy Oil Drainage Experiment. According to the tempera-
ture data measured in the experiment, the regression data
obtains the linear slope of one yuan, that is, the heating rate
of the heavy oil in the porous medium is physically simu-
lated during the oil drainage process. The heating rate of
the heavy oil with different size nanoparticles is shown in
Table 3. It is observed that the addition of 20 nm and
100nm magnetic iron oxide nanoparticles has similar lifting
effects on the heavy oil system, while the 10μm nanoparti-
cles have little effect on the improvement of the heating rate
of the heavy oil system.

Calculate the recovery factor of each group of experi-
mental heavy oil and obtain the curve of heavy oil recovery
overtime in the heavy oil drainage experiment under differ-
ent particle size nanoparticles, as shown in Figure 12. It was
observed that the two experimental curves with nanoparti-
cles were similar, and the curves of the experimental group
with micron nanoparticles were between the nanometer
and the original. The production of the two types of nano-
particles was the fastest, and the final recovery efficiency of
the four groups of experiments was similar.

The oil production rate of each group of experimental
heavy oil was calculated, and the oil production rate of the
heavy oil drain experiment with different particle diame-
ters of nanoparticles was obtained with time, as shown
in Figure 13. It was observed that the oil production rate
of the two groups of experiments with nanometer-sized
nanoparticles reached the maximum earlier, nanometer-
level.

At 8 minutes and 16 minutes, the temperature of the
experimental group with nanosized nanoparticles was the
highest, followed by microsized magnetic iron oxide nano-
particles. Nano- and microsized magnetic iron oxide nano-
particles improved the absorption of the heavy oil drainage
system during the heavy oil drainage experiment. The
improvement effect of the wave heating ability, nanometer
level is better than micron level.

Comparing the recovery rate and oil production rate at 8
minutes, it can be found that the experimental group with
nanometer-sized nanoparticles has a faster oil production
rate and a higher recovery rate, followed by the micron level.
The analysis believes that because the nanoscale nanoparti-
cles assisted heavy oil to heat up faster in the microwave,
the viscosity of the heavy oil decreases faster, the fluidity of
the heavy oil increases, and the oil drainage production is
accelerated by the action of gravity displacement.

Comparing the oil recovery and oil production rate of
each group of experiments at 16 minutes, the two groups
added nanosized nanoparticles in the experimental group
have the slowest oil production rate, and the recovery factor
is close to the final recovery factor, and then observe the
production time to further confirm. The addition of nano-
sized nanoparticles effectively shortens the production time.
Micron-sized nanoparticles have the same effect, but the
effect is inferior to that of nanosized nanoparticles. In terms
of ultimate oil recovery, the final oil recovery of the four
groups of experiments is similar, and the addition of nano-
particles has no effect on the ultimate oil recovery.

In summary, the addition of magnetic iron oxide
nanoparticles to the heavy oil system during the microwave
gravity drainage experiment can effectively speed up the tem-
perature of the system, accelerate the rate of oil production,
and shorten the production time, and the effect of nanosized
nanoparticles is better than microsized nanoparticles.

3.3.3. The Influence of Nanoparticle Mass Concentration on
Microwave Heavy Oil Drainage Experiment. According to
the temperature data measured in the experiment, the
regression data obtains the linear slope of one yuan, that is,
the heating rate of the heavy oil in the porous medium dur-
ing the physical simulation of the oil drainage process, as
shown in Table 4. It can be found that as the mass concen-
tration of nanoparticles increases, the heating rate increases
significantly.

The recovery factor of each group of experimental heavy
oil was calculated, and the recovery factor of heavy oil
drainage experiment with different nanoparticle mass con-
centrations was obtained with time, as shown in Figure 14.
It can be found that as the mass concentration of nanoparti-
cles increases, the oil drainage experiment can reach the
maximum recovery factor earlier, the production time is
shortened, and the final recovery factor is similar.

Calculate the oil production rate of each group of exper-
imental heavy oil and obtain the curve of the oil production
rate of the heavy oil drainage experiment with time under
different nanoparticle mass concentrations. As shown in

Table 3: Heating rate of each group.

Serial number Catalyst particle size Heating rate (°C/min)

1# — 3.0916

2# 20 nm 5.3358

3# 100 nm 5.4348

4# 10μm 4.3886
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Figure 15, it can be found that the higher the nanoparticle
mass concentration added, the higher the production rate.

At 8 minutes and 16 minutes, the higher the mass con-
centration of nanoparticles added, the faster the temperature
of the measured heavy oil drainage system will rise. The
higher the mass concentration of nanoparticles, the better
the effect of improving the wave absorption and heating
capacity of the heavy oil drainage system during the heavy
oil drainage experiment.

Comparing the recovery rate and oil production rate at
8 minutes, it can be found that the higher the mass
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Figure 12: The experimental heavy oil recovery curves of each group under different water content.

Table 4: Experimental heating rate under different catalyst mass
concentration.

Serial number Mass (%) Heating rate (°C/min)

1# — 3.09

2# 0.1 5.34

3# 0.5 5.43
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Figure 13: The experimental heavy oil recovery rate curves of each group under different water content.
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concentration of rice nanoparticles in the experimental
group, the higher the oil production rate and oil recovery
rate. This is because when the temperature rises faster, the
viscosity of the heavy oil decreases faster, the fluidity is
rapidly enhanced, the gravity drive is more obvious, and
the rate of oil production is accelerated.

Comparing the recovery factor and oil production rate of
each group of experiments at 16 minutes, it can be found
that the higher the mass concentration of rice nanoparticles,
the slower the oil production rate, and the closer the
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Figure 14: The experimental heavy oil recovery curves of each group under different mass fractions of nanoparticles.

Table 5: Different microwave power experiment heating rate.

Serial number Microwave power (W) Heating rate (°C/min)

1# 385 3.0916

2# 539 4.2282

3# 700 5.2621
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Figure 15: The experimental heavy oil recovery rate curves of each group under different mass fractions of nanocatalysts.
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recovery factor is to the final recovery factor. By observing
the production time, it can be further determined that the
higher the mass concentration of nanoparticles, the shorter
the production time; in terms of the final recovery factor,
the three sets of experiments have similar final recovery fac-
tors, and the addition of nanoparticles has no effect on the
final recovery factor.

In summary, adding nanoparticles to the heavy oil sys-
tem can effectively speed up the temperature of the heavy

oil system, accelerate the oil production rate, and shorten
the production time during the microwave gravity drainage
experiment. The higher the amount added, the more obvious
the improvement effect.

3.3.4. The Influence of Microwave Power on Microwave
Heavy Oil Drainage Experiment. According to the tempera-
ture data measured in the experiment, the regression data
obtains a linear slope of one yuan, that is, physical
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Figure 16: The experimental heavy oil recovery curves of each group under different microwave power.
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simulation of the heating rate of heavy oil in porous media
during oil drainage. As shown in Table 5, it is found that
as the microwave power increases, and the heating rate
increases.

The recovery factor of each group of experimental heavy
oil is calculated, and the recovery factor of the heavy oil
drain experiment with different microwave power numbers
is obtained with time, as shown in Figure 16. It can be found
that with the increase of microwave power, the heavy oil
drainage experiment can reach the maximum recovery fac-
tor earlier, the production time is shortened, and the final
recovery factor is similar.

Calculate the oil production rate of each group of exper-
imental heavy oil and obtain the oil production rate of heavy
oil drainage experiment with time under different nanopar-
ticle mass concentrations, as shown in Figure 17. It can be
found that as the microwave power increases, the produc-
tion speed can reach the fastest value earlier.

Comparing the temperature data at 8 minutes and 16
minutes, it is found that the higher the microwave power,
the faster the heating of the heavy oil system will be. The
higher the microwave power, the more energy is provided
for the heavy oil system, and the heating of the heavy oil sys-
tem is accelerated.

Comparing the recovery factor and oil production rate at
8 minutes, it can be found that the higher the microwave
power of the experimental group, the faster the oil produc-
tion rate and the higher the recovery factor. This is because
when the temperature rises faster, the viscosity of the heavy
oil decreases faster, the fluidity increases rapidly, and the
rate of oil discharge and oil production speeds up due to
the action of gravity driving.

Comparing the recovery factor and oil production rate of
each group of experiments at 16 minutes, it can be found
that the higher the microwave power, the slower the oil pro-
duction rate, and the closer the recovery factor is to the final
recovery factor. Observing the production time, it can be
further determined that the higher the microwave power,
the shorter the production time; in terms of the final recov-
ery factor, the final recovery factors of the three experiments
are similar, and the microwave power has no effect on the
final recovery factor.

To sum up, the higher the microwave power, the more
energy can be provided to the oil reservoir, which can accel-
erate the temperature of the oil reservoir, thereby accelerat-
ing production and shortening the production time.

4. Conclusion

(1) The mechanism of nanoparticles to enhance the heat
utilization efficiency of heavy oil is obtained. Nano-
particles can effectively improve the wave absorption
and heating capacity of heavy oil, and the improve-
ment effect will be enhanced with the increase of
the amount of addition. In addition, during the
microwave heating process, the location of the nano-
particles will form a high-temperature field. This
local high temperature provides temperature condi-
tions for the cracking of heavy oil

(2) It is proved that the method of nanoparticle-assisted
microwave heating of heavy oil can effectively
upgrade oil and reduce the viscosity of heavy oil,
reducing the asphaltene content and viscosity of
the heavy oil

(3) The method of nanoparticle-assisted microwave
upgrading and viscosity reduction of thick oil has
the problem of viscosity recovery, the final viscosity
reduction rate is stabilized at 50%, and the viscosity
reduction effect is still very obvious

(4) Completed the research on the factors affecting the
gravity drainage of microwave heavy oil. Water and
nanoparticles can improve the wave absorption and
heating capacity of heavy oil, accelerate the heating
of heavy oil, and reduce the viscosity of heavy oil
rapidly, thereby shortening the production time of
heavy oil drainage and accelerating the production
of heavy oil
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Polycrystalline diamond compact (PDC) bits experience a serious wear problem in drilling tight gravel layers. To achieve efficient
drilling and prolong the bit service life, a simplified model of a PDC bit with double cutting teeth was established by using finite-
element numerical simulation technology, and the rock-breaking process of PDC bit cutting teeth was simulated using the
Archard wear principle. The numerical simulation results of the wear loss of the PDC bit cutting teeth, such as the caster
angle, temperature, linear velocity, and bit pressure, as well as previous experimental research results, were combined into a
training dataset. Then, machine learning methods for equal-probability gene expression programming (EP-GEP) were used.
Based on the accuracy of the training set, the effectiveness of this method in predicting the wear of PDC bits was demonstrated
by verifying the dataset. Finally, a prediction dataset was established by a Latin hypercube experiment and finite-element
numerical simulation. Through comparison with the EP-GEP prediction results, it was verified that the prediction accuracy of
this method meets actual engineering needs. The results of the sensitivity analysis method for the gray correlation degree show
that the degree of influence of bit wear is in the order of temperature, back dip angle of the PDC cutter, linear speed, and bit
pressure. These results demonstrate that when an actual PDC bit is drilling hard strata such as a conglomerate layer, after the
local high temperature is generated in the formation cut by the bit, appropriate cooling measures should be taken to increase
the bit pressure and reduce the rotating speed appropriately. Doing so can effectively reduce the wear of the bit and prolong its
service life. This study provides guidance for predicting the wear of a PDC bit when drilling in conglomerate, adjusting drilling
parameters reasonably, and prolonging the service life of the bit.

1. Introduction

With increasing oil and gas exploration in China, many glu-
tenite reservoirs have been discovered, among which a rep-
resentative oilfield is the Mahu oilfield in the Xinjiang oil
region. At the bottom of the Badaowan Formation in the oil-
field, the gravels are well developed, with a thickness of 100–
350m, and the ability to drill is poor. The formation lithol-
ogy of the Karamay Formation changes greatly in the hori-
zontal direction, there are many longitudinal intercalations,
the glutenite particle size is uneven, and bit selection is diffi-

cult. Other glutenite reservoirs share this feature. The hard
gravel makes it difficult to drill [1, 2].

Although polycrystalline diamond compact (PDC) bits
have the advantages of high rock-breaking efficiency, strong
wear resistance, and a long service life, when drilling in a
conglomerate formation, the wear rate of the cutting teeth
increases sharply, easily leading to bit failure. Therefore, to
enhance the rock-breaking ability, accurately predicting the
bit wear and reducing the adverse effects is important.

In research on the PDC bit wear law in conglomerate
layers, experimental methods and numerical simulation
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methods, such as the finite-element method, have mainly
been used. In experimental research, standard wear parts
or composite chips are generally used for grinding tests to
obtain the wear laws of diamond bits in different rock media,
such as the influences of rock properties, normal pressure,
cutting line speed, and wear chord length on the amount
of wear of the composite [3–7]. In comprehensive research
through experiments and numerical simulations, the experi-
mental method is generally used to study the influences of
different factors, such as the cutting angle of the PDC coring
bit, outcrop, linear velocity, and rock sample properties, on
the wear law of composite cutting teeth. Then, the feasibility
of wear law is verified using the numerical simulation
method [8, 9]. The above research mainly addressed the
wear law of the drill bit using the experimental method,
which has played a positive role in promoting research in
this field. However, the influence of temperature on bit wear
has not been considered, and the experimental method or
combined experimental and numerical simulation verifica-
tion cannot accurately predict the wear of the PDC drill
under the combined action of various factors in high-
temperature and high-pressure environments. Therefore,
not only is in-depth study of the bit wear law under different
temperatures needed, but also it is particularly important to
select appropriate prediction methods to predict bit wear
under different working conditions to achieve efficient dril-
ling and prolong the service life of bits.

Among the many prediction methods, machine learning
has developed rapidly in recent years and has good develop-

ment prospects [10–13]. Gene expression programming
(GEP) is based on the genetic algorithm (GA) and genetic
programming (GP), which has excellent performance in
knowledge mining, function discovery, optimization, and
prediction [14]. Using a machine learning modeling tool,
an explicit model with a simple structure and high predic-
tion accuracy can be obtained through evolution without it
being necessary to know the structure and parameters of
the model in advance, thereby reducing the difficulty of
establishing the prediction model and avoiding the preset
model structure based on the regression method. Then,
the subjectivity of parameters is determined using a statis-
tical method [15]. At present, the GEP method has been
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successfully applied in many disciplines and fields [16–18].
It has not been reported that the GEP machine learning
method has been used to predict bit wear. To predict the
bit wear accurately under different working conditions,
realizing the purpose of efficient drilling and prolonging
the service life of the bit, it is necessary to study the
GEP machine learning modeling method and its predic-
tion effectiveness.

2. Equal-Probability Gene Expression
Programming Algorithm (EP-GEP)

GEP combines the advantages of GAs and GP. In the form
of expression, it inherits the simple and fast characteristics
of the fixed-length linear coding of the GA. In terms of gene
expression (semantic expression), it inherits the flexible and
changeable characteristics of the GP tree structure, and it
solves complex problems with simple coding two to four
orders of magnitude faster than the traditional machine
learning evolutionary algorithm [15].

However, the traditional GEP method has some prob-
lems, such as nondirectional evolution and premature con-
vergence in the process of knowledge mining, which can
easily fall into the local optimum and reduce the efficiency
and quality of the overall optimal solution. Therefore, it is
necessary to mitigate these defects. The proposed EP-GEP
method can improve the convergence efficiency and solution
quality of the algorithm.

The flow of the EP-GEP optimization calculation is
shown in Figure 1. First, a certain number of chromosome
individuals are randomly generated to form the initial pop-
ulation. Second, the candidate set is established by selecting
excellent individuals in the initial population. According to
the bit wear analysis, the best fitness function of the indi-
vidual in the group suitable for the problem expression is
selected. The responsiveness of each individual in the
group is assessed. Then, the individual is selected, mutated,
inserted, and recombined, and other genetic operations are
carried out to produce new offspring and form new groups.
Then, they enter the next round of the optimization pro-

cess. If local precocious convergence occurs, the algorithm
enters the calculation process of equal-probability gene
expression optimization (taking three equal probability
individuals as an example in Figure 1), generating new off-
spring to form a new population, and they enter the next
round of optimization calculation. Then, the above optimi-
zation calculation process is repeated until the iteration ter-
mination condition is satisfied.

2.1. Gene Structure. The target of EP-GEP is a chromosome
(genome) composed of a single gene or multiple genes. The
gene in EP-GEP is a simplification of the gene principle in
biology. The gene in EP-GEP is composed of a head and tail.
The head can be composed of a function symbol (F) and a
terminal symbol (t), whereas the tail can only be composed
of terminal symbol t. The chromosome (or individual) in
EP-GEP is composed of one or more genes of equal length,
and multiple genes are connected by a connection function.
Each individual represents a candidate solution to the prob-
lem to be solved. Several of these chromosomes constitute
the entire population.

The relationship between tail length t and head length
h is

t = h × n − 1ð Þ + 1, ð1Þ

where n represents the maximum number of variables
required by the function character (for example, open-
ended operation, n = 1; multiplication or addition opera-
tion, n = 2).

For example, the expression tree corresponding to Equa-
tion (2) is shown in Figure 2.

a + bð Þ ∗ b1/2

a

 !
: ð2Þ

The parsing rule of the expression tree is from top to
bottom and from left to right, until the node is the termina-
tor. The gene after the termination point is the noncoding

Figure 3: Simplified model of PDC bit with double cutting teeth.

3Geofluids



region of the chromosome, so it is no longer in operation.
Here, the function character set is f∗, + , /,Qg (Q is the
square-root operation), and the terminator set is fa, bg. If
the head length h of the gene is 6, then, according to Equa-
tion (1), the tail length t is 7, and the total length of the gene
is 13 [20].

2.2. Genetic Operator. EP-GEP creates an initial population
in the algorithm, and each chromosome in the population
represents a solution to the problem. Then, a series of
genetic operations are carried out to generate new high-
fitness offspring individuals to obtain better solutions. The
basic genetic operators of EP-GEP include selection, muta-
tion, inversion, insertion, root insertion, gene transforma-
tion, single point recombination, two-point recombination,
and gene recombination [19].

2.3. Fitness Function. To obtain the best solution, it is neces-
sary to evaluate the environmental adaptability of the newly
generated chromosomes. Similar to other machine learning
evolutionary algorithms, EP-GEP uses the fitness function
value (i.e., fitness) to evaluate the quality of chromosomes.
Sometimes, the fitness function can be defined according
to the solution of the problem. The commonly used fitness
functions in the symbolic regression are the complex corre-
lation coefficient method, relative hits, absolute hits, mean
square error (MSE), root MSE (RMSE), absolute mean dif-
ference, relative variance, relative root mean square error,
and relative absolute value difference.

In this study, the RMSE was obtained using the fitness
function expressed in the following equation.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m
〠
m

j=1
yj − y

∧
j

� �vuut : ð3Þ

2.4. Finite-Element Simulation Model

2.4.1. Simplified Model of Cutting Teeth. Among the main
parameters affecting the rock-breaking efficiency of the
PDC bit, the back dip angle mainly represents the cutting
ability of the cutting teeth for the formation. The role of
the side angle is to produce a pushing force on the cuttings
to discharge them, and the circumferential angle determines

the distribution of the cutting teeth. The finite-element soft-
ware used was MSC Marc. When finite-element software is
used to model and simulate the all the PDC bit cutting teeth,
there are two problems. First, the model is more complex.
Because there are many factors affecting the rock breaking
by a bit, it is difficult to highlight the role of the back dip
angle of the cutting teeth of the bit in rock breaking. Second,
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Figure 5: Influence of grid number on simulation accuracy.

Figure 4: Mesh generation of finite-element model for rock
breaking of PDC bit with double cutting teeth.

Table 1: Attribute parameters of polycrystalline diamond and conglomerate.

Parameter name Polycrystalline diamond Conglomerate

Density (kg·m−3) 3520 2540

Elastic modulus (MPa) 8:9 × 105 5:4 × 104

Poisson’s ratio 0.07 0.27

Thermal conductivity (J·m−1·s−1·°C−1) 543.0 3.5

Specific heat capacity (J·kg−1·°C−1) 790.0 800.0

Coefficient of thermal expansion (10−6°C) 2.5 52.0

Compressive strength (MPa) 270.0 67.6

Wear coefficient 3 × 10−7 3 × 10−7
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calculation is difficult, leading to the nonconvergence phe-
nomenon, which affects the stability and reliability of the
simulation results. Based on previous research and the above
two considerations, the entire cutting tooth model is simpli-
fied to a double cutting tooth model (see Figure 3). The basic
parameters of the simplified model are as follows: the side
angle is 25°, the diameter of the composite chip is 13.4mm,
and the maximum diameter of the bit is 60mm [21].

2.4.2. Material Parameters and Basic Assumptions

(1) Material Parameters. The material property parameters
of the conglomerate and PCD are shown in Table 1.

(2) Basic Assumptions. The classical Archard wear model
was used to simulate the wear of the PDC bit [22]. Because
the maximum diameter of the PDC bit with double cutting
teeth is 60mm, to reduce the influence of rock side loading
on rock breaking, according to Saint Venant’s principle
[23], a cylindrical rock sample with a diameter of 180mm
and a height of 40mm was used to simulate the actual for-
mation rock. In addition, the formation rock was assumed
to be isotropic, and the influence of the drilling fluid on
the cutting tooth wear was ignored. The failure criterion of
the rock was the linear Mohr–Coulomb criterion. The con-
fining pressure was loaded on the side of the rock in the
form of stress, and thermal/structural analysis was selected
for the analysis task.

2.4.3. Grid Size and Accuracy Control. A 10-node tetrahedral
mesh was adopted, and the mesh was refined. The mesh
division of the finite-element model for the rock breaking
of the PDC bit with double cutting teeth is shown in
Figure 4. When the rock sample is broken and deformed,
mesh redivision technology is used to solve the subsequent
simulation problems.

When the PDC bit crown top (r = 100mm) had an off-
cutting tooth loading pressure of 1:5 × 103 N and rotating
speed of 120 r/min, the wear volume of the PDC bit was
19.70mm3 when the composite was scrapped. The errors
in the simulation results under different grid numbers were
compared according to the results of the physical simulation
experiment. It was found that, when the mesh number was
greater than 8:00 × 104, the wear of the cutting teeth tended
to be stable. Considering the calculation accuracy and simu-
lation time, the mesh size was 1.6mm, the mesh number was

9:44 × 104, and the cutting tooth wear was 18.98mm3. Com-
pared with the experimental data in a previous report [5],
the relative error was 3.67% (Figure 5).

2.5. PDC Bit Wear Dataset

2.5.1. Single-Factor Wear Dataset. The finite-element
numerical simulation method was used to fix three of the
four variables of the bit cutting teeth, such as the back angle,
temperature, linear velocity, and bit pressure, to simulate the
change law of bit wear when the other variable changes. For
example, when the inclination angle, temperature, and linear
speed of the cutting teeth are fixed, different bit pressures are
set, and the wear amount of the bit is determined by simula-
tion. This can be expressed as

y = α, T , v, xf g, ð4Þ

where y is the bit wear, α is the back angle of the cutting
teeth, T is the temperature, v is the linear speed, and x is
the weight on the bit.

Equation (4) can be further expressed as the following
vector form:

α, T , v, x, yð Þ: ð5Þ

y = 1.0039x − 0.0116
R2 = 0.9922
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Figure 6: Comparison between wear amount of training dataset
and EP-GEP fitting value.

Table 2: Experimental parameters of EP-GEP.

Parameter Value Parameter Value

Population size 78 Length of head 9

Gene number 6 Mutation rate 0.00138

Recombination rate 0.00277 One-point recombination rate 0.00277

Two-point recombination rate 0.00277 Transposition rate 0.00277

Root insertion sequence transposition rate 0.00546 Insertion sequence transposition rate 0.00546

Link function fitness function ∗ Fitness function RMSE
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The effects of other single variables on bit wear can be
studied similarly.

The dataset in the form of Equation (5) and the previ-
ous experimental data were combined into a single-factor
wear dataset, which was a part of the machine learning
training set.

2.5.2. Multifactor Wear Dataset. The finite-element numeri-
cal simulation method was used to fix one of the four vari-
ables of the bit cutting teeth (the back angle, temperature,
linear velocity, and bit pressure) to simulate the change law
of bit wear when the other three variables change. For exam-
ple, when the back angle of the cutting teeth was fixed as a
variable, different temperatures, linear velocities, and bit
pressures were set to determine the wear amount of the bit
through simulation. This can be expressed as

y = α, x1, x2, x3f g, ð6Þ

where y is the bit wear, α is the back angle of the cutting
teeth, x1 is the temperature, x2 is the linear speed, and x3
is the weight on the bit.

Equation (6) can be further expressed in the following
vector form:

α, x1, x2, x3, yð Þ: ð7Þ

The influences of other variables on the bit wear can be
studied similarly.

The dataset of Equation (7) and that of single-factor
wear were combined to establish a complete machine learn-
ing training set.

3. Results and Analysis

3.1. EP-GEP Time Series Model Training. Fifty-four groups
of data from 80 groups were used for the EP-GEP time series
training. The experimental parameters are shown in Table 2.
The remaining 26 sets of data were used for validation.

After training, the R2 value of the model was 0.9922, as
shown in Figures 6 and 7.

The expression tree structure of individual genes is
shown in parts (1)–(6) in Figure 8.

3.2. EP-GEP Model Validation. The model was compared
with the validation dataset to verify the prediction ability
of the EP-GEP model. A comparison between the wear
amount of the validation set and the EP-GEP prediction
value is shown in Figure 9, and the relative error comparison
results are shown in Figure 10.

As shown in Figure 9, the validation set is basically con-
sistent with the EP-GEP prediction results, and the gap is
small. Figure 10 reveals that the relative error between the
prediction results of the EP-GEP model and the verification
set is small, with a maximum relative error of 9.49%, a min-
imum of 0.13%, and an average of 3.64%. This shows that
the model established by the EP-GEP method can accurately
fit the bit wear.

3.3. EP-GEP Model Prediction. To highlight the generality of
the model, an irregular real number was selected for the
value of the influencing factors. All parameters were covered
according to the Latin hypercube experimental design
method. In Table 3, the predicted value of the EP-GEP
model and the results of finite-element simulation are com-
pared. The maximum relative error is −7.01%, the minimum
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error is −0.47%, and the average relative error is −0.99%.
From the perspective of prediction accuracy, the model can
meet the demand of PDC bit wear prediction research.

3.4. Sensitivity Research Based on Deng’s Gray Relational
Analysis. The sensitivity of each influencing factor to the

wear amount in Table 3 was analyzed by Deng’s correlation
degree method and the gray correlation theory [24, 25].

If Xi is a system factor and its observation data at the
k-th moment is xiðkÞ, then the behavior sequence of the
factor Xi is Xi = ðxið1Þ, xið2Þ⋯⋯xiðnÞÞ. Here, X0 is the
reference sequence, and X1 is the comparison sequence.
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If γðx0ðkÞ, xiðkÞÞ is the real number, then the calculation
formula of Deng’s correlation degree is as follows:

γ x0 kð Þ, xi kð Þð Þ =
min

i
min
k

x0 kð Þ − xi kð Þj j + ξ max
i

max
k

x0 kð Þ − xi kð Þj j
x0 kð Þ − xi kð Þj j + ξ max

i
max
k

x0 kð Þ − xi kð Þj j ,

ð8Þ

γ X0, Xið Þ = 1
n
〠
n

k=1
γ x0 kð Þ, xi kð Þð Þ: ð9Þ

Equation (9) is the average value of γðx0ðkÞ, xiðkÞÞ
when the four axioms of the gray relation are satisfied
[25]. When γðX0, XiÞ is the gray relational degree of X1
to X0, γðx0ðkÞ, xiðkÞÞ is the gray correlation coefficient of
X1 to X0.

The results show that Dun’s correlation degrees of the
cutter inclination angle α, temperature T , linear velocity V ,
and bit pressure P on wear are 0.7032, 0.7208, 0.7159, and
0.7138, respectively. According to Deng’s correlation degree,
the temperature has the greatest influence on the bit wear
during rock breaking, followed by the rake angle of the
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cutting teeth, linear velocity, and bit pressure [21]. There-
fore, when the PDC bit is drilling in hard formations, such
as gravel, reducing the local high temperature generated by
bit cutting and maintaining the high-bit-pressure and low-
rotation-speed mode can reduce bit wear and prolong ser-
vice life to a certain extent.

4. Conclusions

(1) Through the verification of the experimental results
and the sensitivity analysis of the mesh number
and on the basis of verifying the accuracy of the
numerical simulation model, finite-element predic-
tion results of wear under different cutting tooth
caster angle, temperature, linear velocity, and bit
pressure were introduced into a machine learning
training dataset

(2) The EP-GEP machine learning method was used to
carry out modeling and prediction research.
Through a comparative analysis of the model effec-
tiveness and prediction ability, it was proven that
the EP-GEP model has good prediction accuracy

(3) The results of EP-GEP wear prediction and gray cor-
relation sensitivity analysis show that, after the actual
PDC bit cuts the formation to produce a local high
temperature, taking appropriate cooling measures,
appropriately increasing the bit pressure, and reduc-
ing the rotating speed can effectively reduce the bit
wear and prolong the service life
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Table 3: Comparison of relative error between EP-GEP model predicted value and finite-element simulation result.

Serial number α (°) T (°C) V (m·s−1) P (N) EP-GEP (V/mm3)
Relative error with the simulated value

of finite-element method (%)

1 12 120 0.07 1580 1.722 −2.433
2 12 220 0.13 1870 2.601 −3.302
3 12 340 0.23 2060 4.343 1.592

4 12 430 0.27 2265 5.730 −2.873
5 12 550 0.29 2775 8.023 2.368

6 17 120 0.13 2060 2.599 2.757

7 17 220 0.23 2265 3.741 3.885

8 17 340 0.27 2775 5.156 −6.776
9 17 430 0.29 1580 5.855 2.073

10 17 550 0.07 1870 2.907 3.174

11 22 120 0.23 2775 4.155 3.243

12 22 220 0.27 1580 3.712 −2.722
13 22 340 0.29 1870 4.979 −6.980
14 22 430 0.07 2060 2.515 −7.010
15 22 550 0.13 2265 4.263 −0.585
16 27 120 0.27 1870 2.826 0.626

17 27 220 0.29 2060 3.650 −6.791
18 27 340 0.07 2265 2.226 −5.063
19 27 430 0.13 2775 3.390 −2.726
20 27 550 0.23 1580 5.346 6.506

21 33 120 0.29 2265 2.138 −5.392
22 33 220 0.07 2775 1.776 4.279

23 33 340 0.13 1580 1.810 −0.501
24 33 430 0.23 1870 3.220 −1.587
25 33 550 0.27 2060 4.639 −0.468
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from the Shengli College of China University of Petroleum
(Beijing) (kq2019-005), and the Key R&D Program of Dongy-
ing City in Shandong Province (2018kjcx).

References

[1] L. Zongyu, Z. Fei, and L. Ming, “Key drilling technology for
glutenite tight oil horizontal wells in Mahu oilfield, Xinjiang,”
Petroleum Drilling Technology, vol. 47, no. 2, pp. 9–14, 2019.

[2] L. Li, Z. Lubin, and Z. Lingzhan, “Drilling and completion
technology for efficient development of Mahu low permeabil-
ity reservoir,” Xinjiang Petroleum Science and Technology,
vol. 27, no. 2, pp. 1–6, 2017.

[3] C. A. Cheatham and D. A. Loeb, “Effects of field wear on PDC
bit performance,” in SPE/IADC Drilling Conference, Louisiana,
USA, 1985.

[4] D. A. Glowka, “Implications of thermal wear phenomena for
PDC bit design and operation,” in SPE Annual Technical Con-
ference and Exhibition, Nevada, USA, 1985.

[5] Z. Deyong, Y. Jun, and X. Cheng, “A modified determination
method of rock’s abrasiveness for well drilling using diamond
bits,” Journal of China University of Petroleum, vol. 40, no. 4,
pp. 73–80, 2016.

[6] Z. H. Shaohe, X. Xiaohong, and F. Hhaijiang, “PDC abrasion
rule affected by height of protrusion and linear velocity,” Jour-
nal of Central South University, vol. 41, no. 6, pp. 2173–2177,
2010.

[7] I. H. Michaels, M. Mostofi, and T. Richard, “An experimental
study of the wear of polycrystalline diamond compact bits,” in
SPE 53rd U.S. Rock Mechanics/Geomechanics Symposium,
New York, USA, 2019.

[8] X. Xiaohong, The study on the cutter’s abrasion rule of PDC
coring bit, Central South University, Changsha, China, 2011.

[9] G. M. Gouda, M. Maestrami, and M. A. A. Saif, “A mathemat-
ical model to compute the PDC cutter wear value to terminate
PDC bit run,” in SPE Middle East Oil and Gas Show and Con-
ference, Manama, Bahrain, 2011.

[10] D. Weber, T. F. Edgar, and L. W. Lake, “Improvements in
capacitance-resistive modeling and optimization of large scale
reservoirs,” in Paper presented at the SPE Western Regional
Meeting, San Jose, California, 2009.

[11] J. Li, Z. Lei, and S. Li, “Optimizing water flood performance to
improve injector efficiency in fractured low-permeability res-
ervoirs using streamline simulation,” in Paper presented at
the SPE Kingdom of Saudi Arabia Annual Technical Sympo-
sium and Exhibition, Dammam, Saudi Arabia, 2016.

[12] M. Khan, S. Alnuaim, and Z. Tariq, “Machine learning appli-
cation for oil rate prediction in artificial gas lift wells,” in Paper
presented at the SPEMiddle East Oil and Gas Show and Confer-
ence, Manama, Bahrain, 2019.

[13] C. Noshi, M. Eissa, and R. Abdalla, “An intelligent data driven
approach for production prediction,” in Paper presented at the
Offshore Technology Conference, Houston, Texas, 2019.

[14] C. Ferreira, “Gene expression programming: a new adaptive
algorithm for solving problems,” Complex Systems, vol. 13,
no. 2, pp. 87–129, 2001.

[15] Z. Kisi, “Comparative analysis of ozone level prediction
models using gene expression programming and multiple lin-
ear regression,” Geofizika, vol. 30, no. 30, pp. 43–74, 2013.

[16] C. Zhou, W. Xiao, and T. M. Tirpak, “Evolving accurate and
compact classification rules with gene expression program-

ming,” IEEE Transactions on Evolutionary Computation,
vol. 7, no. 6, pp. 519–531, 2003.

[17] N. D. Hoang and D. Tien Bui, “Spatial prediction of rainfall-
induced shallow landslides using gene expression program-
ming integrated with GIS: a case study in Vietnam,” Natural
Hazards, vol. 92, no. 3, pp. 1871–1887, 2018.

[18] J. Jedrzejowicz, P. Jedrzejowicz, and I. Wierzbowska, “Imple-
menting gene expression programming in the parallel envi-
ronment for big datasets' classification,” Vietnam Journal of
Computer Science, vol. 6, no. 2, pp. 163–175, 2019.

[19] L. Wang, M. Shao, G. Kou et al., “Time series analysis of pro-
duction decline in carbonate reservoirs with machine learn-
ing,” Geofluids, vol. 2021, 8 pages, 2021.

[20] C. Ferreira, Gene Expression Programming: Mathematical
Modeling by an Artificial Intelligence, Springer, Berlin, 2006.

[21] H. Peng, G. Feng, Z. Liwei, W. Lili, and Y. Minghe, “Study on
the wear law of PDC bits in conglomerate,” China Petroleum
Machinery, vol. 48, no. 7, pp. 1–6, 2020.

[22] J. F. Archard, “Contact and rubbing of flat surfaces,” Journal of
Applied Physics, vol. 24, no. 8, pp. 981–988, 1953.

[23] R. A. Toupin, “Saint-Venant’s principle,” Archive for Rational
Mechanics and Analysis, vol. 18, no. 2, pp. 83–96, 1965.

[24] J. L. Deng, “Figure on difference information space in grey
relational analysis source,” Journal of Grey Systems, vol. 16,
no. 2, pp. 121–139, 2004.

[25] J. L. Deng, Course of Grey System Theory, Huazhong Univer-
sity of Technology Press, 1990.

10 Geofluids



Research Article
Rock Mechanical Properties and Breakdown Pressure of High-
Temperature and High-Pressure Reservoirs in the Southern
Margin of Junggar Basin

Mingwei Kong,1 Zhaopeng Zhang ,2 Chunyan Zhao,1 Huasheng Chen,1 Xinfang Ma ,2

and Yushi Zou2

1Engineering Technology Institute, PetroChina Xinjiang Oilfield Company, 834000, China
2State Key Laboratory of Petroleum Resources and Prospecting, China University of Petroleum, (Beijing), 102249, China

Correspondence should be addressed to Xinfang Ma; maxinfang@cup.edu.cn

Received 18 October 2021; Revised 5 December 2021; Accepted 8 December 2021; Published 29 December 2021

Academic Editor: Qingwang Yuan

Copyright © 2021 Mingwei Kong et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The mechanical properties of the high-temperature and high-pressure reservoirs in the southern margin of Junggar Basin have not
been clearly understood, which correspondingly results in uncertainties when predicting the breakdown pressure. To address this
issue, firstly, rock mechanical experiments under high temperature, high confining pressure, and high pore pressure were carried
out. Secondly, empirical formulas related to the transformation of dynamic and static mechanical parameters in the regional strata
were proposed. Finally, the existing prediction model for the formation breakdown pressure was improved by taking the wellbore
seepage and thermal stress into consideration. Results show that under the reservoir condition of high temperature and high
pressure, the rock sample tends to form closed shear cracks. High temperature causes thermal damages and the reduction of
the compressive strength and elastic modulus, while the combined effects of high confining pressure and pore pressure
enhance the compressive strength and plasticity of the rock sample simultaneously. Based on the correlation analysis, it is
found that the static elastic modulus is linearly related to the dynamic value, while static Poisson’s ratio is a quadratic function
of the dynamic value. These fitting functions can be used to obtain the profiles of static elastic modulus and Poisson’s ratio
based on their dynamic values from the logging interpretation. Besides, the improved prediction model for the rock breakdown
pressure can yield more accurate results indicated by the error less than 2%. Therefore, the proposed breakdown pressure
prediction model in this study can provide theoretical guidance in the selection of fracturing truck groups and the design of
the pumping schedule for high-temperature and high-pressure reservoirs.

1. Introduction

Breakthroughs have been made for oil and gas exploration of
tight sandstones in Sikeshu sag in the southern margin of
Junggar Basin [1–3], revealing that multiple sets of high-
quality sandstone reservoirs exist in the lower assemblage of
the southern margin [4–7]. The average reservoir depth is
approximately 5800-6000m, and the pressure coefficient is
1.6-2.3 [8]. Thus, it is a typical high-temperature and high-
pressure ultradeep reservoir [1, 8]. Based on the current theo-
retical understanding, under the complex conditions of high
temperature, high pore pressure, and high tectonic stress in
the deep reservoir, rock mechanical properties are different

from those of shallow formations to some extent [9, 10]. For
instance, the rock deformation and failure modes may transit
from elasticity and brittleness in shallow reservoirs to elasto-
plasticity and ductility in deep reservoirs [9]. Under this cir-
cumference, the rock mechanical properties of shallow
formations obtained under conventional test conditions (i.e.,
high temperature and high pressure are not taken into
account) are unable to represent the real in situ geomechanical
properties in the deep reservoirs. From the perspective of
petroleum engineering, the rock mechanical properties are
associated with the successful implementations of drilling,
completion, production, and workover operations [11]. Using
inaccurate rock mechanical properties to design the drilling
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scheme may have a negative effect on the wellbore stability,
probably leading to the borehole collapse during drilling
[11]. Also, the predictions of breakdown pressure and fracture
propagation geometry involved in designing the hydraulically
fracturing scheme heavily depend on the accurate measure-
ment of mechanical properties of target layers [12]. To effec-
tively explore and develop oil and gas resources in Sikeshu
sag, it is necessary to have a comprehensive knowledge of in
situ geomechanical properties of the ultradeep reservoirs with
high temperature, high pore pressure, and high tectonic stress.

So far, a large number of studies have been carried out
on the rock mechanical properties of the deep rock mass
[13–21]. Zhang et al. [13] tested the variation of rock
mechanical properties from the room temperature to high
temperature (600-800°C) for various rocks and found that
the elastic modulus generally decreases with the increase of
temperature, but the effect of temperature on the compres-
sive strength is complex. Some experts believe that this com-
plex effect is attributed to the deformation of rock mineral
particles under the high temperature [14] and the heteroge-
neity of mesoscale damages [15]. Tian et al. [16] and Wan
et al. [17] found that the temperature affects the rock
mechanical properties in a piecewise manner, and there is
a temperature threshold, above which the elastic modulus
and compressive strength reduce significantly. Deng et al.
[18] and Kumari et al. [19] investigated the effects of confin-
ing pressures on the mechanical properties of sandstone and
granite under high temperature, respectively, and found that
the rock strength typically increases with the increase of con-
fining pressure, while the brittleness gradually decreases, and
the sample failure mode transforms from the tensile failure
of vertical joints and fissures under the low confining pres-
sure to the shear failure of multiple shear bands under the
high confining pressure (90-120MPa). Zhou et al. [20]
tested the mechanical properties of sandstones by consider-
ing the coupling behaviour among the temperature, confin-
ing pressure, and pore pressure and found that under the
constant confining pressure, the rock strength and elastic
modulus decrease with the increase of pore pressure. Pan
et al. [21] further pointed out that as the pore pressure in
carbonate rock increases, the cohesion increases and the
internal friction angle decreases. According to previous stud-
ies mentioned above, the rock mechanical properties of deep
reservoirs are comprehensively influenced by the coupling
among the temperature, tectonic stress, and pore pressure.
To reflect the in situ geomechanical properties of deep for-
mations, none of those three factors can be neglected while
conducting rock mechanical tests.

In situ rock mechanical properties can be used to evalu-
ate the breakdown pressure of reservoirs, which is a key
parameter for in situ stress assessment and hydraulic frac-
turing design. For exploratory vertical wells in targeted
blocks of the southern margin, the hydraulic fracturing tech-
nique is usually utilized for the formation testing and the
breakdown pressure should be assessed in advance for the
selection of fracturing truck groups and the design of the
pumping schedule. For the open-hole completion, the stress
distribution at the wellbore is generally regarded as a result
of the superposition of the wellbore internal pressure, in situ

stress, and additional stress induced by the fracturing fluid
filtration [22]. The rock will be fractured as the stress distri-
bution meets a certain failure criterion. For formations at
shallower depths, the linear failure criterion based on the
Mohr-Coulomb model is mostly used [23], but this model
is too simplified to accurately predict the breakdown pres-
sure in the deep and complex environments [24]. Hubbert-
Willis (H-W) formula [25] and Haimson-Fairhurst (H-F)
formula [26] are prediction models based on the tensile fail-
ure criterion, which can estimate the upper and lower limits
of the formation breakdown pressure, respectively. Different
from the H-W model, the H-F model considers the poroe-
lastic effect by assuming that the rock is permeable and fluid
flows through the rock mass once injected into the wellbore
[24]. On these foundations, Eaton [27], Stephen [28],
Anderson et al. [29], and Huang [30] successively put for-
ward calculation methods of the breakdown pressure, which
are suitable for the field application. Ito and Hayashi [31]
assumed that the fracture is initiated inside the rock instead
of on the borehole wall and further proposed the point stress
failure criterion based on the fracture characteristic length
and gave a reasonable explanation to the influences of the
borehole size and pressurization rate on the breakdown
pressure. Due to the difference in stress distribution around
the wellbore between the perforated completion and open-
hole completion, breakdown pressure prediction models
for the perforation completion were proposed, in which
the perforation is taken as a cylinder orthogonal to the well-
bore [22]. Considering the influences of the induced stress
and natural fractures, Guo et al. [32] proposed a model for
predicting the stress distribution on the surface of perfora-
tion channels in a horizontal well. Based on the fracture
mechanics theory, Fan et al. [33] deduced the stress intensity
factor at the perforation tip and accurately predicted the
breakdown pressure and fracture initiation angle. Afterward,
more sophisticated combined stress and energy criteria were
proposed [34, 35]. Although some fracture mechanics-based
models and combined models can give accurate predicted
values, the mathematical expressions in the models are com-
plex and numerical simulations are usually required for
solutions, which is not adaptive to the field application.

This study focuses on the rock mechanical properties
and breakdown pressure prediction of ultradeep reservoirs
in the southern margin, Junggar Basin. Currently, in situ
geomechanical properties of the targeted ultradeep reser-
voirs are usually dynamically examined through the logging
interpretation, and there is lack of adequate and reliable lab-
oratory static data of rock samples under high pressure and
high temperature. Even though some pilot tests [36, 37] have
been carried out to understand the rock mechanical charac-
teristics under high temperature and high pressure, a holistic
knowledge of the in situ geomechanical properties are still
needed. Besides, most of the previous studies [13–19] took
the concept of “effective stress” to set the experimental con-
fining pressure during conducting compression tests, with-
out the consideration of pore pressures. Some studies [20,
21] that accounted for the pore pressure adopted a limited
range of 0-30MPa, which cannot represent the actual pore
pressure (e.g., over 60MPa) in ultradeep reservoirs.
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Consequently, to understand the in situ geomechanical char-
acteristics of ultradeep formations, rock mechanical tests
should be performed under a similar temperature-pressure
condition to that of the reservoir, with the consideration of
the coupling effects of high temperature, high confining
pressure, and high pore pressure. As for the breakdown
pressure prediction, the conventional models (e.g., H-W
and H-F models) suitable for the field application did not
incorporate the component of the thermal stress. The ther-
mal stress is taken as the additional stress caused by the tem-
perature change at the wellbore wall during injecting the
fracturing fluid. A large temperature gradient may be caused
at the wellbore wall due to the high temperature (e.g., over
150°C) in ultradeep reservoirs, which may induce a compa-
rable additional stress that cannot be ignored. Therefore,
considering the effect of thermal stress, an improved predic-
tion model is proposed in this study to reduce the deviation
of the predicted value from the measured value obtain from
the real-time pressure curve.

The Jurassic formations in Sikeshu sag of Junggar Basin,
including Badaowan, Sangonghe, Xishanyao, Toutunhe, and
Qigu formations, have great potential to explore and
develop. Among them, thick Toutunhe formation shows
promising hydrocarbon accumulation potential and is a
key candidate for the following exploration [1]. Taking the
Toutunhe formation as the research object, this paper
intends to perform a series of triaxial compression tests to
evaluate the in situ rock mechanical properties by consider-
ing the coupling effects of the high temperature and high
pressures (i.e., including the high confining pressure and
high pore pressure) of ultradeep reservors. Afterward, an
existing breakdown pressure prediction model was
improved to give more accurate predictions for the break-
down pressure of ultradeep reservoirs on the basis of the
acquired in situ geomechanical parameters. This paper is
aimed at laying a theoretical foundation for the selection of
“sweet spots for fracturing” and the optimization of the
pumping schedule.

2. Materials and Methods

2.1. Geological Overview. Four sets of source rocks (i.e.,
Permian, Jurassic, Cretaceous, and Paleogene rock systems)
are developed in the piedmont thrust belt in the southern
margin of Junggar Basin, which has rich oil and gas
resources. Vertically, three sets of mudstone and gypsum
mudstone caprocks (i.e., Neogene taxihe formation, Paleo-
gene Anjihaihe formation, and Cretaceous Tugulu group)
are developed, which can be divided into upper, middle,
and lower reservoir-cap assemblages [1]. The Toutunhe
formation of lower assemblage in the Sikeshu sag includes
the thick taupe glutenite formation, which contains the
interbedding of medium-coarse grained sandstone and
medium-fine grained sandstone, mixed with a small amount
of argillaceous medium-fine grained sandstone and sandy
mudstone [38]. The reservoir depth is nearly 6200m, the
average porosity is 15.4%, the permeability is 0.3-33.9mD,
the formation pressure coefficient is 1.6-2.3, and the forma-
tion temperature is about 150°C. Thus, it is a high-

temperature and high-pressure ultradeep reservoir with
moderate porosity and permeability. Thin slice analysis
shows that the sandstone of the Toutunhe formation belongs
to the lithic sandstone or feldspathic lithic sandstone, and
the mineral clastic mainly includes quartz and feldspar, with
the contents of 29.33%-37% and 16.5%-27%, respectively.
The rock debris is mainly composed of sedimentary rocks
and magmatic rocks, accounting for 17%-78%. The content
of the matrix is low, the cement is mainly calcite, and the
cementation type is mostly porous cementation. In addition,
the in situ stress test results show that the vertical stress of
the Toutunhe formation sandstone reservoir is 174.0-
184.1MPa, the maximum horizontal principal stress is
154.5-175.8MPa, and the minimum horizontal principal
stress is 149.4-155.6MPa.

2.2. Rock Mechanical Test under High Temperature and High
Pressure. The samples are collected from the Toutunhe for-
mation in the Sikeshu sag, including the argillaceous silt-
stone, medium-fine grained sandstone, and glutenite. Both
Brazilian splitting and triaxial compression tests under high
temperature and high pressure were conducted to evaluate
the mechanical properties of reservoir rocks. According to
the International Society of Rock Mechanics (ISRM) stan-
dards [39], samples for Brazilian splitting tests are cylinders
with a diameter of 25mm and length of 13mm, and samples
for triaxial compression tests are cylinders with a diameter of
25mm and length of 50mm. The nonparallelism of the cyl-
inder end face shall not exceed 0.05mm, and the end face
also shall be perpendicular to the axis, with a maximum
deviation less than 0.25°.

GCTS RTR-2000 triaxial rock mechanics test system was
used, as shown in Figure 1. The experimental procedure for
the Brazilian splitting tests can be referred to the ISRM stan-
dards [39], and the procedure for the triaxial compression
test is described specifically as follows. At first, simulta-
neously increase the confining pressure (horizontal stress)
and axial stress (vertical stress) such that the rock sample
is under hydrostatic pressure. At this time, the horizontal
stress is equal to axial stress. Then, the pore pressure is
increased while the confining pressure and axial stress are
maintained constant by the servomechanism. At the time
when the pore pressure reaches the target value, the effective
confining pressure is the same as the effective vertical stress.
Afterward, the axial stress is increased to commence the
triaxial test. During the axial compression, the confining
pressure and pore pressure are kept constant by the servo-
mechanism, meaning that effective confining pressure does
not change and the effective axial stress increases with the
increase of the axial stress. During the test, a curve of the
deviatoric stress versus the axial strain or radial strain is
recorded simultaneously. According to the working condi-
tions of the apparatus, the experimental temperature was
set to 150°C, the confining pressure was set to 110MPa,
and the pore pressure was set to 80MPa. In this way, both
the effective confining pressure and effective vertical stress
are 30MPa before the triaxial compression test starts. Based
on the procedure described above, the deep formation con-
dition can be realized in the laboratory. Two samples were
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tested in each experimental group to reduce the contingency
of the results. The test scheme is shown in Table 1.

2.3. Corrected Breakdown Pressure Prediction Model. In this
paper, considering a two-dimensional case in which a bore-
hole is drilled at the center of an infinite plane formation, a
corrected prediction model for the formation breakdown
pressure was proposed based on Huang’s model [30]. The
breakdown pressure model proposed by Huang improved
Eaton’s formula [27], as presented in

pf = pp +
2v
1 − v

− a + 3b
� �

σv − αpp
� �

+ σt , ð1Þ

where pf is the formation breakdown pressure, MPa; pp is
the initial pore pressure, MPa; v is rock Poisson’s ratio; a is
the tectonic stress coefficient corresponding to the maxi-

mum horizontal principal stress σH; b is the tectonic stress
coefficient corresponding to the minimum horizontal princi-
pal stress σh; α is the Biot elastic coefficient; σv is the forma-
tion vertical stress, MPa; and σt is the rock tensile strength,
MPa. The above model can be decomposed into two stress
terms separately caused by the in situ stress and wellbore
internal pressure, which can be described as follows:

σ
1ð Þ
θθ = 2v

1 − v
− a + 3b

� �
σv − αpp

� �
+ 2pp, ð2Þ

σ
2ð Þ
θθ = −pi, ð3Þ

where σð1Þθθ is the stress term caused by the in-situ stress,

MPa; σð2Þθθ is the stress term caused by the wellbore internal
pressure, MPa; and pi is the fluid pressure in the wellbore,

Loading frame

Controller group

Sample

Data acquisition
equipment 

Figure 1: Schematic of GCTS RTR-2000 triaxial rock mechanics test system.

Table 1: Test scheme and results of high-temperature and high-pressure rock mechanical properties of rock samples from Toutunhe
formation in the Sikeshu sag.

No. Lithology
Confining
pressure pc
(MPa)

Temperature
T (°C)

Pore
pressure pp
(MPa)

Tensile strength σt
(MPa)

Elastic
modulus E
(GPa)

Poisson’s
ratio v

Compressive
strength σc
(MPa)

1#

Argillaceous
siltstone

110 150 80

6.86, 8.79 9.58, 6.81
4.33, 6.46 6.10, 8.41

21.91, 19.11 0.402, 0.388 369.0, 290.3

2# 90 150 60 21.31, 19.44 0.387, 0.398 359.6, 274.4

3# 60 150 30 18.64, 20.12 0.377, 0.396 258.2, 206.0

4# 30 150 0 18.97, 16.11 0.394, 0.380 205.0, 177.2

5# 110 25 80 28.64, 27.92 0.191, 0.213 415.7, 379.1

6# 30 25 0 32.93, 34.91 0.221, 0.221 258.2, 285.8

7#

Medium-fine
grained
sandstone

110 150 80

5.27, 8.47 6.46, 5.43

26.83, 24.69 0.273, 0.265 359.0, 331.2

8# 90 150 60 28.33, 21.31 0.268, 0.260 290.2, 302.4

9# 60 150 30 25.64, 22.27 0.261, 0.245 260.3, 256.9

10# 30 150 0 24.55, 19.57 0.248, 0.237 222.2, 208.3

11# 110 25 80 13.29, 15.26 0.226, 0.194 258.7, 256.9

12# 30 25 0 26.26, 30.13 0.242, 0.261 289.2, 287.7

13#

Glutenite

110 150 80 35.23, 35.09 0.232, 0.220 403.4, 431.8

14# 90 150 60

3.70, 6.92 7.82, 5.60

38.68, 30.43 0.238, 0.217 377.6, 341.7

15# 60 150 30 34.06, 36.41 0.231, 0.206 346.2, 290.8

16# 30 150 0 34.71, 33.62 0.217, 0.194 239.6, 269.0

17# 110 25 80 35.56, 16.91 0.259, 0.184 436.0, 253.2

18# 30 25 0 38.60, 40.43 0.338, 0.191 256.8, 260.0
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MPa. Equation (1) ignores the influence of the fluid infiltra-
tion into the rock stratum. Thus, two additional stresses,
which are caused by the seepage effect of fracturing fluid at
the wellbore wall and the temperature variation around the
borehole, are not considered. However, the influences of
the above two additional stresses cannot be ignored in the
high-temperature and high-pressure ultradeep reservoir.
Based on the theoretical analysis by Haimson and Fairhurs
[26], the circumferential additional stress caused by the
seepage effect of fracturing fluid is expressed by

σ
3ð Þ
θθ = −

α 1 − 2vð Þ
1 − v

1
r2

ðr
rw

pn rð Þrdr − pn rð Þ
" #

, ð4Þ

where σð3Þθθ is the circumferential additional stress caused by
the seepage effect of fracturing fluid, MPa; r is the distance
from the center of the wellbore, m; rw is the wellbore radius,
m; and pnðrÞ is the formation net pressure at radius r
, pnðrÞ = pðrÞ − pp, MPa. Assuming that the formation net
pressure at the wellbore wall is pnðrwÞ = pw − pp, the circum-

ferential additional stress caused by the seepage effect of
fracturing fluid at the wellbore can be presented as follows:

σ
3ð Þ
θθ = α 1 − 2vð Þ

1 − v
pw − pp

� �
: ð5Þ

Li et al. [40] adopted Equation (6) to represent the influ-
ence of the temperature variation at the wellbore wall on
breakdown pressure. This paper stipulates that the compres-
sive stress is positive and the tensile stress is negative.

σ
4ð Þ
θθ = −

Eαm
3 1 − υð Þ T0 − Twð Þ, ð6Þ

where σð4Þθθ is the additional stress caused by the temperature
variation at the wellbore wall, Pa; E is the rock elastic mod-
ulus, MPa; αm is the rock thermal expansion coefficient, °C-1;
Tw is the fracturing fluid temperature, °C; and Tw is the ini-
tial formation temperature, °C. By summing up Equations
(2), (3), (5), and (6) and adopting the maximum tensile
stress criterion, we can obtain a corrected formation break-
down pressure prediction model, as shown in Equation (7)

where the elastic modulus E and Poisson’s ratio v in Equa-
tion (7) are replaced by the empirical formula for the trans-
formation between the dynamic and static mechanical
parameters; then, the formation breakdown pressure can
be predicted according to the logging and geological data.

3. Results and Discussions

3.1. Rock Mechanical Properties under High Temperature
and High Pressure

3.1.1. Measured Values of Rock Mechanical Parameters. The
results in Table 1 show that the average tensile strength of
argillaceous siltstone, medium-fine grained sandstone, and
glutenite are 7:17 ± 1:58MPa, 6:41 ± 1:28MPa, and 6:01 ±
1:55MPa, respectively. In general, the tensile strength of
argillaceous siltstone is larger than that of medium-fine
grained sandstone and glutenite. In the deep formation con-
dition, i.e., the confining pressure pc is 110MPa, tempera-
ture T is 150°C, and pore pressure pp is 80MPa; the
average elastic modulus, Poisson’s ratio, and compressive
strength of argillaceous siltstone are 20.51GPa, 0.395, and
329.7MPa, respectively; the average elastic modulus, Pois-
son’s ratio, and compressive strength of medium-fine
grained sandstone are 25.76GPa, 0.269, and 345.1MPa,
respectively; and the average elastic modulus, Poisson’s ratio,
and compressive strength of glutenite are 35.16GPa, 0.226,
and 417.6MPa, respectively. The aforementioned results

reveal that the mechanical properties of various lithologic
strata are significantly different under high temperature
and high pressure. Specifically, the elastic modulus and com-
pressive strength of argillaceous siltstone are the lowest,
followed by the medium-fine grained sandstone and glute-
nite. However, Poisson’s ratio of argillaceous siltstone is
the highest, while glutenite has the lowest one, with that of
medium-fine sandstone falling in between.

3.1.2. Rock Deformation Characteristics and Failure Modes.
By comparing the whole stress-strain curves (see Figure 2)
and failure modes (see Figure 3) of samples of different
lithologies under varying temperatures and pressures, it
was found that under the conventional condition (i.e., pc is
30MPa, T is 25°C, and pp is 0MPa), the deviatoric stress
of argillaceous siltstone and medium-fine sandstone
dropped by 57.4% and 81.1%, respectively, after passing
the peak, and the macroscopic shear fractures can be seen
on the sample surface, indicating shearing brittle failures.
However, the deviatoric stress of glutenite gradually
decreased after passing the peak, and closed tensile cracks
can be seen on the local surface of the sample, presenting
low brittleness.

Keeping the effective confining pressure (30MPa) con-
stant and only introducing the high pressure (i.e., pc is
110MPa, T is 25°C, and pp is 80MPa), the peak stress and
peak strain of the stress-strain curve and the compressive

pf =
2υ/ 1 − υð Þð Þ − a + 3bð Þ σv − αpp

� �
+ 2 − α 1 − 2υð Þ/ 1 − υð Þð Þpp − EαmΔTð ÞEαmΔT/ 3 1 − υð Þð Þ3 1 − υð Þð Þ + σt

1 − α 1 − 2υð Þ1 − 2υ/ 1 − υð Þ1 − υð Þ , ð7Þ
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strength for argillaceous siltstone and glutenite significantly
increased compared with the conventional test condition.
For example, the proportion of the plastic strain (εp/εt) for
argillaceous siltstone and glutenite increased from 6.5% to
17.1% and from 15.0% to 24.5%, respectively. As a result,
the plastic deformation was enhanced, and closed shear
cracks could be observed on the sample surface. The propor-
tion of the plastic strain for medium-fine grained sandstone
accounted for 59.4%, and the curve after the peak tends to be
flat, indicating the occurrence of the plastic creep; and there
is no obvious crack on the sample surface. The above phe-
nomena show that under the conditions of high confining
pressure and pore pressure, the plastic deformation of rock
samples tends to be enhanced, and an oblique shearing plane
usually occurred for the primary failure.

Keeping the effective confining pressure (30MPa) con-
stant and only introducing the high temperature (i.e., pc is
30MPa, T is 150°C, and pp is 0MPa), the elastic modulus
and compressive strength of argillaceous siltstone,
medium-fine grained sandstone, and glutenite tended to
decrease (see Table 1) compared with the conventional test
condition. Specifically, the elastic modulus of argillaceous
siltstone decreased from 33.92GPa to 17.54GPa, with that
of medium-fine grained sandstone decreasing from
28.20GPa to 22.06GPa and that of glutenite decreasing from
39.52GPa to 34.17GPa. Additionally, the average compres-
sive strength of argillaceous siltstone decreased from
272.0MPa to 191.1MPa, with that of medium-fine grained
sandstone decreasing from 288.5MPa to 215.3MPa and that
of glutenite slightly decreasing from 258.4MPa to
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Figure 2: Whole stress-strain curves of samples with different lithologies under high temperature and high pressure. (a) Argillaceous
siltstone. (b) Medium-fine grained sandstone. (c) Glutenite.
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254.3MPa. Different from the results under the high pres-
sure, the plastic deformation of medium-fine grained sand-
stone and glutenite was not enhanced, and the proportion
of the plastic strain of argillaceous siltstone just increased
slightly by 4.86%. Besides, there were multiple stress drops
after passing the peak stress in the whole stress-strain curve
of argillaceous siltstone, as shown in Figure 2(c), indicating
that multiple failures may occur in the sample. Conse-
quently, multiple intersecting or parallel closed shearing
cracks were formed on the sample surface. As for medium-
fine grained sandstone, the deviatoric stress dropped signif-
icantly by 75.1% after passing the peak, with an oblique
shearing plane formed on the sample surface, indicating a
brittle failure.

Under the high temperature, the rock sample tended to
be softened, which was reflected by a gradual strength weak-
ening, and meanwhile, was accompanied by multiple fail-
ures. This is because mineral grains can expand due to the
increase of temperature and there exist differences in the
value of the thermal expansion coefficient among various
minerals, which may cause the difference in the magnitude
of the thermal strain among these minerals and further
induce the generation of shearing micro-cracks [15, 16].
Hence, the macroscopic strength of the rock sample can be
weakened. Moreover, local microcracks were gradually con-
nected to form multiple macroscopic shearing bands during
loading the sample [19], which were reflected by multiple
stress drops in the whole stress-strain curve. For glutenite
under the high temperature, the deviatoric stress gradually
decreased after passing the peak, without macrocracks on

the sample surface, and in the meantime, with a slight
decrease of the compressive strength. This is because glute-
nite contains gravels with high strengths, and the tempera-
ture of 150°C has not reached the thermal damage
threshold of the gravel. Although the matrix of glutenite
was fractured by local microcracks produced under the high
temperature, the gravel still possessed the bearing capacity.
Additionally, there was probably slippage between the gravel
and matrix during load the glutenite sample, causing meso-
scale damages along the gravel interface.

It is necessary to point out that the rock mechanical
properties of deep reservoirs are determined by the coupling
among the temperature, in situ stress, and pore pressure.
According to the experimental results, when the effective
confining pressure is constant, increasing the confining pres-
sure or pore pressure tends to enhance the compressive
strength and plastic deformation of rock samples, while the
high temperature tends to soften the rock, causing the elastic
modulus and compressive strength of rock samples to
decrease. However, the comprehensive effect of the confin-
ing pressure, pore pressure, and temperature on rock
mechanical properties is complicated. For argillaceous silt-
stone, the elastic modulus of the rock sample under high
temperature and high pressure is lower than that under the
conventional condition, while Poisson’s ratio and compres-
sive strength are larger than those under the conventional
condition. For medium-fine grained sandstone, the com-
pressive strength under high temperature and high pressure
is larger than that under the conventional condition, but the
elastic modulus and Poisson’s ratio are similar to those
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(a) Failure modes of argillaceous siltstone samples (experimental conditions from left to right are as follows: pc = 110MPa, T = 150°C, pp = 80MPa; pc = 30
MPa, T = 150°C, pp = 0MPa; pc = 110MPa, T = 25°C, pp = 80MPa; and pc = 30MPa, T = 25°C, pp = 0MPa)
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(b) Failure modes of medium-fine grained sandstone samples (experimental conditions from left to right are as follows: pc = 110MPa, T = 150°C, pp = 80MPa;

pc = 30MPa, T = 150°C, pp = 0MPa; pc = 110MPa, T = 25°C, pp = 80MPa; and pc = 30MPa, T = 25°C, pp = 0MPa)
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(c) Failure modes of glutenite samples (experimental conditions from left to right are as follows: pc = 110MPa, T = 150°C, pp = 80MPa; pc = 30MPa, T = 150
°C, pp = 0MPa; pc = 110MPa, T = 25°C, pp = 80MPa; and pc = 30MPa, T = 25°C, pp = 0MPa)

Figure 3: Illustrations of failure modes of samples with different lithologies under high temperature and high pressure.
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Figure 4: Extrapolation of mechanical parameters of samples with different lithologies (the red area is the corresponding confining pressure
range of the reservoir).
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under the conventional condition. As for glutenite, the vari-
ation trend of the compressive strength under high temper-
ature and high pressure is similar to that of argillaceous
siltstone and medium-fine grained sandstone. Compared
with glutenite sample under the conventional condition,
however, the elastic modulus and Poisson’s ratio under high
temperature and high pressure are smaller. Apart from the
lithology possibly causing the difference in mechanical prop-
erties, some studies point out that rock mechanical proper-
ties may vary in a piecewise manner under high
temperature and high pressure due to a potential threshold
temperature, which complicates the variation law of
mechanical parameters [13, 17]. The experimental results
also show that from the conventional test condition (i.e.,
low confining pressure and room temperature) to the condi-
tion of the high temperature, high confining pressure, and
high pore pressure, the rock failure mode tends to transit
from forming shearing macro-cracks to forming shearing
closed damaged cracks, and meanwhile, transit from the
shearing brittle failure to the mesoscale structural damage
accompanied by the enhanced plastic deformation.

3.1.3. Empirical Formula for Transformation of Dynamic and
Static Mechanical Parameters. Due to the limitation of the
apparatus performance, the real in situ stress condition can-
not be achieved in laboratory rock mechanical tests. Because
the pressure coefficient of the Toutunhe formation ranges
from 1.6 to 2.3, the corresponding formation pressure is
about 100-140MPa. Please note that the in situ stress is
approximately 130-170MPa, then, the corresponding effec-
tive confining pressure is about 30MPa, which is the same
as that adopted in the rock mechanical test. Thus, the rock
mechanical parameters under 130-170MPa confining pres-
sure (i.e., the in situ stress condition) can be obtained by

extrapolating the test results in laboratories (i.e., the results
of Nos. 1~ 4#, 7~ 10#, and 13~16#). The extrapolation
results are shown in Figure 4.

It can be seen from Figure 4 that both the elastic modu-
lus and Poisson’s ratio increased approximately linearly with
the increase of the confining pressure. The fitting results
show that the lower bound of the elastic modulus of glute-
nite decreased as the confining pressure increased. This
trend was caused by the abnormally low measured value
under 90MPa confining pressure. In addition, the matching
degree of the linear extrapolation correlation for the elastic
modulus and Poisson’s ratio of glutenite is lower than that
of argillaceous siltstone and medium-fine grained sandstone.
In the future, this linear extrapolation correlation needs to
be further verified for glutenite. Figure 4 shows that under
the reservoir condition (i.e., 130-170MPa confining pres-
sure), the elastic modulus of argillaceous siltstone is 20.50-
24.21GPa and Poisson’s ratio is 0.387-0.404; for medium-
fine grained sandstone, the elastic modulus is 24.89-
29.77GPa and Poisson’s ratio is 0.273-0.279; as for glutenite,
the elastic modulus is 33.06-37.96GPa and Poisson’s ratio is
0.228-0.249. To facilitate the field application, empirical for-
mulas for the transformation between dynamic mechanical
parameters obtained from the logging interpretation of sam-
pling wells and static mechanical parameters obtained from
laboratory tests were established, as indicated in Figure 5. It
was known from Figure 5 that the average dynamic elastic
modulus of argillaceous siltstone is 41.78GPa and average
dynamic Poisson’s ratio is 0.280; the average dynamic elastic
modulus of medium-fine grained sandstone is 44.59GPa
and average dynamic Poisson’s ratio is 0.274; and the aver-
age dynamic elastic modulus of glutenite is 51.09GPa and
average dynamic Poisson’s ratio is 0.262. Comparing the
dynamic mechanical parameters with the corresponding
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Figure 5: Dynamic and static mechanical parameter transformation. (a) Transformation for the elastic modulus. (b) Transformation for
Poisson’s ratio.
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static mechanical parameters for samples with various lithol-
ogies, it is found that there is a good linear correlation
between the dynamic and static elastic modulus (as shown
in Equation (8)), while the correlation between the dynamic
and static Poisson’s ratio can be characterized by a quadratic
function (as shown in Equation (9)). These two equations
can be given as follows:

Es = 1:3373Ed − 32:62, ð8Þ

vs = 384:7v2 − 200v + 26:22, ð9Þ
where Es is the static elastic modulus, GPa; Ed is the dynamic
elastic modulus, GPa; vs is the static Poisson’s ratio; and vd is
the dynamic Poisson’s ratio.

3.2. Breakdown Pressure Prediction

3.2.1. Parametric Sensitivity Analysis. In this section, the sen-
sitivity analysis on the rock breakdown pressure was carried
out based on Equation (7). Four factors, i.e., the formation
rock elastic modulus, Poisson’s ratio, pore pressure, and for-
mation temperature, were analyzed. The simulation param-
eters are shown in Table 2, and the simulation results of
the sensitivity analysis are shown in Figure 6.

As can be seen from Figure 6(a), when the elastic
modulus increases from 18GPa to 40GPa, the breakdown
pressure decreases by about 27.2%, which is due to the addi-
tional stress caused by the wellbore temperature variation.
When the temperature difference is kept constant, the larger
the elastic modulus is, the higher the additional tensile stress
is, and the lower the breakdown pressure is. Li et al. [40]
believe that this additional stress term is sensitive to the
lithology and found that the influence of the temperature
variation on the breakdown pressure of hard brittle shale
and limestone formations with a high elastic modulus and
low Poisson’s ratio was far greater than that of loose sand-
stone and soft mudstone with a low elastic modulus and
high Poisson’s ratio. According to the experimental results
in this paper, the predicted average elastic moduli of
argillaceous siltstone, medium-fine grained sandstone, and
glutenite under the confining pressure of 160MPa are
22.74MPa, 27.54MPa, and 35.78MPa, respectively, and
the corresponding breakdown pressures are 169.3MPa,
158.8MPa, and 140.7MPa, respectively. The wellbore tem-
perature variation has the greatest impact on the breakdown
pressure of glutenite. Therefore, for the deep formation
under the high confining pressure, the low elastic modulus

and the high confining pressure amplify the influence of
the additional stress term caused by the wellbore tempera-
ture variation, which cannot be ignored in the breakdown
pressure prediction.

Figure 6(b) reveals that the breakdown pressure is posi-
tively correlated with Poisson’s ratio. When Poisson’s ratio
increases from 0.18 to 0.40, the breakdown pressure
increases by about 54.7%. Based on the results shown in
Figure 4, when the temperature and effective confining pres-
sure are kept constant, Poisson’s ratio increases as the con-
fining pressure increases. In this paper, Poisson’s ratios of
argillaceous siltstone, medium-fine grained sandstone, and
glutenite under the confining pressure of 160MPa are esti-
mated to be 0.399, 0.286, and 0.242, respectively. The corre-
sponding breakdown pressures are 214.0MPa, 169.9MPa,
and 154.8MPa, respectively. The larger Poisson’s ratio is,
the stronger the rock deformation is, which means that εp/
εt increases. Under the reservoir condition adopted in this
paper (i.e., pc is 110MPa, T is 150°C, and pp is 80MPa), εp
/εt of argillaceous siltstone, medium-fine grained sandstone,
and glutenite are 28.2%, 25.6%, and 24.5%, respectively,
which will be higher under the real reservoir condition, sug-
gesting that the plastic deformation is stronger. Guo et al.
[41], considering the elastoplastic characteristics of rocks,
studied the hydraulic fracturing in a vertical well with the
open-hole completion and found that the breakdown pres-
sure of the plastic formation is higher than that of the elastic
brittle formation, which is consistent with the variation
trend shown in Figure 6(b). To summarize, the higher the
Poisson’s ratio is, the stronger the plastic deformation is,
and the higher the breakdown pressure is.

It can be revealed from Figure 6(c) that the rock break-
down pressure increases with the pore pressure when keep-
ing the other parameters constant. For example, when the
pore pressure increases from 100MPa to 150MPa, the
breakdown pressure increases by 46.6%. The contributions
of the pore pressure include the wellbore internal pressure
and additional stress caused by the seepage at the wellbore
wall. At the same depth, the larger the pore pressure is, the
higher the bottom-hole pressure is, leading to the increase
of the formation net pressure (pn) at the borehole wall. Thus,
the net stress caused by the wellbore internal pressure and
the additional stress caused by the seepage at the borehole
wall will increase, and the formation breakdown pressure
will correspondingly increase. On the other hand, when the
confining pressure keeps constant, the increase of the pore
pressure may lead to the decrease of the effective confining

Table 2: Basic parameters of the sensitivity analysis for the corrected breakdown pressure prediction model.

Parameters Values Parameters Values

Elastic modulus E (GPa) 18-40 Fracturing fluid temperature Tw (°C) 25

Poisson’s ratio v 0.18-0.40 Initial formation temperature T0 (
°C) 100-200

Vertical stress σv (MPa) 160 Rock thermal expansion coefficient αm (1/°C) 0.00004

Pore pressure pp (MPa) 100-150 Tectonic stress coefficient a 0.6

Biot elastic coefficient 0.8 Tectonic stress coefficient b 0.11

Tensile strength σt (MPa) 7
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pressure. Pan et al. [21] pointed out that when the effective
confining pressure decreases, the elastic modulus of rocks
tends to decrease, thus weakening the effect of the thermal
stress caused by the wellbore temperature variation.
Figure 6(d) further reflects the influence of the formation
temperature variation on the rock breakdown pressure.
When the other parameters kept constant, the breakdown
pressure decreases with the increase of formation tempera-
ture. The injection of the fracturing fluid under the high
temperature leads to a large temperature difference inside
the rock, enhancing the thermal stress. At the same time,
the thermal expansion coefficients of various minerals are
different, which results in differences in the thermal strain
among different minerals. In addition, the local thermal
cracking could further reduce the formation breakdown
pressure. It should be noted that the influence of the temper-
ature variation on rock mechanical parameters is not consid-
ered in Figure 6(d). The effect of the temperature on rock
mechanical properties is complex. Zhang et al. [42] pointed
out that with the increase of temperature, the Poisson’s ratio

of rocks tends to decrease first and then increase, while the
elastic modulus tends to increase first and then decrease.
The changes of elastic modulus and Poisson’s ratio affect
the formation breakdown pressure in turn. Therefore, while
considering the effect of the thermal stress, it is also neces-
sary to comprehensively consider the influence of the tem-
perature variation on the elastic modulus and Poisson’s
ratio of rocks around the wellbore.

3.2.2. Field Application. In this section, the corrected model
was verified against an actual case. Well Xihu 1 is an explo-
ration vertical well in the Xihu anticline of the Sikeshu sag,
piedmont thrust belt in the southern margin of Junggar
Basin. The mechanical test has been carried out for Jurassic
Qigu formation, and the breakdown pressure monitored in
the treatment is about 144MPa. The well depth at the target
layer is 6139.0-6160.0m, the temperature of the target layer
is 140°C, and the formation pressure is 116-120MPa. Based
on the logging interpretation of stimulation stage, the aver-
age dynamic elastic modulus is about 49.46GPa, average
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Figure 6: Parametric sensitivity analysis of the formation breakdown pressure. (a) Effect of elastic modulus. (b) Effect of Poisson’s ratio. (c)
Effect of pore pressure. (d) Effect of formation temperature.
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dynamic Poisson’s ratio is 0.27, the minimum horizontal
principal stress is 123-140MPa, and the average tensile
strength is 10.13MPa. The tectonic stress coefficients corre-
sponding to the maximum and minimum horizontal princi-
pal stresses are 0.6 and 0.11, respectively. Other necessary
parameters are consistent with those in Table 2. We adopt
the proposed empirical formulas for the transformation
between the dynamic and static mechanical parameters
and the corrected breakdown pressure model to predict the
breakdown pressure in the target formation. Meanwhile,
the predicted value was comprehensively compared with
those by other models such as the H-W model [25], H-F
model [26], Eaton model [27], and Huang’s model [30].
The prediction results are shown in Figure 7.

It can be seen from Figure 7 that the predicted values of
the formation breakdown pressure given by the H-W model
and H-F model are 113MPa and 115.3MPa, respectively,
which are nearly 30MPa lower than the measured value,
with an error of about 20.8%. The predicted value of the
Huang’s model is 160.1MPa, which is about 16MPa higher
than the measured value, with an error of 11.1%. The pre-
dicted value from the Eaton model is 134.8MPa, about
10MPa lower than the measured value, and the prediction
error is about 6.4%. By contrast, the predicted value from
the corrected model is 146.1MPa, which is only 2.1MPa
higher than the measured value, with an error of 1.46%. It
shows that considering the seepage effect at the wellbore wall
and the thermal stress will improve the prediction accuracy.
The empirical formula for the transformation between
dynamic and static mechanical parameters and the corrected
breakdown pressure model proposed in this paper have
demonstrated promising applicability.

4. Conclusions

Aiming at the ultradeep reservoir in Sikeshu sag on the
southern margin of Junggar Basin, the evaluation of rock
mechanical properties was performed under a similar
temperature-pressure condition to that of the ultradeep res-
ervoir, with the consideration of the coupling effects of high
temperature, high confining pressure, and high pore pres-

sure. Besides, an improved prediction model for the forma-
tion breakdown pressure was proposed by taking the
wellbore seepage and thermal stress into consideration.
The primary findings can be summarized as follows:

(a) While keeping the effective confining pressure con-
stant, under high confining pressure and high pore
pressure, the rock compressive strength tends to be
enhanced. Meanwhile, the peak strain and propor-
tion of plastic strain are both increased, with the
plasticity also enhanced. However, high temperature
is inclined to softening the rock, resulting in meso-
scale thermal damages and the reduction of the com-
pressive strength and elastic modulus. Besides, the
rock failure mode tends to transit from forming
shearing macroscopic fractures under the conven-
tional mechanical condition to forming a single or
multiple closed shearing cracks under high tempera-
ture and high pressure

(b) Keeping the effective confining pressure constant,
the static elastic modulus and Poisson’s ratio of the
deep strata are approximately linearly correlated to
the confining pressure. There is also a linear correla-
tion between the static and dynamic elastic modulus,
while there is a quadratic correlation between the
static and dynamic Poisson’s ratio. These fitting
functions can be used to obtain the profiles of static
elastic modulus and Poisson’s ratio based on their
dynamic values from the logging interpretation

(c) The thermal stress caused by the temperature varia-
tion at the wellbore wall has a great effect on the
reduction of the breakdown pressure in the hard
brittle deep high-temperature formation with a high
elastic modulus and low Poisson’s ratio. Considering
the influences of the seepage at the wellbore wall and
the thermal stress, the corrected breakdown pressure
prediction model can give more accurate prediction
results than some other classical models. The pro-
posed model in this study can provide theoretical
guidance in the selection of fracturing truck groups
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Figure 7: Prediction results of the breakdown pressure by different models.
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and the design of the pumping schedule for high-
temperature and high-pressure reservoirs
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Shunted screen gravel packing is a kind of technology which is difficult to complete gravel packing with the conventional method
in low fracture pressure formation and long wellbore length condition. According to the characteristics of LS 17-2 deepwater gas
field, the shunted screen packing tool was designed and the gravel packing process and packing mechanism were analyzed. The
variation law of the flow friction, flow rate distribution in multichannel, and other parameters of the shunted screen gravel
packing were analyzed and calculated. The friction calculation model of different stages of gravel packing was established. A
gravel packing simulation software was developed to simulate the friction in different stages of shunted screen gravel packing.
The parameters such as sand-dune ratio, pumping sand amount, packing length, and packing time in the process of packing
were also calculated. In deepwater horizontal well gravel packing, the results show that the friction ratio of the string is the
largest in the stage of injection and α-wave packing. While the friction increases rapidly in the stage of β-wave packing
because the carrier fluid needs to flow through the long and narrow washpipe/screen annulus. Particularly when the β-wave
packing is near the beginning of the open hole, the packing pressure reaches the maximum. The calculated results are in good
agreement with the measured results of the downhole pressure gauge. The model and software can provide technical support
for the prediction and optimization of gravel packing parameters in the future.

1. Introduction

For offshore deepwater oil and gas reservoir development, in
order to reduce the number of wells and obtain higher sand-
free production, sand control measures need to be taken.
Gravel packing is the most commonly used sand control
technology in the oil and gas industry [1–3]. In a conven-
tional gravel pack, gravel slurry is injected into the well-
bore/screen annulus, where gravel is packed into the
wellbore/screen annulus to control formation sand entry
into the wellbore. Due to the leakage of carrier fluid into
the formation or shunt into the washpipe/screen annulus,
the cross-section flow rate of carrier fluid decreases gradually
along the flow direction, thus reducing the sand-carrying
capacity of carrier fluid. The gravel in the wellbore/screen
annulus is often blocked in advance, resulting in the prema-
ture sand bridge in the wellbore/screen annulus, especially in
the long wellbore or low fracture pressure formation. For

these special cases, despite the use of low-density gravel,
the addition of drag reducers to the carrier fluid, multiple
α-wave or multiple β-wave packing, and other targeted
countermeasures [4–7]. However, these methods can not
ensure the success of gravel packing in some extreme cases.
In the 1990s, shunted screen gravel packing was put forward
[8], which was mainly used in casing gravel packing comple-
tion initially. With the extensive use of open hole completion
gravel packing in offshore, gravel packing with shunted
screen was gradually applied to open hole completion
[9–22]. Although this technology is being used more and
more widely, most of the field applications of this technology
have not been specifically studied on the mechanism of
shunted screen gravel packing. Particularly on the basis of
this particular structural design, there is no quantitative
description of the friction of each part of the shunted screen
gravel packing. This paper mainly discusses the mechanism
of shunted screen gravel packing, set up multichannel flow
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model, and friction calculation model for different flow
stages. The corresponding software was developed to calcu-
late flow parameters of the shunted screen multichannel
and the friction calculation at the different stages. The calcu-
lated results are in good agreement with the data of LS 17-2
deepwater gas field in the South China Sea, which provides
technical support for the design of shunted screen gravel
packing in the future.

2. Gravel Packing Mechanism of
Shunted Screen

The shunted screen pipe design is shown in Figure 1. Two
types of tubes are welded outside the screen pipe in the well-
bore/screen annulus, one is the transport tube and the other
is the packing tube. The transport tube forms a continuous
nonperforated pipe along the length of the screen pipe
assembly. These transport tubes lead the slurry into the
packing tube with the packing port through the multibranch
pipe between each screen pipe joint, and then, the slurry
flows to the wellbore/screen annulus through the packing
tube. Both the transport tube and the packing tube are rect-
angular in cross section. Compared with the packing tube,
the transport tube usually has a larger flow cross-section
area. The cross section of the shunted screen pipe is shown
in Figure 2.

The present design includes three transport tubes and
two packing tubes, which are distributed in the wellbore/
screen annulus as shown in Figure 2.

In the process of gravel packing, due to the loss of carrier
fluid to the formation or flowing to the washpipe/screen
annulus, the sand-carrying capacity of carrier fluid
decreases, the gravel concentration in the wellbore/screen
annulus increases, and a large amount of gravel will deposit
in this annulus. At this time, the wellbore/screen annulus
may be blocked, forming a sand bridge. So the flow resis-
tance in the wellbore/screen annulus will increase, and the
slurry will be then led along the lower resistance channel
into the shunted screen, across the blockage, and into the
annulus behind the sand bridge to continue packing, as
shown in Figure 3.

3. The Establishment of Multichannel
Mathematical Model

Consider shunt system, it is a multichannel flow path sys-
tem. The slurry into the wellbore/screen annulus from a
crossover tool located in the beginning of the open hole flow
along the wellbore/screen annulus. Carrier fluid may leak off
into formation, and it also diverts through the screen into
the washpipe/screen annulus. Once the blockage occurs in
the wellbore/screen annulus, there is increased flow resis-
tance. Meanwhile, the slurry will pass through the transport
tube, enter the packing tube at the joint, and pack behind the
plugging point. Suppose Qp, Qw, and Qs are the wellbore/
screen annulus flow rate, the washpipe/screen annulus flow
rate, and the transport pipe flow rate, respectively, m3/s.
Qpw,Qpr , and Qps represent the flow rate per unit length of

the wellbore annulus through the screen to the washpipe/
screen annulus, the leakage rate per unit length into the for-
mation and into transport pipe flow rate, respectively, m2/s.
Pp, Pw, Ps, and Pr , respectively, represent the wellbore/screen
annulus pressure, washpipe/screen annulus pressure, trans-
port tube pressure, and reservoir pressure, Pa. There are
the following conservation equations [15].

3.1. Mass Conservation Equation of Carrier Fluid.

∂Qp

∂x
+Qpw +Qps +Qpr = 0,

∂Qw

∂x
−Qpw = 0,

∂Qs

∂x
−Qps = 0,

8>>>>>>><
>>>>>>>:

ð1Þ

where Qpw,Qpr , and Qps are functions of pressure difference
of each flow channel, respectively, which can be expressed as

Qpw = f pw Pp − Pw

� �
,

Qps = f ps Pp − Ps

� �
,

Qpr = f pr Pp − Pr

� �
,

8>><
>>: ð2Þ

where f pw, f ps, and f pr are the specific functional relation-
ship between flow rate and pressure difference.

3.2. Mass Conservation Equation of Gravel.

∂ Qpcp
� �
∂x

+
∂ Apcp
� �
∂t

+Qpscps = 0,

∂ Qscsð Þ
∂x

+ ∂ Ascsð Þ
∂t

−Qpscps = 0,

8>><
>>: ð3Þ

where Ap and As are the cross-sectional areas of the well-
bore/screen annulus and the transport tube, m2; cp and cs
are the gravel concentration in the wellbore/screen annulus
and the transport tube, respectively, dimensionless; and cps

1. Packing port
2. Packing tube*2

3. Outer shroud
4. Transport tube*3

5. Filter layer
6. Supporting layer

7. Insert
coupling 

Figure 1: Shunted screen structure diagram.
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is the gravel concentration from the wellbore/screen annulus
into the transport tube, dimensionless.

3.3. Momentum Conservation Equation.

ρp
Qp

Ap

∂
∂x

Qp

Ap

 !
= −

∂Pp

∂x
− Fp Qp

� �
,

ρw
Qw

Aw

∂
∂x

Qw

Aw

� �
= −

∂Pw

∂x
− Fw Qwð Þ,

ρs
Qs

As

∂
∂x

Qs

As

� �
= −

∂Ps

∂x
− Fs Qsð Þ:

8>>>>>>>>><
>>>>>>>>>:

ð4Þ

Once the specific relationship between Qpw,Qpr , andQps

and pressure difference in (2) and the relationship between
FpðQpÞ, FwðQwÞ, andFsðQsÞ and respective flow rate in (4)
are determined, the equations composed of (1) and (4) can
solve Pp, Pw, Ps,Qp,Qw, and Qs and then substitute them
into (3) to calculate the gravel concentration in the well-
bore/screen annulus and transport tube.

During the gravel packing process of the shunted pipe,
the slurry is transported from top to bottom along the well-
bore, and the flow rate is related to the friction resistance.
Therefore, the smaller the cross-sectional area, the less the
flow rate. Whether the packing tube transmits the slurry is
automatically adjusted according to the flow resistance.
When the flow resistance in the wellbore/screen annulus is
small, the packing tube does not transmit or transmits at
the same time. Then, the shunted pipe must transmit once

the sand bridge form in the wellbore/screen annulus. The
packing of the section in front of the sand bridge is a compli-
cated process. That is, part of the slurry is packed with β-
wave and part of the slurry is packed to the lower part along
the shunted pipe, which is continuous and simultaneous.
The flow and packing process are based on the relationship
between friction resistance and flow rate. The flow relation-
ship is automatically adjusted, where the friction is large, the
flow is less, and the slurry flow rate is less.

4. Friction Resistance Analysis for Gravel
Packing System

Shunted screen gravel packing is a very effective gravel pack-
ing completion technology for the special situation of low
formation fracture pressure and long wellbore length. The
low fracture formation pressure requires that the packing
pressure should not be too high in the gravel packing pro-
cess, so as to avoid fracturing the formation and causing
serious loss of carrier fluid. To complete the gravel packing
of long wellbore, the carrier fluid should have sufficient sand
carrying capacity to carry gravel to the end of the wellbore.
Otherwise, the gravel may deposit too much when the slurry
flows in the wellbore/screen annulus. If the height of the
sand bed is too high, a sand bridge will form in the well-
bore/screen annulus and the packing will stop. Sufficient
sand-carrying capacity requires a sufficient pump rate,
which will result in higher packing pressure. Therefore, for
the horizontal open hole gravel packing, it is necessary to
have the corresponding pump rate safety interval. For

1. Outer shroud Φ 187.7 mm

2. The equivalent OD after the
removal the shunted screen
Φ 158.8 mm

3. Screen OD
142.5 mm 

4. Packing tube
5.Washpipe OD Φ
89 mm 

6. Transport tube

1

2

3

4

5

6

Figure 2: Shunted screen cross section.

1. Slurry flows from the outlet of the packing tube 

1

2. Slurry flows through transport tube 

2

Figure 3: Principle of alternate path screen flow passage.
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extreme conditions, such as deepwater and low fracture pres-
sure formations, such safety zones may not exist with conven-
tional techniques. According to its unique design, the shunted
screen gravel packing is equipped with transport tubes and
packing tubes in the wellbore annulus. According to the self-
adaptability of flow resistance, the slurry flow of different
channel is automatically adjusted. If it is blocked, it will shunt
the blockage through the transport tube and continue to the
annulus behind the sand bridge through the packing tube.
Therefore, the calculation and analysis of friction resistance
are particularly important in different packing stages.

When designing gravel packing tools in the LS 17-2 gas
field in the South China Sea, a pressure gauge was installed
on the washpipe in order to timely and accurately analyze
the changes in bottom hole pressure. Based on the packing
mechanism and the friction calculation model at each stage
and the actual basic data on site, the frictional resistance at
each stage was calculated and the calculation results were
compared with the on-site construction data in this paper.
The shunted screen gravel packing diagram is shown in
Figure 4.

The open hole gravel packing in horizontal wells can be
divided into three stages: slurry injection stage, α-wave pack-
ing stage, and β-wave packing stage [23].

4.1. Friction Loss in String. In the slurry injection stage,
slurry flows along the string after injection at the wellhead,
and the flow resistance in the string can be calculated
according to the flow position of the slurry front. Friction
loss in the string is

ΔPi =
32f ρmQ2

pLi tð Þ
π2D5

c

+
32f ρf Lc − Li tð Þð Þ

π2D5
c

: ð5Þ

4.2. Friction Loss of Open Hole Wellbore during α-Wave
Packing Stage. Once the slurry enters the wellbore/screen
annulus, the frontier position of slurry is the demarcation
point. Along the flow direction, slurry flows behind the fron-
tier position, and liquid flows in the front of the frontier
position. This stage is the α-wave packing stage, and the flow
resistance at this stage is

ΔPα =
2f ρmQ2

pLα tð Þ
A2
upDup

+
2f ρf Q

2
p L − Lα tð Þð Þ
A2
anDan

: ð6Þ

4.3. Friction Loss of Open Hole Wellbore during β-Wave
Packing Stage. After α-wave packing reaches the toe of the
wellbore, the β-wave reverse packing stage begins. The flow
resistance of this stage is as follows:

ΔPβ =
2f ρmQ2

p L − Lβ tð Þ� �
A2
upDup

+
32f ρf Q

2
pLβ tð Þ

π2 2/3ð Þ1/2 D2
i −D2

e

� �2 Di −Deð Þ
,

ð7Þ

where ΔPi, ΔPα, and ΔPβ are friction loss, Pa; Qp is the
pump rate, m3/s; Lc is the depth of casing shoe, m; LiðtÞ is
the depth of slurry injection at t, m; ρm and ρf are the den-
sity of slurry and carrier liquid, respectively, kg/m3; Dc is the
diameter of string, m; L, LαðtÞ, and LβðtÞ are wellbore length
and α-wave packing front distance at time t, β-wave front
distance at time t, m; Aup and Aan are the cross-sectional
area of the upper part of the sand bed and the cross-
sectional area of the wellbore/screen annulus, m2; f is the
friction coefficient; Dup and Dan are the hydraulic diameter
of the upper channel of the sand bed and the hydraulic
diameter of wellbore/screen annulus, m; Di and De are the

1. Outer shroud

1
2. Packing tube

3.Transport tube

2

3

4. Screen 

4

Figure 4: Schematic diagram of alternate path screen gravel packing.

Table 1: Basic parameters of A10H well in LS 17-2 gas field.

Parameter Numerical value Parameter Numerical value

Open hole section (m) 3854.6-4198 Formation leakage rate (%) 4.80

Wellbore length (m) 343.4 Open hole diameter (in) 8.54

Vertical depth of horizontal section (m) 3424 Pump rate (bpm) 5.6

Reservoir pressure (MPa) 40.4 Sand ratio (ppg) 0.5

Drill pipe 5‐7/8″ drill pipe + 5″ drill pipe Density of carrier fluid (kg/m3) 1350

Equivalent outer diameter of screen tube (in) 6.25 Apparent density of gravel (kg/m3) 2400

Washpipe (in) 3-1/2
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inner diameter of screen pipe and the outer diameter of
washpipe, respectively, m.

Given the actual data and combined with formulas (5),
(6), and (7), the friction calculation at different stages can

be carried out. The prediction and optimization can be
made by comparing the calculated results with the opera-
tion results of the actual downhole pressure gauge in the
field.

Table 2: Comparison of simulation results and operation results.

Parameter Model calculation results Construction results Errors and remarks

α-Wave packing length (m) 343.4 343.4 No error, packing can be completed

β-Wave packing length (m) 343.4 343.4 No error, packing can be completed

Total packing time (min) 195.03 251

100% packing is considered in the simulation,
while 138% packing is achieved in the
actual operation, so the simulation time
is less than the actual packing time

Total sand consumption (lbs) 16371.8365
16509 (100% packing),
22800 (138% packing)

Error < 1%

α-Wave sand dune ratio 0.7921 0.79 Error < 1%

■ Pack pressure (psi)
■ Pump rate (bbl/min)
■ Sand rate (lb/min)
■ Annulus return rate (bbl/min)

Time (min)

(a) Sand control construction curve
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Figure 5: Comparison of simulation results and construction results.
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5. Filed Case Histories and Application

5.1. Comparative Analysis of Packing Simulation Results and
Construction Results. LS 17-2 gas field is a deepwater gas
field in the South China Sea. Water depth is approximately
1252~1530m, and the reservoir buried depth is approxi-
mately 3200~3400m. The reservoir pressure coefficient is
approximately 1.19~1.21, and reservoir pressure is approxi-
mately 39.0~40.3MPa. The reservoir temperature is approx-
imately 85~95.1°C, and the permeability is approximately
89.0~2512.3mD; the average permeability is 543.0mD. The
physical properties are high porosity~extra high porosity,
high permeability~extra high permeability. The median par-
ticle size is between 67.0 and 250.0μm. The clay content is
approximately 21.0%~27.0%. Using the prediction methods
of acoustic time difference, B index, and S index, there is a
great risk of sand production. So gravel packing is recom-
mended for sand control. There are 11 development wells
(6 horizontal wells and 5 vertical wells) in LS 17-2 gas field,
with a total footage of 41171m. An average well depth is

3743m, and a maximum well depth is 4054m. A maximum
horizontal displacement is 927m, and a maximum well
inclination is 90°. A shunted screen is used for gravel pack-
ing in well A10H, and a pressure gauge is installed above
and below the washpipe of the downhole packing tool to
monitor the pressure change in the packing process in real
time.

Corresponding gravel packing process and mechanism,
the calculation software was developed to calculate and sim-
ulate the friction at different stages of the packing process.
The parameters of the α-β wave packing stage and the
screenout pressure and then compared with the construction
results were calculated and analyzed. The basic parameters
of well A10H are shown in Table 1.

The simulation calculation results are shown in Table 2.
From the data in the table, it can be seen that the simulation
calculation results of α-β packing length and β-wave pack-
ing length are completely consistent with the operation
results. If the total packing time is considered 100% packing
in theory, the error between the calculation results and the

Table 3: Construction and simulation results in different packing stages.

Model calculation results
Sand control

construction results
Error and remarks

When starting to add sand, the wellhead
pump pressure (psi)

670.95 697 Error < 5%

α-Wave packing start pressure (psi) 528.3456 501 Error < 5%
α-Wave packing average pressure (psi) 542.346 525 Error < 5%
β-Wave packing average pressure (psi) 567.1467 580 Error < 5%

Pressure before screenout (psi) 812.75 940
The simulation calculation considers 100%

packing, but the actual construction
reaches 138%, which leads to some errors

Compared with the wellhead pump pressure curve, it can be seen that the simulation results have high accuracy and can meet the
requirements

Table 4: Downhole pressure gauge data logging.

Serial
number

Packing state
Lower outside-inside

difference (psi)
Upper outer-inner
difference (psi)

Top-bottom external
difference (psi)

Bottom-up internal
difference (psi)

1 Prepump stage 3 1 -41 39

2 Began to sand 34 176 25 118

3 α-Wave packing 50 190 13 127

4 α-Wave packing 48 184 10 126

5 Stage 3-4 43 179 20 116

6 β-Wave initiation 45 180 19 116

7 Screenout 51 390 216 123

Table 5: Simulation results of friction distribution at each packing stage.

Injection stage α-Wave stage β-Wave stage

String injection friction (max), psi 181.8335892 181.8338831 181.8338831

Total friction in horizontal section (max), psi 1.380201471 29.54096242 285.8021072

Backflow friction of washpipe (max), psi 119.5657029 119.5657029 119.5657029

Annular friction between string and casing (max), psi 81.82761718 81.82761718 81.82761718
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operation results is less than 10%. At the same time, the total
sand consumption and sand dune ratio error are both less
than 1%.

5.2. Comparative Analysis of Packing Pressure. According to
the friction calculation models at different stages, the corre-
sponding software was compiled and calculated. The com-
parison of the packing pressure calculated by the
simulation and the on-site operation results is shown in
Figure 5. It can be seen from the figure that the pressure
change trend tends to be consistent. At the same time, the
pressure calculation and operation results before starting to
add sand, α-wave packing, β-wave packing, and screenout
are shown in Table 3. The error is less than 5%; the simula-
tion accuracy is high and can meet the requirements.

Table 4 shows the data recording results of the downhole
pressure gauge. According to the design position of the pres-
sure gauge, numerical simulation calculations were carried
out using the compiled software. The calculation results
are shown in Table 5.

As can be seen from Tables 4 and 5, the calculation sim-
ulation results and the downhole pressure gauge test results
are as follows: the maximum value of the external difference
between upper and lower is 20 psi at the α-wave stage, which
is roughly the horizontal packing friction and the calculated
value is 29.54 psi. This calculation result should be reason-
able considering the deviation of position. The maximum
difference between upper and lower was 216 psi in the β-
wave stage, and the calculated value of packing friction resis-

tance in the horizontal section was 285.802 psi. The internal
difference between the bottom and top is about 120 psi,
which roughly reflects the friction resistance of the wash-
pipe, and the calculated value is 119.5657 psi, which are
within manageable margins of error.

Figure 6 shows the calculated and simulated frictional
distribution at different positions of gravel packing with
packing time. It can be seen that the total frictional
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distribution in the horizontal section increases rapidly in the
β-wave stage, resulting in high packing pressure and easy
fracturing formation.

Figure 7 is to calculate the slurry injection stage, α-wave
and β-wave packing stage corresponding friction calculation
contrast. It can be seen that in deepwater wells, in the slurry
injection stage and α-wave packing stage, the string friction
proportion is the largest. During the β-wave packing stage,
with the need of carrier fluid through a long narrow wash-
pipe/screen annulus, friction increases quickly. Therefore,
this packing stage is the stage of maximum of packing
pressure.

6. Conclusions

(1) Shunted screen gravel pack uses its unique design
structure, when there is a sand bridge in the wellbore
annulus, according to the flow resistance and flow
adaptability, the slurry can be introduced across the
sand bridge to pack the back of the annulus. This
technology is suitable for gravel packing in low frac-
ture pressure formations and long horizontal wells

(2) According to the mechanism analysis of shunted
screen gravel packing technology and the friction
calculation model established, the developed gravel
packing simulation software can accurately predict
the change of friction in the packing process.
According to the friction at different positions, the
flow direction of slurry in the transport pipe and
wellbore annulus can be judged and then the change
of flow parameters in the transport pipe can be cal-
culated. The calculated results are in good agreement
with the construction results

(3) Through mutual checking of the data obtained from
the downhole pressure gauge and the results of sim-
ulation calculation, the packing effect can be further
predicted and the parameters can be optimized to
ensure the success of gravel packing in the field
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During the development of tight gas reservoir, the irreducible water saturation, rock permeability, and relative permeability
change with formation pressure, which has a significant impact on well production. Based on capillary bundle model and
fractal theory, the irreducible water saturation model, permeability model, and relative permeability model are constructed
considering the influence of water film and stress sensitivity at the same time. The accuracy of this model is verified by results
of nuclear magnetic experiment and comparison with previous models. The effects of some factors on irreducible water
saturation, permeability, and relative permeability curves are discussed. The results show that the stress sensitivity will
obviously reduce the formation permeability and increase the irreducible water saturation, and the existence of water film will
reduce the permeability of gas phase. The increase of elastic modulus weakens the stress sensitivity of reservoir. The irreducible
water saturation increases, and the relative permeability curve changes little with the increase of effective stress. When the
minimum pore radius is constant, the ratio of maximum pore radius to minimum pore radius increases, the permeability
increases, the irreducible water saturation decreases obviously, and the two-phase flow interval of relative permeability curve
increases. When the displacement pressure increases, the irreducible water saturation decreases, and the interval of two-phase
flow increases. These models can calculate the irreducible water saturation, permeability and relative permeability curves under
any pressure in the development of tight gas reservoir. The findings of this study can help for better understanding of the
productivity evaluation and performance prediction of tight sandstone gas reservoirs.

1. Introduction

With more and more tight gas reservoirs are put into devel-
opment around the world, tight gas reservoirs have become
an important part of the current natural gas production.
Tight sandstone gas is an unconventional natural gas
resource, which exists in tight sandstone reservoirs, and its
permeability is generally less than 0.1mD [1–3]. Such reser-
voirs generally have no natural capacity or extremely low
capacity, and they can only be exploited under certain eco-
nomic and technical conditions. Because most of tight sand-
stone gas reservoirs are firstly tight and then accumulate,
they have obvious characteristics of near-source accumula-
tion. Due to the influence of factors such as sedimentation,
accumulation, and reservoir physical properties, the occur-
rence state of formation water is diverse in tight gas reser-

voirs. In the production process, gas well produces water,
which severely restricts the benefit of gas reservoir develop-
ment [4, 5]. In addition, the reservoir is prone to stress-
sensitive effects, which results in a rapid decline. Therefore,
it is necessary to study the change characteristics of perme-
ability and relative permeability curve during the develop-
ment of tight sandstone gas reservoirs.

When the effective stress is increased in tight gas reser-
voirs, the pores will undergo elastic and plastic deformation,
and the stress-sensitive effect will cause the porosity and per-
meability to decrease. Many scholars have studied the mech-
anism of reservoir stress sensitivity through physical
simulation methods [6–10]. These experimental results
show that the permeability decreases significantly and the
porosity changes little with the increase of confining pres-
sure [10–12]. These physical simulation experiments are
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only suitable for research on specific objects under given
conditions and cannot reflect the change characteristics of
reservoir physical properties during the development of gas
reservoir. On the basis of rock mechanics, some scholars
construct a mathematical model of permeability changing
with confining pressure and have realized effective predic-
tion of permeability during the decrease of reservoir pressure
[13, 14]. Through experimental data fitting, some scholars
have constructed the relationship model between permeabil-
ity and effective stress, which mainly include exponential
model, logarithmic model, and linear relationship model
[15–17]. These models based on experimental data only
reveal the relationship between permeability and effective
stress and do not reflect the mechanism of stress-sensitive
effects. Based on the theory of elastic mechanics, some
models are established to describe the mechanism of stress
sensitivity. Cao and Lei establish a permeability model in
tight reservoirs, which considers the stress sensitivity based
on the Hertz contact deformation principle [18]. Xu con-
structs digital core samples with different porosity and dif-
ferent pore size distributions by the four-parameter
random growth model and gives a permeability model using
elastic mechanics theory [19]. Although the above models
can calculate the formation permeability, it is not suitable
for multiphase fluids and cannot obtain the relative perme-
ability curve of two-phase flow. At present, most gas-water
phase relative permeability curves are obtained through core
experiments. Due to the limitation of experimental condi-
tions, the measured relative permeability curve cannot simu-
late the characteristics of two-phase flow after stress
sensitivity in tight reservoirs [20, 21]. Some scholars estab-
lish two-phase relative permeability calculation models
based on different methods. Yan et al. constructs the perme-
ability model and the relative permeability model using
numerical core technology and lattice Boltzmann method,
which can calculate the core relative permeability curve by
T2 spectrum, but these methods cannot be used in stress-
sensitive reservoirs [22]. Based on the capillary bundle
model and fractal theory, Lei et al. construct a two-phase
flow model considering stress sensitivity, but the model does
not consider the influence of water film in a tight sandstone
gas reservoir [23]. Due to the hydrophilicity of formation,
bound water films are widespread in tight sandstone gas res-
ervoirs [24]. Derjaguin and Churaev use DLVO theory to
establish a thickness model of fluid film and explain the
influence factors of water film thickness [24]. Su et al. use
the capillary bundle model and the fractal theory to establish
the irreducible water saturation calculation model with the
influence of stress sensitivity and analyze the influence of
water film thickness on the irreducible water saturation of
tight reservoirs [25].

The above studies show that water film and stress-
sensitive effect are common in tight reservoirs and have a
significant impact on the fluid flow capacity (Figure 1). At
present, only one of them is considered in some calculation
models of permeability and relative permeability in tight res-
ervoirs, and it is urgent to establish relevant mathematical
models considering both water film and stress sensitivity.
Based on the capillary bundle model and the fractal theory,

this paper constructs a model of irreducible water saturation
under the given pressure differences and gives a permeability
model and a calculation model of relative permeability curve
considering the stress sensitivity and water film in tight
sandstone gas reservoirs. These models are used to discuss
the influence of some factors on irreducible water saturation,
permeability, and relative permeability curve.

2. Mathematical Model

2.1. Model of Irreducible Water Saturation. In nature, both
the part and the whole of an object have self-similarity,
which conforms to the principle of fractal. In tight sandstone
reservoirs, the pore structure also has fractal characteris-
tics, and the size distribution of pore can be characterized
as follows [26]:

N rð Þ =
ðrmax

r
f rð Þdr = rmax

r

� �Df , ð1Þ

where NðrÞ is the capillary number, r is the radius of cap-
illary, rmax is the maximum radius of capillary, f ðrÞ is the
distribution function of capillary bundle, and Df is the
pore area fractal dimension.

By deriving from the above formula, the expression of
capillary bundle quantity function f ðxÞ can be obtained as
follows:

f rð Þ =Df r
Df
maxr−Df −1: ð2Þ

According to the rock characteristics of tight reservoirs
and the fractal principle, the fractal dimension Df can be
written as [26]

Df = d −
ln ϕ

ln rmin/rmaxð Þ , ð3Þ

where d is the Euclidean dimension, d = 2 in two-
dimensional space. ϕ is the porosity, and rmin is the mini-
mum radius of capillary.

The core is simplified as a capillary bundle model. Due
to the certain curvature of the pore in the core, the length
of capillary bundle is generally greater than the apparent
length. According to the fractal theory, there is self-
similarity between the actual length and the characteristic
length of capillary bundle, and the actual length of capillary
bundle can be expressed as [26]

L rð Þ = 2rð Þ1−DTLDT
0 , ð4Þ

where Dt is the tortuosity fractal dimension, and it is [26]

DT = 1 + ln �τ

ln L0/2�rð Þ , ð5Þ
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where �τ is the average tortuosity, and L0 is the capillary char-
acteristic length. They can be written as [27, 28]

�τ = 1
2 1 + 1

2
ffiffiffiffiffiffiffiffiffiffi
1 − ϕ

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −
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p� �2
+ 0:25 1 − ϕð Þ
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1 − ϕ

p
2
664

3
775,
ð6Þ

L0
2�r =

Df − 1ffiffiffiffiffiffi
Df

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ

4ϕ
π

2 −Df

s
rmax
rmin

: ð7Þ

Regarding the core as a capillary bundle model, the
bound water includes the immovable water in the thin cap-
illary tubes and the water film retained water in the general
capillary tubes. Immovable water in the thin capillary tubes
mainly refers to the water that does not flow in these capil-
laries when the displacement pressure is less than the capil-
lary pressure. In general, due to the hydrophilicity of rocks
and minerals, a layer of water film is produced on the wall
of wide capillary tubes. The irreducible water saturation is
the sum of immovable water saturation and water film
retention water saturation, which can be written as

Swc = Swn + Swf , ð8Þ

where Swc is the irreducible water saturation, Swn is the
immovable water saturation in fine capillaries, and Swf is
the water saturation of water film.

In thin capillaries, the water cannot flow due to the cap-
illary force, and the capillary is completely saturated with
water. According to the capillary bundle model and the frac-
tal principle, the water content volume in the part of capil-
lary bundle can be written as

Vwn =
ðrmax

rmin

πr2L rð Þf rð Þdr −
ðrmax

rc

πr2L rð Þf rð Þdr

=
ðrc
rmin

πr2L rð Þf rð Þdr,
ð9Þ

where Vwn is the immovable water volume in fine capillaries,
and rc is the minimum flow pore radius under a certain dis-

placement pressure in the capillary bundle model. The cap-
illary force in the capillary is equal to the displacement
pressure, which can be expressed as

rc =
2σ cos θ

pd
, ð10Þ

where σ is the interfacial tension, θ is the wetting angle, and
pd is the displacement pressure.

The interfacial tension is affected by factors such as
temperature, pressure, fluid composition, and other fac-
tors. For the gas-water interfacial tension, the calculation
formula is [29]

σ = 1:8 137:78 − Tð Þ
206 σ 23:33ð Þ − σ 137:78ð Þ½ � + σ 137:78ð Þ,

ð11Þ

where T is the temperature, σð23:33Þ = 76 exp ð−0:0362575
pÞ, σð137:78Þ = 52:5 − 0:87018p.

In thick capillaries, the surface of pores is covered by a
layer of water film. Li et al. analyze by microtube experi-
ments that the thickness of water film has a linear relation-
ship with fluid viscosity and a power function relationship
with capillary radius. The water film thickness formula can
be expressed as [25]

δ =
r × 0:25763e−0:261r ∇pð Þ−0:419μw ∇p < 1MPa/m,
r × 0:25763e−0:261rμw p > 1MPa/m,

(

ð12Þ

where δ is water film thickness, ▽p is the pressure gradient,
and μ is the viscosity of water.

Since the viscosity of water is mainly affected by temper-
ature, relevant scholars have given the relationship between
viscosity and temperature [30]:

μw = 0:001792 exp −1:94 − 4:8 273:15
T

+ 6:74 273:15
T

� �2
" #

:

ð13Þ

(a) Capillary bundle model

Solid phase

Gas phase

Water phase

(b) Capillary bundle without stress sensitivity

Solid phase

Gas phase

Water phase

(c) Capillary bundle with stress sensitivity

Figure 1: The distribution of gas and water in capillary bundle model [25].
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In a capillary with water film, the retained water volume
of water film is equal to the total volume of capillary minus
the gas filling volume, which can be expressed as

Vwf =
ðrmax

rc

π r2 − r − δð Þ2� �
L rð Þf rð Þdr, ð14Þ

where Vwf is the water volume of water film.
The volume of total bound water in a capillary bundle

model is

Vwc =Vwn +Vwf

=
ðrc
rmin

πr2L rð Þf rð Þdr +
ðrmax

rc

π r2 − r − δð Þ2� �
L rð Þf rð Þdr:

ð15Þ

The irreducible water saturation in the capillary bundle
model is the ratio of the total irreducible water volume to
the pore volume, which can be expressed as

Swc =
Vwn + Vwf

Vp

=
Ð rc
rmin

πr2L rð Þf rð Þdr + Ð rmax
rc

π r2 − r − δð Þ2� �
L rð Þf rð ÞdrÐ rmax

rmin
πr2L rð Þf rð Þdr ,

ð16Þ

where Vp is the pore volume.

2.2. Model of Irreducible Water Saturation with Stress
Sensitivity. In the development of gas reservoirs, the decrease
of formation pressure will lead to pore compression, pore
radius reduces, and rock permeability decreases. According
to Hertzian contact theory, the relationship between capil-
lary radius and effective stress is as follows [31]:

r′ = r 1 − 4
3π 1 − v2

	 

pef f

4E

" #β
8<
:

9=
;, ð17Þ

where E is the elastic modulus, v is the Poisson’s ratio, β is a
constant, and the superscript ‘ is the relevant parameters
after stress sensitivity.

After the stress sensitivity effect occurs, the pore volume
of capillary bundle model will change, the model constructed
by Harari characterizes the relationship between porosity
and effective stress, and it is written as [32]

ϕ′ = 1:09ϕp−0:0152ef f : ð18Þ

According to equations (17) and (18), the porosity and
radius of rock will decrease after the stress-sensitive effect

occurs. The pore area fractal dimension with stress sensitiv-
ity effect can be written as

Df′ = d −
ln ϕ′

ln rmin′ /rmax′
� � : ð19Þ

The tortuosity fractal dimension with stress sensitivity
effect can be expressed as

DT′ = 1 + ln �τ′
ln L0′/2�r′

� � , ð20Þ

where �τ′ and L0′/2�r′ can be written as

�τ′ = 1
2 1 + 1

2

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ′

q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ′

q� �2
+ 0:25 1 − ϕ′

� �s

1 −
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ′

q
2
66664

3
77775,

ð21Þ

L0′
2�r′

=
Df′ − 1ffiffiffiffiffi

Df′
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ′
4ϕ′

π

2 −Df′

vuut rmax′
rmin′ : ð22Þ

The volume of bound water is the sum of the volume of
water in the thin capillaries after radius changes and the vol-
ume of formation water in the thick capillaries, which can be
expressed as

Vwc′ =
ðrc
rmin′

πr2L′ rð Þf ′ rð Þdr +
ðrmax′

rc

π r2 − r − δð Þ2� �
L′ rð Þf ′ rð Þdr:

ð23Þ
After the formation pressure drops, the irreducible water

saturation is equal to the ratio of irreducible water saturation
to the changed pore volume, so it is

Swc′ =
Ð rc
rmin′ πr2L′ rð Þf ′ rð Þdr + Ð rmax′

rc
π r2 − r − δð Þ2� �

L′ rð Þf ′ rð ÞdrÐ rmax′
rmin′ πr2L′ rð Þf ′ rð Þdr

:

ð24Þ
The formation water will expand due to its elastic energy,

and its elastic compressibility can be expressed as [33]

Cw = 145:03 × 10−6 a + b + c2
	 


, ð25Þ

where Cw is the elastic compressibility of water, a, b, and c are
the coefficients, and they can be written as

a = 3:8546 − 1:9435 × 10−2p, ð26Þ

b = −0:01052 + 6:9179 × 10−5p, ð27Þ
c = 3:9267 × 10−5 − 1:2763 × 10−7p: ð28Þ

4 Geofluids



After the formation pressure drops, the volume of mov-
able water is equal to the volume of formation water after
hydro elastic expansion minus the volume of bound water.
It is written as

ΔVw = 1 + CwΔpð ÞVw −Vwc′ , ð29Þ

where ΔVw is the increased volume of movable water after
stress sensitivity, and Δp is the pressure drop.

The movable water saturation can be expressed as

ΔSw = 1 + CwΔpð ÞVw −Vwc′Ð rmax′
rmin′ πr2L′ rð Þf ′ rð Þdr

: ð30Þ

2.3. Permeability Model. In the capillary bundle, it is
assumed that the pressure difference at both ends of the cap-
illary bundle is Δp, and according to Poiseuille’s law, the
fluid flow in a single capillary bundle is

q = πr4Δp
8μL rð Þ , ð31Þ

where q is the flow of single capillary.
The total flow of the core is the sum of all capillary flows

in the capillary bundle model. The flow can be expressed as

Q =
ðrmax

rmin

πr4Δp
8μL rð Þ f rð Þdr

=
ðrmax

rmin

πr4Δp

8μ 2rð Þ1−DTLDT
0

Df r
Df
maxr−Df −1dr

=
πDf r

Df
max r

3+DT−Df
max − r

3+DT−Df

min

� �
8μ × 21−DTLDT

0 3 +DT −Df

	 
 Δp,

ð32Þ

where Q is the total flow of capillary bundle model.
According to Darcy’s law, the flow can be expressed as

Q = KAΔp
μL

, ð33Þ

where K is the permeability, and A is the cross-sectional
area.

By introducing equation (32) in equation (33), the per-
meability of rock can be calculated. The permeability can
be expressed as

K =
2DTπDf r

Df
max r

3+DT−Df
max − r

3+DT−Df

min

� �
16ALDT−1

0 3 +DT −Df

	 
 : ð34Þ

According to the fractal principle, there are

A =
πDf r

2
max

ϕ 2 −Df

	 
 , L0 = ffiffiffiffi
A

p
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πDf r

2
max

ϕ 2 −Df

	 

s

: ð35Þ

Stress sensitivity is common in tight reservoirs. After the
stress sensitivity occurs, the porosity and radius will
decrease, and its permeability will also decrease. Considering
the influence of stress-sensitivity effect, the permeability
expression can be written as

K ′ =
2DT

′πDf′rmax′ Df
′

rmax′ 3+DT
′−Df

′
− rmin′

3+DT
′−Df

′
� �

16A′L0′
DT

′−1 3 +DT′ −Df′
� � ,

ð36Þ

where the cross-sectional area A′ and the capillary charac-
teristic length L0′ with stress sensitivity can be expressed as

A′ =
πDf′rmax′2

ϕ′ 2 −Df′
� � , L0′ =

ffiffiffiffiffiffi
A′

p
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πDf′rmax′2

ϕ′ 2 −Df′
� �

vuuut : ð37Þ

2.4. Relative Permeability Model. As a flow capacity curve
describing multiphase fluid flowing in rock core at the same
time, relative permeability curve is widely used in the devel-
opment of oil and gas reservoirs. Many scholars study the
relative permeability curve by mathematical model and
physical simulation experiment [33–37]. Tsakiroglou pro-
poses the analytical solution of the relative permeability by
network simulations in porous reservoirs [38]. Based on
the fractal theory, a relative permeability model is built in
fracture networks, which is a function of saturation of water
and gas [39]. Based on percolation theory and effective
medium theory in, a model of two-phase permeability curve
is established using the bimodal fractal model [40]. These
studies provide a good idea for the application of fractal the-
ory in relative permeability curve, but they do not consider
the influence the water film and stress-sensitive effect. In
tight gas reservoir, water film and stress-sensitive effect have
an obvious influence on gas flow, and it is necessary to estab-
lish a calculation model of relative permeability.

Considering the influence of water film thickness on gas
flow, the flow radius is equal to the pore radius minus the
water film thickness. The permeability of gas phase and
water phase can be calculated by Poiseuille’s law and Darcy’s
law, and they can be written as [23]

Kg =
2DTπ 1 − Swð ÞDf r

Df
max

16ALDT−1
0

ðrmax

rwgc

r − δð Þ2+DT−Df dr, ð38Þ

Kw =
2DTπSwDf r

Df
max

16ALDT−1
0

ðrwgc
rc

r − δð Þ2+DT−Df dr, ð39Þ

where Kg is the permeability of gas phase, Kw is the perme-
ability of water phase, and Sw is the water saturation.

Relative permeability is the ratio of phase permeability to
inherent permeability, simultaneous equations (34), (38),
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and (39), and the relative permeability of gas phase and
water phase can be expressed as

Krg =
Kg

K
= 1 − Swð Þ 3 +DT −Df

	 
 Ð rmax
rwgc

r − δð Þ2+DT−Df dr

r
3+DT−Df
max − r

3+DT−Df

min
,

ð40Þ

Krw = Kw

K
= Sw 3 +DT −Df

	 
 Ð rwgcrc
r − δð Þ2+DT−Df dr

r
3+DT−Df
max − r

3+DT−Df

min
,

ð41Þ
where Krg is the relative permeability of gas phase, and Krw

is the relative permeability of water phase.
After the occurrence of stress sensitivity, the pore struc-

ture changes and relevant parameters change, but the calcu-
lation principle of relative permeability remains unchanged.
The relative permeability of gas phase and water phase can
be expressed as

Krg′ =
Kg′
K ′ = 1 − Sw′

� �
3 +DT′ −Df′

� � Ð rmax′
rwgc′ r − δð Þ2+DT

′−Df
′
dr

rmax′ 3+DT
′−Df

′
− rmin′ 3+DT

′−Df
′ ,

ð42Þ

Krw′ = Kw′
K ′ = Sw′ 3 +DT′ −Df′

� � Ð rwgc′
rc′

r − δð Þ2+DT
′−Df

′
dr

rmax′ 3+DT
′−Df

′
− rmin′ 3+DT

′−Df
′ :

ð43Þ
3. Model Validation

Nuclear magnetic resonance experiments can test the distri-
bution characteristics of water in different pores. According
to test results under different displacement pressures, the
distribution of water saturation in rocks under different dis-
placement pressures can be obtained. The irreducible water
saturation of two cores under different displacement pres-
sure is tested by nuclear magnetic resonance experiments,
and the related parameters and experimental results are
shown in Table 1. At the same time, the maximum pore

radius, the minimum pore radius, and the ratio between
them can be calculated using the T2 spectrum curve. Based
on the proposed irreducible water saturation model and per-
meability model, the water saturation and permeability of
the core under different pressure can be obtained according
to these characteristic parameters (Table 1). Comparing the
irreducible water saturation and permeability calculated by
the model with the core test results, it is found that the max-
imum error of the irreducible water saturation under differ-
ent displacement pressure is 7.69%, the minimum error is
0.51, and the average is 3.15%. The maximum error of the
permeability is 9.66%, the minimum error is 2.73%, and
the average is 6.2%. The results of these models and the
experimental results have relatively small errors, and these
models can be used to predict irreducible water saturation
and permeability under different displacement pressures.

This paper also gives a relative permeability model based
on the fractal principle. The relative permeability curve cal-
culated by the model is compared with the results of Li’s
model and Lei’s model [23, 24]. In the calculation, the poros-
ity is 0.2, the irreducible water saturation is 0.24, and the
ratio of the maximum pore radius to the minimum pore
radius is 100. The results show that the model is basically
similar to the results of Li’s model and Lei’s model
(Figure 2). The relative permeability of gas phase in this
model is slightly lower than that of Lei’s model without con-
sidering water film, indicating that the existence of water
film has a certain influence on relative permeability curve.
The relative permeability model proposed in this paper can
meet the needs of practical applications.

4. Analysis and Discussion

In the section, the relevant parameters under given condi-
tions are calculated by using the irreducible water saturation
model, permeability model, and relative permeability model.
The effects of rock elastic modulus, Poisson’s ratio, the ratio
of maximum pore radius to minimum pore radius, and min-
imum flowable pore radius on irreducible water saturation,
permeability, and relative permeability are discussed.

4.1. Elastic Modulus. Elastic modulus is one of basic param-
eters to measure elastic deformation of rock, and its value

Table 1: Comparison of results between core experiment and model.

Well Depth (m) Length (cm) Diameter (cm) Porosity
Irreducible water

saturation
Permeability

Experiment Model Error (%) Experiment Model Error (%)

D16 2868 2.832 2.534 7.85

0.4471 0.4624 3.42

0.3228 0.3316 2.73
0.4166 0.3977 4.53

0.3503 0.3467 1.02

0.2917 0.2976 2.03

D22 2773 2.153 2.542 7.14

0.5126 0.5152 0.51

0.2328 0.2553 9.66
0.4384 0.4451 1.54

0.3655 0.3936 7.69

0.3277 0.3424 4.49
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reflects the degree of compressibility. When effective stress is
certain, the larger the elastic modulus is, and the smaller the
compressibility of rock is. Figure 3 shows the relationship
between permeability and effective stress under different
elastic modulus. With the increase of elastic modulus, the
elasticity decreases, and the deformation amplitude of pore
radius under the same effective stress decreases. Therefore,
the larger the elastic modulus is, the larger the permeability
retention value is. Figure 4 is the relationship between irre-
ducible water saturation and effective stress under different
elastic modulus. With the increase of elastic modulus, irre-

ducible water saturation decreases. This is due to the
increase of elastic modulus, the number of nonflowing
capillaries decreases under the same stress, so the irreducible
water saturation decreases. When the effective stress
increases, capillaries with radius less than the minimum
flowable pore radius increase, and the irreducible water sat-
uration increases. When the elastic modulus and effective
stress changes in the capillary bundle, the capillary radius
changes little. While the relative permeability curve mainly
reflects the structural characteristics in the pore, the relative
permeability curve changes little (Figure 5).

4.2. Poisson’s Ratio. Poisson’s ratio is other basic parameters
to measure elastic deformation of rock, which represents the
ratio of transverse strain to axial strain. Figure 6 is the rela-
tionship curve between permeability and effective stress
under different Poisson’s ratios. Poisson’s ratio has little
effect on rock permeability. With the increase of Poisson’s
ratio, the permeability increases to a certain extent, but the
increase is very small, which indicates that the size of Pois-
son’s ratio has little effect on the elastic compression of rock
pores. Figure 7 shows the relationship curve between irre-
ducible water saturation and effective stress under different
Poisson’s ratios. Since Poisson’s ratio has little effect on elas-
tic compression of rock pores, Poisson’s ratio has little effect
on irreducible water saturation. With the increase of Pois-
son’s ratio, irreducible water saturation decreases slightly
under the same effective stress, and Poisson’s ratio has little
effect on relative permeability curve.

4.3. Ratio of Maximum Pore Radius to Minimum Pore
Radius. When the porosity and minimum pore radius are
certain, the ratio of maximum pore radius to minimum pore
radius represents the pore scale distribution interval. The
larger the pore distribution interval is, the larger the radius
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Figure 2: Results comparison of different relative permeability
models with this model.
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Figure 3: Relationship curve between permeability and effective
stress under different elastic modulus.
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Figure 4: Relationship curve between irreducible water saturation
and effective stress under different elastic modulus.
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of pores is in rock, and the flow capacity is enhanced, so
the permeability is increased (Figure 8). The smaller the
ratio of the maximum pore radius to the minimum pore
radius is, this means that the pore radius is concentrated
in the minimum pore radius’ accessories. When the dis-
placement pressure is constant, the minimum capillary
radius which can be driven is a certain value, the more

bundle of capillary in the minimum pore channel and the
minimum pore channel size space is, and therefore, the
irreducible water saturation is higher (Figure 9). Figure 10
shows the curves of relative permeability under different
ratios of the maximum pore radius to the minimum pore
radius. The smaller the ratio is, the greater the irreducible
water saturation is, the more the isotonic point moves to
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Figure 5: Relative permeability curve under different elastic modulus and effective stress.
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the right direction, the smaller the two-phase flow interval
is, and the worse the flow capacity is.

4.4. Minimum Flow Channel Radius. In the reservoir, the
minimum flow channel radius is mainly controlled by the
displacement pressure difference. The larger the displace-
ment pressure is, the smaller the minimum flow channel
radius is. When the effective stress is constant, the displace-

ment pressure has no effect on the permeability. Therefore,
the minimum flow channel radius has no effect on the rock
permeability. The radius of minimum flow channel is larger,
the more capillary bundles do not flow, therefore, the irre-
ducible water saturation is greater (Figure 11). While the
effective stress increases, the capillary bundle becomes small.
When the minimum flow channel radius is constant, the
effective stress increases, and the irreducible water saturation
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Figure 8: Permeability with different ratios of maximum pore radius to minimum pore radius.
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Figure 9: The relationship curve between irreducible water
saturation and effective stress under different ratios of the
maximum pore radius to the minimum pore radius.
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Figure 10: Curves of relative permeability under different ratios of
the maximum pore radius to the minimum pore radius.
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increases. Figure 12 shows the two-phase relative permeabil-
ity curves under different minimum flow channel radius.
The smaller the minimum flow channel is, the greater the
displacement pressure is, which mainly affects the two-
phase flow space of the relative permeability curve.

5. Conclusion

Based on capillary bundle model and fractal theory, the
model of irreducible water saturation, the permeability

model, and the relative permeability model are built in tight
gas reservoirs, which can consider the effects of water film
and stress sensitivity at the same time. The influence of some
parameters is analyzed, which includes elastic modulus and
Poisson’s ratio on irreducible water saturation, core perme-
ability, and relative permeability curves. Through above
works, some conclusions can be drawn:

(1) Based on capillary bundle model and fractal theory,
the model of irreducible water saturation, the perme-
ability model, and the relative permeability model
are constructed with the influence of irreducible
water film and stress sensitivity. The above models
can analyze some changes of irreducible water satu-
ration, permeability, and relative permeability with
formation pressure, which overcomes the fact that
these parameters are regarded as pressure indepen-
dent variables in most current studies

(2) As the elastic modulus of rock increases, the stress-
sensitive effect of reservoir is weakened. In the pro-
cess of increasing effective stress, the increase in irre-
ducible water saturation becomes smaller, the littler
in permeability decreases, and the relative perme-
ability curve does not change much

(3) Poisson’s ratio has little influence on irreducible
water saturation, stress sensitivity effect, and relative
permeability curve

(4) When the porosity is constant and there are some
large pores, the permeability increases significantly,
the irreducible water saturation decreases signifi-
cantly, and the two-phase flow interval increases.
When the displacement pressure increases, the irre-
ducible water saturation decreases
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Figure 11: Irreducible water saturation under different minimum flow channel radius.
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(5) These models are only applicable to single porous
media of reservoirs, and these application needs fur-
ther research in fractured reservoirs
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In this study, emulsion-free radical reaction was applied to synthesize a novel sulfomethylating hydrophobically associating
copolymer (HPDS) by using acrylamide, acrylic acid, NaHSO3, HCHO, and a laboratory-made N,N-divinylnonadeca-1,10-
dien-2-amine to enhance heavy-oil recovery. The structure and properties of HPDS were characterized by a range of
experiments, which showed that HPDS had better stability and enhanced heavy-oil recovery capacity than hydrolyzed
polyacrylamide (HPAM). One-dimensional flooding experiments illustrated that HPDS performed better in establishing
resistance factor (RF) and residual RF (RRF), and approximately 19.8% oil recovery could be enhanced by injecting 1500mg/L
of HPDS solution compared with that of HPAM at only 14.1%. HPDS has a promising application prospect in enhancing
heavy-oil recovery.

1. Introduction

Heavy-oil reservoirs are one of the most important uncon-
ventional resources, with an enormous economic value and
an abundant quantity of reserves. The application of thermal
methods to enhance heavy-oil recovery has some crucial
challenges due to economic and environmental obstacles
[1, 2]. For example, SAGD is a thermal process requiring
energy to turn water into steam, and it is commercially
expensive. In addition, fresh water supply is another envi-
ronmental issue inhibiting the application of thermal
methods [3, 4].

Water flooding is a commonly used secondary recovery
method in the industry because it is economically advanta-
geous for the development of oil reservoirs; however, more
than 60% of the heavy oil in place is usually still left after
the technique is conducted [5, 6]. Polymer flooding is a tech-
nology wherein high-molecular-weight, water-soluble poly-
mers are added to the injection water to increase the
viscosity and reduce the mobility ratio of the injection water

and the crude oil to be displaced [7, 8]. One of the most
commonly used polymers is the partially hydrolyzed
polyacrylamide (HPAM) due to its rapidly soluble and large
hydrodynamic volume, which could greatly enhance solu-
tion viscosity. Given the high sensibility of the HPAM chain
in aqueous solution at high temperature and high salinity,
a considerable loss in viscosity is possible owing to its
molecules’ random/coil conformation [9, 10].

In recent years, several efforts have been exerted to
develop new polymers with superior performance at high
temperature and high salinity, and some progresses have
been made [11, 12]. Two approaches could be mainly used
to make new polymers with preferable performance in harsh
environments. The first is the introduction of hydrophobic
groups [13–15]. An effective method to improve polymer
salt tolerance and thermal stability is by increasing polymer
hydrophobic interaction by introducing hydrophobic groups
into the molecular chains. Polymers with hydrophobic
groups exhibit similar viscosities in fresh and saline waters.
The second is the introduction of salt-tolerant groups
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[16–18]. The carboxyl groups in HPAM could easily react
with Ca2+ and Mg2+ ions in the solution and form precipi-
tate, resulting in phase separation or formation damage. If
-SO3H groups could be introduced to acrylamide (AM),
the polymer could exhibit good thermal stability and
increased tolerance with divalent and multivalent metal ions.
In addition, the -SO3H group is a strong polar group, and its
strong hydrophilic interaction and electrostatic repulsion
increase the water solubility of copolymers and the fluid vol-
ume of the molecular chain [19–21].

Inspired by predecessors’ methods, a novel thermal sta-
ble and salt-tolerant polymer referred to as HPDS was syn-
thesized by introducing sulfonic acid groups to a water-
soluble hydrophobically associating polymer referred to as
HPDN, which was prepared from AM, acrylic acid (AA),
and another laboratory-made agent N,N-divinylnonadeca-
1, 10-dien-2-amine (DNDA) in emulsion-free radical reac-
tion. Then, a series of work was conducted to HPDS, such
as characterization and performance testing.

2. Experimental

2.1. Materials

2.1.1. Drugs. AM was obtained commercially and purified by
crystallization from a water-ethanol mixture. NaOH, AA,
NaHSO3, (NH4)2S2O8, alkylphenol ethoxylates (OP-10),
NaCl, MgCl2·6H2O, CaCl2, and other chemicals were com-
mercially available and used directly without further purifi-
cation. DNDA was prepared in accordance with literature
[22, 23]. Crude oil and HPAM came from Shengli Oilfield
in Dongying (Shandong Province, China). Water was dou-
bly distilled and deionized by passing through an ion
exchange-column. All the other chemicals were of analytical
grades, unless otherwise noted.

2.1.2. Instrument. WQF-520 infrared spectrometer (Beijing
Rayleigh Analytical Instrument Co., Ltd.), Bruker AC-E
200 (Bruker BioSpin, Switzerland), S-3000N scanning elec-
tron microscopy (SEM, Hitachi, Japan), Brookfield DV-III
rheometer, HAAKE RheoStress 6000 rotational rheometer
(Thermo Fisher Scientific, Waltham/Massachusetts), and
Waring stirrer (LB20EG laboratory blender) were used in
this study.

2.2. Preparation of the HPDS. Copolymerization of HPDN
was carried out by emulsion-free radical polymerization.
Seven grams of AM, 3 g of AA, 0.0361 g of DNDA, emulsifier
(0.3wt.%), and NaHSO3-(NH4)2S2O8 initiator (0.2wt.% and
1 : 1mol ratio) were taken along with deionized water in a
three-necked flask assembled with a nitrogen inlet. The reac-
tor was kept in a water bath with magnetic stirring arrange-
ment. Copolymerization was carried out at 40°C under N2
atmosphere for 10h. The pH of the reaction was 7. The poly-
mer was then isolated by precipitation with acetone or
water-ethanol and dried in a vacuum oven at 40°C for 7 h
to yield the corresponding copolymer.

A new sulfonylurea methylation modification displacing
agent was synthesized through the reaction with HCHO and
NaHSO3. HPDN dissolved to 1wt.% with deionized water

was taken along with NaHSO3 and HCHO (7.5wt.% and
3 : 1mol ratio) in a three-necked flask assembled with a
nitrogen inlet. The reactor was kept in a water bath with
magnetic stirring arrangement. Reaction was carried out at
70°C under N2 atmosphere. The pH of the reaction was 11.
The polymer then was isolated by precipitation with acetone
or water-ethanol and dried in a vacuum oven at 40°C for 7 h
to yield the corresponding HPDS. The synthesis rout of
HPDS is shown in Scheme 1.

2.3. Characterization. HPDN and HPDS were characterized
by WQF-520 infrared spectroscopy. The 1H-NMR spectra of
HPDS were recorded on Bruker AC-E 200 (Bruker BioSpin,
Switzerland) spectrometer by dissolving the samples in D2O
and being operated at 200MHz.

HPDS was dissolved in degassed and distilled water
(solution concentration = 2000mg/L, HPAMconcentration
= 2000mg/L) to observe the microscopic structures. SEM
images were taken by S-3000N SEM (Hitachi, Japan). The
SEM resolution was 3μm, and the magnifying multiple
ranged from 3 to 30,000. Analysis was conducted at 20 kV
acceleration voltage and 120–500Pa pressure in the sample
chamber.

2.4. Intrinsic Viscosity. The intrinsic viscosity [η] of HPDS
was measured with Ubbelohde’s viscometer (diameter:
0.3mm, length: 12.15 cm) at 30°C. The solvent (1mol/L
NaCl) efflux time was greater than 100 s. Therefore, no
kinetic energy corrections were made on the observed data.
The temperature was controlled using a Cannon constant-
temperature bath. Triplicate records were taken at each con-
centration using a stopwatch with an accuracy of 0.2 s. At
each concentration, the reduced viscosity (ηsp/cr) and inher-
ent viscosity (ln ηr/cr) were determined from the passing
time of polymer solutions, and then, they were plotted
against the concentration of polymer solutions. Extrapola-
tion was used to gain the intercept (H). Then, the inherent
viscosity of HPDS was calculated using the following equa-
tion:

η½ � = H
c0
, ð1Þ

where ½η� is the intrinsic viscosity, mL/g; H is the intercept of
y axis; and c0 is the initial concentration of polymer solution,
g/mL.

2.5. Viscosity in Different Concentrations. HPDS and HPAM
solutions with different concentrations were established
(polymer dilute solution was diluted by mother liquor, the
same as below), and the apparent viscosities of the solutions
were measured by Brookfield DV-III rheometer at 25°C.

2.6. Rheology Test. The rheological properties of polymer
solution are closely related to its solution properties. They
are the integrated embodiment of solution’s microphase
structure and functions. Thus, the investigation of rheological
property was repeatedly utilized to study whether the polymer
solution met the requirement of the oil displacement in
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previous studies. HAAKE RheoStress 6000 rotational rheom-
eter (Thermo Fisher Scientific, Waltham/Massachusetts) was
used to study the rheological character of the HPDS
(1500mg/L) and HPAM (1500mg/L) solutions at 30°C.

2.7. Stability Experiments.When injected into the formation,
the polymer solution could be subjected to different types of
shearing, such as the shearing of pipelines and formation.
Waring stirrer (LB20EG laboratory blender) was used to
simulate the shearing in the injection process. Different con-
centrations of HPAM and HPDS were sheared for 30 s
(5000 r/min) [24]. The viscosities of the polymers were
determined after 30min.

Temperature rises as the depth of oil or gas well/reser-
voir increases, thus making the viscosity of the polymer
flood agent decreased remarkably. Brookfield DV-III rheom-
eter was utilized to measure the apparent viscosity of HPDS
solutions (1500mg/L) in comparison with that of HPAM
solutions (1500mg/L). Then, temperature resistance and salt
tolerance were tested repeatedly with the increase in temper-
ature and salinity.

2.8. Physical Simulation Experiments. Sand-pack models
were used in the physical simulation experiments to test
the capacity of HPDS to establish resistance factor (RF)
and residual RF (RRF), which were the measurements of
injectability and profile controlling. A single homogeneous
core was present in the sand-pack model with a diameter
of 2.5 cm and a length of 50 cm. The permeability of the
models was in the range of 2.0–3.0μm2 by packing with
some quartz sand, which was washed by hydrochloric acid
solution and distilled water several times. In the physical

simulation experiment, the core was saturated with
5000mg/L NaCl brine. Then, 1500mg/L polymer solution
was injected until the pressure of the core was stable. After-
wards, water was injected into the core until the pressure
became stable again [25, 26]. The RF and RRF of the poly-
mer solution were calculated using Equations (2) and (3),
respectively, as follows:

RF =
Kwμp
Kpμw

, ð2Þ

RRF = Kwa
Kwb

, ð3Þ

where RF and RRF are the resistance factor and residual
resistance factor of the polymer solution, respectively; Kp
and Kw are the permeability of polymer injection and water
injection, μm2; μp and μw are the viscosity of injected poly-
mer and water, mPa·s; and Kwb and Kwa are the permeability
before and after injection of polymer, μm2.

The permeability of the sand-pack models was deter-
mined using Darcy’s law as follows:

K = μLQ
ΔPA

, ð4Þ

where K is the permeability of the sand-pack model, μm2;
μ is the viscosity of the injected fluid, μm2; A is the inner
cross-sectional area of the sand-pack model, cm2; Q is the
flow rate of the fluid, mL/s; ΔP is differential pressure,
atm; and L is the length of the sand-pack model, cm.
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A two-layer model with two parallel homogeneous cores
with different permeabilities was also utilized in the flooding
experiments to simulate the nonhomogeneity of the reser-
voir. Every core had a diameter of 2.5 cm and a length of
25 cm. The permeability of the two layers was in the ranges
of 1.2–1.8 and 0.4–0.6μm2, respectively. In the flooding
tests, the two cores were saturated with 5000mg/L NaCl
brine. Then, crude oil (apparent viscosity was 58.2mPa·s at
60°C) was injected into the cores to saturate until no brine
flowed from the end of the two cores. After aging (24 h),
brine was injected into the cores saturated with oil until
the water cut reached 95%. After the brine flooding, 0.3 pore
volume (VP) of polymer solution was injected into the two-
layer model. Then, subsequent water continued to be
injected until the water cut reached 95% again. All of the
experiments were carried out at 60°C. The injecting velocity
of oil, brine, and flooding agent was 3mL/min. The EOR
of polymer solutions were calculated using Equation (5)
as follows:

EOR = EP − EW, ð5Þ

where EOR is the enhanced oil recovery of polymer solution,
%; EP is the total recovery of flooding process, %; and Ew is
the oil recovery of the water flooding process, %. Figure 1
shows the equipment used in the flooding test.

3. Results and Discussion

3.1. IR Spectroscopy Analysis. The structure of HPDN and
HPDS was confirmed by IR spectroscopy (as shown in
Figure 2). In the IR spectrum, certain groups of chemical
bonding gave rise to bands at or near the same frequency,
regardless of the rest structure of the molecule. The major
functional groups identified in the spectrum of HPDN
included N-H stretching vibration (3408 cm−1) and C=O
deformation of the saturate (1675 cm−1). The peaks at 2945
and 2921 cm−1 indicated the presence of -CH2- groups,
and the peak of C double-bond stretching vibration
appeared at 1660 cm−1. As expected, the IR spectra con-
firmed the presence of different monomers in the copolymer
HPDN. The peaks at 630, 1045, and 1198 cm−1 indicated the
presence of sulfonic acid groups. The IR spectrum of HPDN

and HPDS indicated that sulfonic acid groups were success-
fully connected to the polymer chain as expected.

3.2. 1H-NMR Analysis. The 1H-NMR spectra of HPDS are
shown in Figure 3. The chemical shift value at 5.96 ppm
was assigned to the protons of -NH2. The protons of C-C
double bonds appeared at 5.59 ppm, and the protons of
-CH2- in the α-position to the sulfonic acid groups appeared
at 5.57 ppm. The chemical shift value at near 3.41 and
3.39 ppm could be assigned to the protons of -CH2- of nitro-
gen heterocyclic ring. The broad signals at 2.11 ppm could be
attributed to methylene protons. The shift value near
1.11 ppm was assigned to methyl. Other shift values at
1.11, 3.57, and 4.70 ppm were assigned to the protons of
H2O and ethanol. Thus, the 1H-NMR spectra of HPDS indi-
cated that sulfonic acid groups and DNDA were successfully
connected to the polymer chain as expected.

3.3. Environmental SEM (ESEM) Images. ESEM was utilized
to study the morphology of the HPDS and HPAM solutions
at concentrations of 1500mg/L. As shown in Figure 4, the
observation accuracy of (a) and (b) was 20μm, and the mag-
nification of (a) and (b) was 5000 times. The network struc-
ture could be easily observed, and HPDS showed a stronger
link and better dimensional network structure than HPAM
due to the association action. The network structure could
prevent further degradation of the molecular chains, hence
more shear, temperature, and salt resistances.

3.4. Intrinsic Viscosity of HPDS. Intrinsic viscosity was mea-
sured in accordance with the previous experimental plan,
and the result of HPDS was 388.15mL/g. Figure 5 shows
that the ηsp/cr and ln ηr/cr of HPDS had a good linear rela-
tionship with cr. The ηsp/cr of general polymers decreases
with the decrease in cr, and ln ηr/cr increases with the
decrease in cr. The ηsp/cr of HPDS decreased linearly with
the decrease in cr, similar to the reported viscosity behavior
of conventional polymer solutions.

3.5. Rheological Properties of Polymer. Rheological properties
were investigated using HAAKE RheoStress 6000 rotational
rheometer (as shown in Figure 6). The HPDS aqueous solu-
tion inherently showed better viscosity than the HPAM
solution under the same concentration, indicating that the
HPDS solution had a perfect property of retaining viscosity
and strong non-Newtonian behavior.

3.6. Stability Experiments. The effect of concentration on the
apparent viscosity of HPDS and HPAM solutions was deter-
mined (as shown in Figure 7). With the increase in polymer
solution concentration, the apparent viscosity mounted, and
the viscosity of HPDS was lower than that of HPAM before
1500mg/L. Meanwhile, with the accretion of polymer solu-
tion concentration, the apparent viscosity of HPDS solution
sharply increased. At low concentrations, the association of
polymer was mainly intramolecular association. When the
concentration was greater than CAC, the intermolecular
association formed a transient network structure, which
could increase the hydrodynamic radius of polymer. With

2 3 4
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10

Figure 1: One-dimensional sand-packed model for EOR. 1: ISCO
pump; 2: heavy oil; 3: polymer solution; 4: NaCl solution; 5:
valves; 6: one-dimensional sand packed model; 7: pressure
acquisition system; 8: constant temperature box; 9: sample device;
10: computer.
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the further increase in concentration, the intermolecular
association formed more intermolecular structures. Thus,
the apparent viscosity of HPDS solution was much thicker.
The critical association concentration was approximately
500mg/L (as shown in Figure 7).

The effect of temperature on polymer solution was inves-
tigated (Figure 8). The general trend indicated an apparent
viscosity decrease with increasing temperature. The phe-
nomenon may be attributed to the effect of temperature. A
large number of associating groups aggregate together to
form reversible supermolecular structures via strong van
der Wall’s interactions, and polymer chains entangle with
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Table 1: Data of HPDS and HPAM shear resistance test.

Shear conditions Polymer types
Polymer concentration (mg/
L) and viscosity (mPa·s)

500 1000 1500 2000

Before shearing
HPDS 58.9 205.1 395.3 575.2

HPAM 108.7 257.3 391.5 511.3

After shearing
HPDS 40.5 103.6 298.8 445.2

HPAM 89.4 150.8 211 266.9
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one another by hydrogen-bond interactions in the aqueous
solution [27, 28]. However, the intermolecular interaction
was unstable, especially under high temperature, resulting
in the apparent reduction. However, at any temperature,
the viscosity of HPDS was higher than that of HPAM, dem-
onstrating that HPDS revealed better temperature tolerance.

As shown in Table 1, the viscosity after the shearing of
HPDS was higher than that of HPMA, especially in high-
concentration solution, mainly due to the hydrophobic
association among HPDS molecules. When the solution is
at high shear rates, most of the network structures and
supramolecular aggregations split up. However, when the

400

300

200

100

0

500

NaCl concentration (mg/L)

Ap
pa

re
nt

 v
isc

os
ity

 (m
Pa

.s)

0 4000 8000 12000 16000 20000

HPAM
HPDS

Figure 9: Effect of NaCl concentration on the apparent viscosity of polymer aqueous solution. The apparent viscosity was tested by
Brookfield DV-III rheometer at 7.34 s−1.
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shear conditions revoke, the molecular chains form new
association aggregations and network structures. Due to
the large molecular weight and long molecular chain length,
at high shear conditions, the HPAM molecular chains are
likely to be split into a number of small segments. Thus,
the apparent viscosity greatly decreased. The above results
demonstrated that HPDS has desirable shear resistance.

The salts, such as NaCl, CaCl2, and MgCl2, abounding in
the formation usually result in high salinity of the reservoir
water, a crucial problem for flooding polymer. The relation-

ship between brine concentration and apparent viscosity is
shown in Figures 9–11. HPDS exhibited higher viscosity
under any salinity than HPAM, thereby demonstrating that
HPDS was more tolerant to salt brine. The result also
revealed that HPDS possessed salt tolerance structures. A
possible mechanism is that hydrophobic groups generate
association structures with the increase in salt solution
polarity, especially among the molecules, which are able
to moderate viscosity decline caused by molecular chain
curling. Meanwhile, the introduction of salt-insensitive
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DV-III rheometer at 7.34 s−1.
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sulfonic groups to the backbone could assemble more
bound water molecules to weaken the dehydration of the
inorganic salt, thereby causing observable salt-tolerance
enhancement [21, 29].

3.7. Viscoelasticity of HPDS. Figure 12 shows the viscoelas-
ticity of polymer HPDS and HPAM. The elastic modulus
(G′) of HPDS was lower than that of HPAM in low fre-
quency; with the increase in frequency, it showed a sharp
increasing trend. When the frequency was higher than
2.3Hz, the viscous modulus of HPDS was higher than that
of HPAM. Comparison of the loss modulus (G′′) of HPDS
and HPAM showed that both of them increased with the

increase in frequency, and the trend of the former was
higher. Therefore, HPDS represented better viscoelasticity.

3.8. Physical Simulation Experiments Analysis. Similar con-
centrations of HPDS and HPAM solutions and sand-pack
models were used in the physical stimulation experiments.
As shown in Figure 13, the injection pressure was recorded,
and then, RF and RRF were calculated. When the HPDS
solution flowed through the sand pack, RF equaled 200.5
and RFF equaled 27.9, while upon injecting HPAM solution,
RF equaled 42.4 and RRF equaled 6.8. This finding implied
that HPDS was better at establishing flow resistance to con-
trol profile in polymer flooding than HPAM, thus expanding
the sweep efficiency and improving the ultimate recovery.
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As shown in Figure 14, oil recovery changed when water
or polymer solution was injected in the two different homo-
geneous cores (initial oil saturation of 71.2%), which were
used to simulate the nonhomogeneity of the reservoir. The
experiment results showed that HPDS and HPAM flooding
could increase oil recovery, and HPDS flooding performed
better by comparison. The first water flooding recoveries of
the two experiments were 40.1% and 41.3% when water
cut reached 95%. Then, flooding agent and subsequent water
were injected into the core. Under the same condition, the
ultimate recoveries of HPDS and HPAM flooding were
59.9% and 55.4%, respectively, and their EORs were 19.8%
and 14.1%, respectively. When injected into the stratum,
the polymer solution first entered the layers with high per-
meability. Then, the water-oil mobility ratio decreased and
the injecting pressure rose, which forced more displacement
agents to access low-permeability layers that contained
much untapped oil. Thus, the sweep efficiency improved
and oil recovery increased. The phenomenon above may
indicate that HPDS has stronger shear resistance, tempera-
ture resistance, salt tolerance, and higher viscosifying ability
than HPAM.

4. Conclusion

This work introduced a novel polymer HPDS as a flooding
polymer. Studies on the properties of this water-soluble
polymer revealed that it had good viscosity performance,
and the viscosity sharply increased with the increase in
concentration, especially when the aqueous solution concen-
tration was thicker than CAC. With the increase in temper-
ature, the polymer viscosity was reduced, while the range
was much smaller than that of HPAM, thus displaying great
temperature resistance. Meanwhile, the viscosity of HPDS
was comparatively higher at any share rate. Considering
the hydrophobic groups and sulfonic groups embedded in
the polymer backbone, the novel polymer had more diastolic
chain segment and network structure than HPAM in brine.
In addition, HPDS represented better anchoring ability,
especially in high frequency. The simulation experiments
showed that HPDS performed better at establishing flow
resistance to control profile in polymer flooding, and the
oil recovery was up by 19.8% under 5000mg/L NaCl brine
at 60°C. These findings showed that the novel hydrophobi-
cally associating polymer could be an ideal candidate as an
EOR chemical to satisfy high-temperature and high-density
reservoirs.

Data Availability

All the data are listed in the manuscript.

Conflicts of Interest

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This work was funded by the Sichuan Science and Technol-
ogy Program (Applied Basic Research) (2018JY0515), Open
Foundation of State Key Laboratory of Oil and Gas Geology
and Exploitation (Chengdu University of Technology)
(PLC20180103), and Opening Project of Oil and Gas Field
Applied Chemistry Key Laboratory of Sichuan Province
(YQKF202010).

References

[1] X. Zhou, Q. Jiang, Q. Yuan et al., “Determining CO2 diffusion
coefficient in heavy oil in bulk phase and in porous media
using experimental and mathematical modeling methods,”
Fuel, vol. 263, p. 116205, 2020.

[2] Z. Zargar, S. M. Razavi, and S. M. F. Ali, “Analytical model of
steam-assisted gravity drainage (SAGD) process in relation to
constant injection rate,” Fuel, vol. 265, article 116772, 2020.

[3] D. Belivean, “Waterflooding viscous oil reservoirs,” SPE Reser-
voir Evaluation & Engineering, vol. 12, no. 5, pp. 689–701,
2009.

[4] Z. Q. Li, J. Hou, W. Liu, and Y. Liu, “Multi-molecular mixed
polymer flooding for heavy oil recovery,” Journal of Dispersion
Science and Technology, vol. 2021, article 1878902, 9 pages,
2021.

[5] Z. Song, Z. Li, F. Lai, G. Liu, and H. Gan, “Derivation of water
flooding characteristic curve for high water-cut oilfields,”
Petroleum Exploration and Development, vol. 40, no. 2,
pp. 216–223, 2013.

[6] Z. Song, Z. Li, C. Yu et al., “D-optimal design for rapid assess-
ment model of CO2 flooding in high water cut oil reservoirs,”
Journal of Natural Gas Science and Engineering., vol. 21,
pp. 764–771, 2014.

[7] X. Zhang, C. Lin, Y. Wu et al., “Experimental investigation of
the effects of water and polymer flooding on geometric and
multifractal characteristics of pore structures,” Energies,
vol. 13, no. 20, p. 5288, 2020.

[8] H. He, Y. Chen, Q. Yu, X. Wen, and H. Liu, “Optimization
design of injection strategy for surfactant-polymer flooding
process in heterogeneous reservoir under low oil prices,” Ener-
gies, vol. 12, no. 19, p. 3789, 2019.

[9] A. M. Firozjaii and H. R. Saghafi, “Review on chemical
enhanced oil recovery using polymer flooding: fundamentals,
experimental and numerical simulation,” Petroleum, vol. 6,
no. 2, pp. 115–122, 2020.

[10] F. Wang, H. Yang, H. Jiang et al., “Formation mechanism and
location distribution of blockage during polymer flooding,”
Journal of Petroleum Science and Engineering, vol. 194,
p. 107503, 2020.

[11] Q. Yu, Y. Liu, S. Liang, S. Tan, Z. Sun, and Y. Yu, “Experimen-
tal study on surface-active polymer flooding for enhanced oil
recovery: a case study of Daqing placanticline oilfield, NE
China,” Petroleum Exploration and Development, vol. 46,
no. 6, pp. 1206–1217, 2019.

[12] L. Xue, U. S. Agarwal, and P. J. Lemstra, “Shear degradation
resistance of star polymers during elongational flow,” Macro-
molecules, vol. 38, no. 21, pp. 8825–8832, 2005.

[13] R. Zhang, Z. Ye, L. Peng, N. Qin, Z. Shu, and P. Luo, “The
shearing effect on hydrophobically associative water-soluble
polymer and partially hydrolyzed polyacrylamide passing

11Geofluids



through wellbore simulation device,” Journal of Applied Poly-
mer Science, vol. 127, no. 1, pp. 682–689, 2013.

[14] Y. J. Che, J. Cao, H. J. Gong, G. Y. Xu, and Y. Tan, “Dilational
rheological properties of fluorocarbon modified poly(acryl-
amide)s at the air/water surface,” Journal of Dispersion Science
and Technology, vol. 32, no. 2, pp. 174–184, 2011.

[15] X. J. Liu, W. Jiang, S. Gou et al., “Synthesis and evaluation of
novel water-soluble copolymers based on acrylamide and
modular β-cyclodextrin,” Carbohydrate Polymers, vol. 96,
no. 1, pp. 47–56, 2013.

[16] Z. B. Ye, G. J. Gou, S. H. Gou, W. C. Jiang, and T. Y. Liu,
“Synthesis and characterization of a water-soluble sulfonates
copolymer of acrylamide and N-allylbenzamide as enhanced
oil recovery chemical,” Journal of Applied Polymer Science,
vol. 128, no. 3, pp. 2003–2011, 2013.

[17] X. J. Liu, W. C. Jiang, S. H. Gou, Z. B. Ye, and X. D. Xie,
“Synthesis and evaluation of a water-soluble acrylamide
binary sulfonates copolymer on MMT crystalline interspace
and EOR,” Journal of Applied Polymer Science, vol. 125,
no. 2, pp. 1252–1260, 2012.

[18] X. J. Liu, W. Jiang, S. Gou, Z. Ye, and C. Luo, “Synthesis and
clay stabilization of a water-soluble copolymer based on acryl-
amide, modular β-cyclodextrin, and AMPS,” Journal of
Applied Polymer Science, vol. 128, no. 5, pp. 3398–3404, 2013.

[19] A. Mehrdad, “Effect of HCl and solution concentration on the
ultrasonic degradation of aqueous solutions of poly (ethylene
oxide),” Journal of Polymer Engineering, vol. 28, no. 9,
pp. 597–610, 2008.

[20] S. Y. Shao, J. Ding, L. Wang, X. Jing, and F. Wang, “Highly
efficient blue electrophosphorescent polymers with fluorinated
poly(arylene ether phosphine oxide) as backbone,” Journal of
the American Chemical Society, vol. 134, no. 37, pp. 15189–
15192, 2012.

[21] A. Sabhapondit, A. Borthakur, and I. Haque, “Water soluble
acrylamidomethyl propane sulfonate (AMPS) copolymer as
an enhanced oil recovery chemical,” Energy & Fuels, vol. 17,
no. 3, pp. 683–688, 2003.

[22] C. McCormick and L. Salazar, “Water soluble copolymers: 46.
Hydrophilic sulphobetaine copolymers of acrylamide and 3-
(2-acrylamido-2-methylpropanedimethylammonio)-1-propa-
nesulphonate,” Polymer, vol. 33, no. 21, pp. 4617–4624, 1992.

[23] N. Lai, W. Dong, Z. Ye et al., “A water-soluble acrylamide
hydrophobically associating polymer: synthesis, characteriza-
tion, and properties as EOR chemical,” Journal of Applied
Polymer Science, vol. 129, no. 4, pp. 1888–1896, 2013.

[24] X. Y. Wang, Effect of Shear on Microstructure of Polymer Solu-
tion, Southwest Petroleum University, 2014.

[25] N. J. Lai, L. Tang, N. Jia et al., “Feasibility study of applying
modified nano-SiO2 hyperbranched copolymers for enhanced
oil recovery in low-mid permeability reservoirs,” Polymers,
vol. 11, no. 9, p. 1483, 2019.

[26] Y. Zhang, X. Li, X. Ma, S. Bai, J. Zhang, and R. Guo, “Critical
phase separation concentration of acrylamide and 2-acryla-
mido-2-methylpropanesulfonate copolymers in ammonium
sulfate aqueous solution and its influence factors,” Colloids
and Surfaces A: Physicochemical and Engineering Aspects,
vol. 590, p. 124485, 2020.

[27] N. Seetapan, N. Limparyoon, and S. Kiatkamjornwong, “Effect
of fire retardant on flammability of acrylamide and 2-acryla-
mido-2-methylpropane sodium sulfonate copolymer compos-

ites,” Polymer Degradation and Stability, vol. 96, no. 10,
pp. 1927–1933, 2011.

[28] C. S. Yang, K. Shin, and H. K. Jeong, “Thermal analysis of
poly(sodium 4-styrenesulfonate) intercalated graphite oxide
composites,” Chemical Physics Letters, vol. 517, no. 4-6,
pp. 196–198, 2011.

[29] D. A. Z. Wever, F. Picchioni, and A. A. Broekhuis, “Polymers
for enhanced oil recovery: a paradigm for structure-property
relationship in aqueous solution,” Progress in Polymer Science,
vol. 36, no. 11, pp. 1558–1628, 2011.

12 Geofluids



Review Article
Advancement of Hydraulic Fracture Diagnostics in
Unconventional Formations

Ali Mahmoud,1 Ahmed Gowida,1 Murtada Saleh Aljawad ,1,2 Mustafa Al-Ramadan,1,2

and Ahmed Farid Ibrahim 1,2

1Department of Petroleum Engineering, King Fahd University of Petroleum & Minerals, Dhahran, Saudi Arabia
2Center for Integrative Petroleum Research, King Fahd University of Petroleum & Minerals, 31261 Dhahran, Saudi Arabia

Correspondence should be addressed to Murtada Saleh Aljawad; mjawad@kfupm.edu.sa

Received 12 August 2021; Accepted 19 October 2021; Published 2 November 2021

Academic Editor: Qingwang Yuan

Copyright © 2021 Ali Mahmoud et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Multistage hydraulic fracturing is a technique to extract hydrocarbon from tight and unconventional reservoirs. Although big
advancements occurred in this field, understanding of the created fractures location, size, complexity, and proppant
distribution is in its infancy. This study provides the recent advances in the methods and techniques used to diagnose
hydraulic fractures in unconventional formations. These techniques include tracer flowback analysis, fiber optics such as
distributed temperature sensing (DTS) and distributed acoustic sensing (DAS), tiltmeters, microseismic monitoring, and
diagnostic fracture injection tests (DFIT). These techniques are used to estimate the fracture length, height, width, complexity,
azimuth, cluster efficiency, fracture spacing between laterals, and proppant distribution. Each technique has its advantages and
limitations, while integrating more than one technique in fracture diagnostics might result in synergies, leading to a more
informative fracture description. DFIT analysis is critical and subjected to the interpreter’s understanding of the process and
the formation properties. Hence, the applications of machine learning in fracture diagnostics and DFIT analysis were
discussed. The current study presents an extensive review and comparison between different multistage fracture diagnostic
methods, and their applicability is provided. The advantages and the limitations of each technique were highlighted, and the
possible areas of future research were suggested.

1. Introduction

Hydraulic fracturing is a well stimulation technique for
enhancing hydrocarbon production from reserves. It relies
on creating high-conductivity fractures propagated from
the wellbore out into the formation [1]. The proppant fills
the created fracture so that the fracture remains open when
the fluid’s pressure is reduced. As a result, a conductive path
for hydrocarbons to flow from the reservoir into the well-
bore is created. Hydraulic fracturing treatment, while
appearing to be simple, offers many complications. Uncer-
tainties exist regarding reservoir characteristics, fracture
growth patterns, and fluid and proppant placement, which
jeopardize the treatment’s effectiveness [2, 3]. Fracture diag-
nostic techniques have proven to be effective in addressing

difficulties related to the design, execution, and monitoring
of the fracture stimulation treatments [4]. There are several
techniques for obtaining subsurface understanding into frac-
ture dimensions, growth behavior, and interactions with the
surrounding reservoir following treatment [5]. The crucial
economic assessment of the potential outcomes is conducted
based on the information received from these diagnostics,
and optimal treatments are achieved [6].

Technological advances in well drilling, completion, and
stimulation have resulted in record production and consid-
erable growth in unconventional global markets. While these
advancements are already having an impact, there is still a
lack of understanding of important subsurface information,
such as the created hydraulic fracture shape near and
beyond the wellbore [7]. Hydraulic fracture diagnostics,
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visualization of the created hydraulic fractures, and identify-
ing proppant deep in the formation, further from the well-
bore, are likely to be game-changers in releasing more
hydrocarbons from unconventional reservoirs and improv-
ing well economics [8].

Unconventional resources expansion has made consider-
able strides in recent decades, thanks to game-changing
advances in horizontal drilling and hydraulic fracturing.
These previously uneconomic tight, low-permeability oil,
and gas reservoirs are now an essential element of the energy
mix necessary to meet the world’s energy demands.
Increased contact of fracture surface area and formation
through innovative horizontal drilling and multistage frac-
turing completion method is a significant contributor to
the success of unconventional hydrocarbon production [9].
Regions rich in conventional resources are actively exploring
methods to demonstrate the potential for unconventional
resources for future generations. Despite the availability of
various diagnostic tools, the problems remain, particularly
with the advancement of horizontal drilling and growing
interest in the exploitation of unconventional [10, 11].
Hence, novel diagnostic methodologies are required to
address the emerging challenges. This research discusses dif-
ferent diagnostic techniques and recent changes made to the
conventional methods for application in unconventional
reservoirs.

2. Literature Review

2.1. Fracture Diagnostics Using Tracers. The application of
radioactive tracers combined with spectral gamma ray log-
ging for fracture diagnosis is well established [12, 13].
Tracers that emit gamma rays are either injected into the
fracturing fluids or coated on the proppant. Following the
completion of the hydraulic fracturing treatment, logging is
conducted to establish the near-wellbore fracture propped
and unpropped heights. Radioactive (R/A) proppant tracers
provide an approximation of the fracture height near the
wellbore. RA tracers use embedded tracers, which can be
ceramic materials, and provide quantitative information
when assessing critical characteristics around the wellbore
using gamma ray [5, 14]. There are different R/A tracers
available that can be distinguished from one another using
the logging tools; hence, by employing different tracers at
different periods throughout the treatment, it may be possi-
ble to determine which perforations were receiving fluid at a
given point in the treatment. These instruments have been
widely used in both offshore and onshore applications to
improve perforation efficiency and optimal proppant place-
ment [15]. This technique has several advantages, including
its relatively low cost, low reactivity with the reservoir fluids
and rocks, similar transport behavior with the injected
fluids, and ease of measuring with a high accuracy detection
level [16]. However, the use of radioactive tracers raises envi-
ronmental and safety problems for operators. Tracers are
also restricted in their ability to provide information for
regions far from the wellbore and fracture height in highly
deviated wells [14, 17]. Radioactive tracers are being phased
out in favor of chemical tracers, which are more environ-

mentally friendly and allow for longer-term data collection
of in-well tracer flowback and communication within reser-
voir wells.

Chemical tracers are compounds that are either liquid or
solid and are soluble in water, oil, or gas. The best chemical
tracers must possess the following characteristics: be stable
under reservoir conditions, have minimum partitioning into
the nonsoluble phases, no adsorption on the reservoir rock,
have a very low limit of detection, and have minimal to no
environmental impacts [18]. Tracers used in multistage
hydraulic fracturing are often classified as emulsion tracers,
perforation tracers, and controlled release tracers. Tracer
types and characteristics are summarized in Table 1.

[20] described the use of a nonradioactive tracer to assess
the fracture height. The authors presented case studies as
well as a comparison of nonradioactive and radioactive
tracers. The nonradioactive tracer presented is a high ther-
mal neutron capture cross-section tracer (HTNCC) that is
placed into ceramic proppant grains during manufacture
[21]. The HTNCC is added at very low concentrations that
there is no noticeable change in the mechanical or physical
properties of the proppant as a result of the addition. These
tracers can be placed in either every grain for treatments that
use 100% ceramic proppant or in treatments that use sand or
other nonceramic proppant, ceramic grains having higher
concentrations of the HTNCC can be mixed in and replace
a small portion (5%) of the designed proppant. A pre- and
postfrac neutron log is run across the zones of interest in
both cases, and the difference in neutron response gives an
estimate of proppant location. The primary advantage of this
method is that the tracer is not radioactiv; therefore, no spe-
cial handling is required. Furthermore, because the tracer is
a component of the proppant grains, the well can be logged
at any time in the future. The cost may be higher depending
on the fracture design and corresponding proppant require-
ments. Furthermore, this method is dependent on the depth
of investigation of the logging tools. The radius of investiga-
tion is usually limited to no more than 24 in. from the well-
bore, which means that the propped fracture profile outside
18-24 in. remains unknown. The accuracy of these methods
is limited to a positive response only—if the proppant is
not detected in a set of perforations or is not seen near the
wellbore in a vertical well, it does not necessarily mean the
proppant did not enter that set of perforations, or that the
fracture did not grow higher. The fracture and proppant
may be merely outside the radius of investigation. The
inability of tracers to provide information on fracture
dimensions far from the wellbore (greater than 24 in. from
the wellbore) has been highlighted by Palisch et al. [22].
The authors described a method for far-field detection of
the placed proppant. The method relies on electromagnetic
technology to locate a detectable proppant.

In unconventional reservoirs, tracer flowback analysis is
frequently used to determine hydraulic stimulation effective-
ness, understand fracture communication with offset wells,
and estimate fracture volume, correlate relative fracture con-
tribution to the overall flow, and the connectivity of the frac-
tured matrix created, etc. The combination of horizontal
well drilling and multistage hydraulic fracturing treatment
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is widely used to increase production in unconventional and
tight reservoirs. It is critical to evaluate the fracture networks
developed to accurately predict hydrocarbon production.
Several advantages have been found for fracture characteri-
zation using tracer flowback. Firstly, injecting different
tracers into each fracture can effectively distinguish individ-
ual stages. Because these tracers will not become reactive
with each other, the trace flowback analysis may be utilized
to predict the fracture parameters at each stage. Secondly,
since only a limited amount of tracers are injected, the con-
centration of tracers produced decreases over time, and the
best tracer analysis would occur at the start of production.
As a result, the collected tracer flowback data will most likely
provide the earliest opportunity to evaluate a single-stage
fracture network that contributes to the production of
hydrocarbon (production allocation per stage). Finally, the
tracer flowback test is fairly cost-effective, and its data is very
multifunctional [23].

The general procedure for performing tracer flowback in
a multistage hydraulically fractured well mainly consists of
four steps, as shown in Figure 1 [23].

(1) Tracer is injected with the fracturing fluid down into
the reservoir

(2) Tracer-free fracturing fluid is injected into the reser-
voir to drive the tracer slug into the fractures and
matrix further (also known as the chase period).

(3) During flow shut down, a downhole packer is intro-
duced into the well to prop the next fracture

(4) Opening the well (injector is being changed into a
producer), the tracer can now be flown back with
the fracturing fluid

Salman et al. [19] discussed the analysis of chemical
tracers in flowback samples from unconventional reservoirs
to determine the effectiveness of the treatment. They pre-
sented the flowback results for a multistage completion
and concluded that tracer analysis can be used to assess
the fractured system in the stimulated reservoir volume
(highly fractured vs. sparsely fracture). [24] provided an
analytical approach for quantifying fractures in a tight oil
reservoir by using an early-time tracer poststimulation flow-
back profile. The authors determined that tracer dispersion,

adsorption, and the difference between the injection and
flowback rates affect tracer flowback profiles (TFPs). Tian
et al. [25] used synthetic numerical simulation to examine
the chemical tracer selection criteria for fracture volume
diagnosis in a shale gas reservoir. The authors found that
the tracer partitioning coefficient had a considerably greater
influence on fracture volume calculation than the tracer
adsorption rate. As a result, the tracer adsorption effect on
fracture volume calculations is dismissed, and the partition-
ing coefficient is the most important factor for tracer selec-
tion in fracture volume diagnosis. Based on the tracer data,
the increase of the tracer partitioning coefficient will
improve the accuracy of the estimated swept volume. [26]
proposed a new numerical simulation method for analyzing
chemical tracer data to help in estimating connectivity
between the wellbore and the open connected fractures. As
the fracture pressure falls during flowback, the induced
unpropped (IU) fracture will close over time, causing the
tracer to remain in the reservoir and the fractures. Based
on the tracer response curve (TRC), it is clear that the IU
fracture closure has a significant impact on the recovery of
the tracer. The multiple peaks in the TRC can be explained
by the closure of IU fractures during flowback. Early peaks
in the production profile can be attributed to fracture closure
near the wellbore, while late time peaks are due to the flow-
back of tracers from fractures connected to the wellbore
through IU fractures. The area under the early time peak is
directly related to the sections of fractures that are well
hydraulically connected to the wellbore, while the area under
the later peaks is related to the part of the fracture connected
to the wellbore through IU fractures.

2.2. Fracture Diagnostics Using Fiber Optics. The use of fiber
optics in well stimulation treatments has increased recently.
The optical cable is deployed downhole, allowing for contin-
uous monitoring of the treatment. Depending on the appli-
cation, the cable installation can be temporary (coiled
tubing or wireline conveyed) or permanent (installed behind
the casing), and multiple sensors can be distributed along
with the cable Figure 2. DTS and DAS are the two most
common measuring techniques used with fiber optics. Mon-
itoring the acoustic and temperature-related activity from an
offset well-instrumented with a fiber optic cable in a multi-
well hydraulic fracture stimulation can provide valuable

Table 1: Tracers types and their characteristics modified after [19].

Tracer type Uses Advantages Disadvantages

Perforation
1 Understanding the effectiveness of

perforation.

1 The effectiveness of perforation
treatment.

2 Inflow attributes.
1 Tracer volume restrictions.

Emulsion
1 Interwell communication.

2 Determining the strength of the fracture.
3 Evaluating the flow patterns.

1 Completion and zonal purposes.
2 Migration of fracturing fluids.

1 Possibility for faulty
readings.

2 Tracer volume restrictions.
3 Short life period.

Controlled
release

1 Inflow assessment.
1 Long-term inflow monitoring.
2 Accurate representation of zonal

inflow.

1 Single-well
characterization.
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insight into fracture diagnostics for stimulated wells. Due to
the reservoir complexity, determining the optimal comple-
tion and stimulation design to enhance fracturing efficiency
and production performance in unconventional reservoirs
remains difficult. Unconventional fiber optic applications
have focused on fiber-based pressure gauges and cluster effi-
ciency calculations using near-wellbore DAS and DTS
obtained via permanent casing installations or DTS wireline
logs run after treatment [27–30]. Fiber optics technology has
been recognized as a potential option for establishing consis-
tent production profiles in unconventional wells [30]. Fiber
optics have brought new insights through real-time moni-
toring and integrated diagnostics in this aspect.

2.2.1. Distributed Temperature Sensing (DTS). DTS monitors
wells by measuring wellbore temperature fluctuations.
Whether gas, oil, or water enters the wellbore, a particular
heat signature will be generated [32]. DTS can also be used
for well integrity diagnostics. Fluid entering a wellbore can
be quantified; fluid leaving or entering from a nonproductive
zone can also be detected using temperature readings. Sierra
et al. [31] described the details of the data acquisition and
interpretation of the DTS results during fracturing treat-
ments. The temperature profile can be used to monitor the
cooling during injection and the warm-back during shut-in
Figure 3. The authors highlighted the advantages of the per-
manent installation of the cable. Furthermore, they sug-
gested the use of thermal tracers with faster interpretation
capabilities in situations when cables are installed in flow
paths. DTS has shown to be a successful method for injec-
tion/production allocation in unconventional wells. It can
be used to evaluate fluid distribution across several clusters
during fracturing stimulations and to monitor inflow distri-
bution along the horizontal producer using absolute temper-
ature data [33–35] and to track the distribution of inflows
along with the horizontal producer [36–38]. DTS has also
been used in assessing production from fractured wells dur-
ing production [39]. Holley et al. [40] described the specific
application of DTS in open hole packer completion for a
tight gas reservoir. With the challenge of low permeability
in tight gas reservoirs, the open hole completion is expected
to provide greater access to the reservoir. Based on the case
studies, the authors demonstrated the value of DTS monitor-

ing in providing insight into treatment effectiveness, the
number, the location of initiation of fractures, and postfrac-
ture crossflow. Yoshida et al. [41] developed a two-phase
linked wellbore and reservoir model that numerically simu-
lates temperature throughout the injection, warm-back, and
production phases. By using DTS data, they evaluated the
cluster efficiency for one stage during the warm-back time.
[38] established a black-oil thermal model that provides
the cluster efficiency for a horizontal well with multistage
fractures by evaluating DTS data during oil-water produc-
tion. Aljawad [42] showed that DTS could be used after acid
stimulation to identify a layered formation mineralogy.
Another issue addressed by DTS is zonal isolation. In most
cases, these reservoirs are accessed through multistage hori-
zontal wells where zonal isolation between different stages is
imperative. Several published case studies [36, 43–45] dem-
onstrate how DTS was able to diagnose a failure in isolation
in horizontal wells. DTS is useful for identifying communi-
cation between stages. During hydraulic fracture stimula-
tion, the entire well cools down to the last perforation
taking fluid [46].

2.2.2. Distributed Acoustic Sensing (DAS). This technology,
which is relatively recent in comparison to DTS, is based
on the measurement of the acoustic energy emitted during
the treatment [47]. DAS surveys record the acoustic activity
at various stages of the well’s life. These recordings can then
be used to provide information such as fluid and proppant
distributions for different perforation clusters along the well-
bore during stimulation [8]. DAS applications such as ball
tracking, injection/production profiling, cluster efficiency
evaluation, and interstage communication rely on signal
intensity in high-frequency bands [44, 48, 49]. DAS may also
be used to conduct time-lapse vertical seismic profiles
[50–52], to monitor microseismic events [53–55], and to
measure cross-well strain variations [56]. One of the most
important applications of DAS technology is the diagnosis
of multistage fracture treatment in horizontal wells [57].
DAS can also be used to conduct time-lapse vertical seismic
(VSP) profiles [50–52] and to monitor microseismic events
[53–55]. These findings have been used to quantify and esti-
mate the geometry of far-field hydraulic fractures. DAS can
provide production allocation estimates for specific types
of unconventional wells over the life cycle of the well [30,
58]. DTS can be utilized to determine stage isolation and
plug integrity during stimulation. It may also be used to
forecast production allocation during peak periods [59]. By
monitoring formation warmback after stimulation, DTS
data can also help to restrict the geometry of near-wellbore
fractures [30, 60]. DAS enabled the prediction of dominant
fractures locations to optimize and improve future treat-
ments [46, 57]. Compared to DTS, DAS has the advantage
of faster diagnosis of immediate changes in the flow [61].
Furthermore, the thermal conductivity of the tubular and
the fiber does not affect DAS measurements. [62] discussed
the application of real-time DAS measurement for fracturing
a horizontal well in tight sand. In gas-producing wells, suc-
cessful production profiling using DAS has been reported
by [30] presented DAS strain front analysis from hundreds
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Figure 1: Schematic of the general process for performing tracer
flowback in a multistage hydraulically fractured well modified
after [23].
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of stages across a range of completion systems, with the
results allowing for improved well azimuth techniques and
stage offsetting. DAS is frequently used to integrate with
other diagnostic tools, such as downhole pressure gauges.
DAS responses often indicate fluid communication between
current treatment stages and those previously stimulated,
and bottom hole pressure gauges provide the ability to deter-
mine how far the current stage may be propagating. Figure 4
shows the pressure response of the pressure gauge due to
several approaching stages (i.e., hydraulic connection).
Monitoring the acoustic, temperature, and strain-related
activity from an offset well-instrumented with a fiber optic
cable can provide valuable insight into fracture diagnostics
for stimulated wells. In unconventional reservoirs, DAS is
utilized in time-lapse VSP seismic monitoring [63]. One
challenge of DAS is the huge amount of data collected dur-
ing the measurements. The discovery of low-frequency
DAS (LF-DAS) of correlating fracture contacts from offset
completions has increased the industry’s use of fiber optics
[56, 64, 65]. Jin and Roy [56] showed the application of an
LF-DAS to monitor strain perturbation caused by hydraulic
fracture propagation at offset monitor wells. The authors
demonstrated the application of LF-DAS to monitor pro-

gressive strain perturbations caused by fracture propagation
during hydraulic stimulation of a plug and perf (PnP) well.
The spatial resolution of LF-DAS is limited by the system’s
gauge length configuration, which is generally more than a
meter to offer a suitable signal-to-noise ratio and signal qual-
ity. The vast majority of LF-DAS studies in unconventional
reservoirs have focused on strain changes at offset monitor
wells during stimulation. The present interpretation of LF-
DAS data is primarily concerned with mechanically induced
rock deformation (i.e., fracture opening/closing). In contrast,
LF-DAS signals are sensitive to both mechanical and ther-
mal strains. It is critical to measure the influence of temper-
ature changes on LF-DAS data [56].

DAS coupled with DTS has been used to evaluate com-
pletions parameters to save future expenses and improve
well plans by optimizing injection profiles during treatment.
[67] discussed the application of both techniques in a hori-
zontal tight gas well with multiple clusters and stages. The
measured data revealed that fracture initiation does not
occur in all the clusters. The number of clusters that receive
fluid is determined by stress interference and near-wellbore
and tortuosity friction. Using multiple short-duration tran-
sient DTS and DAS signals, generating clusters may be iden-
tified and production profiles can be created [68, 69].
Diversion treatments can be used in multistage fracturing
to ensure uniform distribution of the fracturing fluid and
proppant. Fiber optic measurements can also provide infor-
mation on the success of different treatments [43, 45, 57].
Fiber optics are generally much more expensive than other
diagnostic methods. Furthermore, the fluid and proppant
profiles are limited to near-wellbore measurements. How-
ever, the fiber optic glass crystals along the fiber make it ideal
to understand well conditions in real time and allow for
near-wellbore fracture quantification analysis. Jin et al. [58]
generated a production allocation profile across an entire
well using a combined inverted DTS transient temperature
signal and DAS flow-velocity data.

Although the mechanism behind fiber optics makes it
very effective for accessing the fracturing fluid taken by each
cluster, its ability to evaluate proppant distribution is still
under debate. Fluid transport is not the same as proppant
transport. Proppant has been shown to only reach a portion
of the induced fracture, which is dependent on many param-
eters including injection rate and fluid rheology [70]. In

(a) (b)

Figure 2: Installation of the optical cable (a) along the flow path (b) and behind the casing modified after [31].
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Figure 3: DTS measured temperature profile during injection and
shut-in, indicating the flow distribution across the stage modified
after [44].
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addition, simulations reveal a substantial heel bias in prop-
pant distribution in the majority of the stages [23, 71]. Fur-
thermore, DTS and DAS are unable to track the lateral
extension of the proppant. As a result, fiber optic monitoring
is ineffective for direct far-field mapping of the proppant
distribution.

2.3. Fracture Diagnostics Using Tiltmeters. When a hydraulic
fracture forms, the parting along the fracture causes defor-
mation. These deformations are measured as tilt fields and
can be utilized to diagnose fractures using inversion
methods (Figure 5). Surface tiltmeters can be used to deter-
mine the azimuth, dip, and complexity of a fracture. The
fracture dimensions can be determined using downhole
tiltmeters.

2.3.1. Surface Tiltmeters. The depth of the fracture, as
described by [17], was regarded as a major challenge for
the application of the surface tiltmeters. Initially, the limita-
tions were thought to be around 5,000 ft. However, recent
advancements, as mentioned by [73], have overcome these
challenges significantly, and measurements for depths
greater than 10,000 ft have been reported. The limitations
were attributed to the resolution of the instruments and
the noise in the background, which were solved using
improved instrumentation.

The data inversion process is an important aspect of tilt
field diagnosis. The mathematical geophysical inversion is
based on obtaining the best fit from the minimization of
the difference between the forward model predictions and
measured data. The residual error in the best fit can be rep-
resentative of secondary fractures [73]. This is an important
finding for the fracture diagnosis. One of the most distin-
guishing features of hydraulic fracturing in unconventional
reservoirs is the growth of complex fracture networks, differ-
ent from conventional treatments that create planar biwing
fractures are formed and unconventional reservoirs have
many intersecting nonplanar fractures. Furthermore, the
network can contain both natural and induced fractures.
The interaction of the hydraulic fracture with preexisting
rock-fabric heterogeneity, such as natural fractures, fissures,

or cleats, is usually linked with complexity. Understanding
and modeling the process of hydraulic-natural fracture
interactions is critical for explaining fracture complexity
and microseismic events seen during hydraulic fracturing
treatments, therefore correctly predicting fracture geometry
and, ultimately, reservoir production [7, 74–78]. Dahi-
Taleghani and Olson [79] developed a numerical model to
study the interactions between tensile fractures, induced
shear fractures, and preexisting natural fractures in multi-
stage hydraulic fracturing operations. The authors con-
cluded that the fracture complexity was controlled by the
geometry of the natural fractures, as well as the magnitudes,
directions, and anisotropy of the principal stresses. An
important application example for Eagle Ford shale forma-
tions has been discussed by [80] where an approach is
described for determining the fracture network growth.
They reported expanded steps in the geomechanical inver-
sion technique for determining the areal extent of the frac-
ture network. Similarly, [81] presented a case study for a
tight gas reservoir with a cluster of horizontal wells. They
found that the tiltmeter could monitor the fracture network
growth during synchronous fracturing across multiple wells.
[82] reported a new technique for assessing fracture com-
plexity using surface tiltmeters, in which three additional
parameters are specified to characterize the complexity in
shale, coalbed, and sandstones.

Another application that benefits from surface tiltmeter
diagnostics are reorientation refracturing [83–85]. The
direction of the maximum principal stress changes in
depleted reservoirs, causing fracture growth during refrac-
turing to occur in a different direction from the original frac-
ture. The change in the orientation of the fracture leads to
more reservoir contact. Since the tiltmeter can monitor the
azimuth of the fracture growth, the reorientation during
treatment, and the additional reservoir contacted can be
estimated.

2.3.2. Downhole Tiltmeters. Surface tiltmeters cannot pro-
vide information about the fracture dimensions because
the dimensions cannot be resolved using the fields when
the distance between the point of measurement and the
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Figure 4: Gauge pressure recordings showing the hydraulic connection between stages modified after [66].
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fracture is much larger than the fracture dimension. Down-
hole tiltmeter mapping is used to overcome this limitation.
Tiltmeters are installed in offset wells rather than on the sur-
face. The downhole tiltmeter and its implementation were
reported by [73]. The downhole tiltmeter’s fracture mapping
principle is similar to that of a surface tiltmeter. Deforma-
tion fields are generated as a result of the induced fractures
and are analyzed using inversion methods.

Figure 6 shows the influence of fracture length on defor-
mation magnitude. The downhole tiltmeter arrays were pre-
viously installed in an offset observation well. Later
advancements, however, were made to obtain data from
the treatment well itself using tiltmeters. Although downhole
tiltmeters are significantly more sensitive to fracture dimen-
sions than surface tiltmeters, they do not offer direct infor-
mation regarding proppant distribution [73]. As a result,
they are rarely the primary choice to infer propped fracture
geometries [84, 86] described the treatment well tiltmeters
concept. They presented case studies in which the fracture
height and width in deviated wellbores were measured in
real-time. However, the technique was limited to treatments
without proppants. Mayerhofer et al. [87] evaluated and
used downhole tiltmeters in the treatment well to map frac-
tures for propped treatments.

The ability to assess the vertical evolution of fracture-
induced stresses and quantify fracture height is an advantage
of downhole tiltmeters [88–92]. The tilt gradient displace-
ment is orthogonal to the direction of displacement and
can be used to identify how the rock formation is distorting
[93]. Tiltmeters are also subjected to external disturbance,
such as noise which can corrupt the data collected from
the tiltmeters and distort the data of the actual fracture
[94]. Surface tiltmeters are primarily used to determine frac-
ture azimuth, dip, and complexity whereas downhole tiltme-
ters are used to obtain fracture dimensions. Furthermore,
using the fracture mapping results, over a specified time
interval, a deformation map can be generated outlining
how the fracture network is formed and couple the results

with a specified forward model will allow for approximation
regarding the orientation of the fracture, the fracture vol-
ume, and the potential understanding of the fracture geom-
etry by an inversion process [95]. Inverse problems with
multiple solutions can be ill posed, and determining fracture
properties such as width and shape can be difficult if the tilt-
meters are located far away from the fracture plane [96].

2.4. Fracture Diagnostics Using Microseismic Monitoring.
This approach for fracture mapping is based on the mea-
surement of the seismic waves generated as a result of a
hydraulic fracturing treatment. Microseisms emit elastic
waves of two types: p waves (compressional) and s waves
(shear). The emissions are attributed to the changes in pore
pressure and stress during the treatment.

Microseismic monitoring is a common hydraulic frac-
turing surveillance technique that detects and records small
earthquakes caused by hydraulic stimulation using surface,
shallowly buried, or downhole geophones [97]. The magni-
tude and frequency of microseismic events are utilized to
assess the growth of hydraulic fractures. Microseismic mon-
itoring of a fracturing treatment yields information on frac-
ture length, height, azimuth, and location around the
wellbore [75]. According to [98], understanding fracture
networks and growth allows for a more efficient treatment.
Furthermore, tight reservoirs that have extremely low per-
meabilities will not be economical to recover, which is why
understanding fracture propagation is critical to economic
success [99].

The application of microseismic monitoring in modeling
in the Barnett Shale has been discussed by [100–103]
detailed the results of the stimulation treatment monitoring,
as well as the resulting fracture network and stimulated res-
ervoir volume (SRV) in the Sichuan shale. Accurate determi-
nation of far wellbore fracture geometry is an advantage of
this approach. As a result, diversion treatments aiming at
inducing far-field fracture complexity can also be monitored.
Waters et al. [104] discussed the use of real-time monitoring
for restimulation and far-wellbore diversion in Barnett
Shale. East et al. [105] reported the use of this technique
combined with net pressure analysis to monitor real-time
far-field diversion and modify the treatment to achieve high
complexity and maximum reservoir contact.

The data acquisition of the microseisms is an essential
aspect of this method. Initially, measurements were obtained
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Figure 5: Schematic of tilt fields generated from deformation
during fracturing modified after [72].
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using sensors installed downhole in an offset well. According
to [5], the observation is reliant on the ability of the forma-
tion to transmit acoustic energy. It is preferable to have the
measurements as close to the center of the fracture as possi-
ble. An offset well, on the other hand, may not be within the
visible limits; therefore, new observation wells might not be
desirable. Peyret et al. [106] discussed the possibility of mon-
itoring from the surface. The authors compared the surface
and downhole observations. They reported that by using
surface and shallow grid observations, they were able to
identify microseismic events with high accuracy. Similarly,
[107] compared the downhole deployment in the treatment
and offset wellbores. They discussed the triaxial borehole
seismic technique for monitoring treatment wells. The
authors reported that the treatment well monitoring system
was able to record more data compared to the remote obser-
vation well. This treatment well recording, however, could
only be done during the shut-in period following the injec-
tion treatment.

Recent advances in complex fracture modeling using
microseismicmodeling have enabled the prediction of fracture
propagation in unconventional reservoirs using sophisticated
models [75, 78, 108–110]. [111, 112] developed a fully coupled
flow and geomechanics model was to identify the poroelastic
behavior of multiphase fluid diffusivity and rock deformation
of interwell fracturing interference in Eagle Ford unconven-
tional reservoirs using the finite-element method (FEM) and
multifracture propagation using the displacement discontinu-
ity method. Nagel et al. [113] conducted studies on fracture
complexity using higher viscosity fracture fluids, different
proppant sizes, and natural fractures to investigate the interac-
tion between a single dominant vertical hydraulic fracture and
preexisting fracture networks.

Microseismic modeling is not without difficulties and
geophone placement, monitoring array, is critical in the
location selection of the monitoring array, how to deal with
noise, and determining the suitable velocity structure ([114].
The seismic signal received by geophones are typically very
weak and exhibit a low signal-to-noise ratio, introducing sig-
nificant uncertainty about the location of the events, which
is typically calculated by time separation of the P (primary)
wave and S (secondary) wave, and these wave signals can
also aid in rock formation identification [106]. The spatial
distribution of microseismicity reveals information on frac-
ture geometry and fracture development; however, it does
not provide detailed information about the fracturing pro-
cess, other than what is determined from the locations of
the microseismic events [115]. Furthermore, microseismic
measurements capture only a portion of the rock failure
events and the results can be easily biased by adopting inac-
curate velocity models. Moreover, this technique solely con-
siders seismic events associated with shear failure [114, 116],
without considering fluid and proppant transport. As a
result, this technique provides very limited information into
the propped fracture geometry, which is the primary factor
controlling the effectiveness of a hydraulic fracturing job.

2.5. Diagnostic Fracture Injection Tests (DFITs). Diagnostic
fracture injection tests (DFITs) basically comprise pump-

ing fluids into the subsurface formations to create a
hydraulic fracture whereby important data can be gathered
to help design hydraulic-fracturing treatments and charac-
terize the subject reservoir as well. Historically, DFITs in
conventional reservoirs focused on acquiring specific data
that are essentially required for the treatment design, i.e.,
leak-off coefficient values and fluid efficiencies [3, 117].
This role has been then extended to acquire more data
such as formation stresses, leak-off mechanisms, closure
pressure, and transmissibility that can be correlated to res-
ervoir permeability. More value was added to DFITs; when
it comes to unconventional reservoirs characterization, it is
found that most of the information obtained from such
tests are comparable to those gained from the traditional
pressure tests that are usually impractical to implement
in tight, unconventional reservoirs [118]. Therefore, DFITs
are recently employed to get an analyzable pressure
response from such tight formations and characterize its
in situ stresses.

DFITs are pump-in treatments in which small volumes
of slick-water (usually KCl water) are pumped at constant
low rates for a short time, creating a small fracture after
exceeding the formation breakdown pressure [119]. After
pumping for a certain time, the well is shut-in, and the pres-
sure starts to fall off. After the well shut-in, the collected
pressure transient data (PTA) are analyzed to identify the
fracture closure pressure that is typically considered the for-
mation minimum horizontal stress (Shmin). Figure 7 shows
a typical bottom-hole pressure vs. time profile for the DFIT
test.

2.5.1. Common Data Acquisition Issues. There are some
common issues associated with DFITs either in the data
acquisition stage or the analysis process. Regarding the
data acquisition process, Newtonian, nonwall-building
fluid should be used while pumping the treatment to get
some other properties of the reservoir from the test. On
the other hand, the after-closure pressure gradient can be
disrupted, and the formation flow capacity can be masked
in case of using gelled or other non-Newtonian fluids.
While dealing with low-permeability formations, DFITs
should be conducted as a pulse test which will not allow
the superposition of multiple injections to have a valid
analysis. In other words, if the first treatment is not
pumped properly, there will be no point in injecting a sec-
ond immediate attempt because the reservoir conditions
have been altered by the first treatment. In such a condi-
tion, it is recommended to wait for a sufficient time for
the reservoir to dissipate the pressure transient and reach
unperturbed conditions [118].

Another common acquisition issue is not recording the
falloff data for enough time. Depending on the type of the
reservoir, the falloff recording period would differ but gener-
ally, it would be longer than the period that the pumping
equipment could be available on site. After the pumping
equipment move, the pumping gauges are usually replaced
by secondary gauges to record the pressure. However, being
calibrated in a different way than the primary pumping
gauges, the secondary gauges could cause a difference in
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the readings which in turn affects the pressure derivatives
and slopes [118, 121]. This may lead to false interpretation
results while analyzing the recorded data. Generally, the
pressure gauges should be adjusted in the way that it is
highly sensitive and only reflects the response of the fracture
and the formation.

2.5.2. DFIT Data Analysis. DFIT pressure data after shut-in
can be categorized into two main groups: before and after
the fracture closure (closure pressure). Nolte (1979, 1986,
1988) pioneered the before closure analysis (BCA) by intro-
ducing a dimensionless function called “G-function” that
represents the elapsed time after shut-in normalized to the
fracture extension duration. The G-function concept was
developed based on Carter’s (1957) leak-off model and the
material balance to build his approach for interpreting the
data to get the fracture closure pressure, fluid efficiency,
and fluids leak-off coefficients. In 1987, Castillo used the
developed G-function to introduce a plot of the pressure
vs. the G-function. In this plot, it is expected that the pres-
sure data would form a straight line before deviation at the
closure pressure. Often, pressure vs. G-function plot yields
plots with multiple inflection points that interpret the pres-
sure data difficult to identify the closure pressure. This can
be attributed to nonideal leak-off behavior conditions, espe-
cially with unconventional reservoirs. [122] introduced two
other plots including the first derivative (dP/dG) and diag-
nostic derivative of the G-function (GdP/dG) vs. the G
-function. For the latter type, the (GdP/dG) should yield a
straight line passing through the origin before deviation at
the closure pressure. The conventional analysis of the DFIT
pressure decline data is ideally valid under some assump-
tions and simplifications that could introduce some errors
when they are violated. Some of these assumptions are as
follows:

(i) Isotropic and homogenous reservoir

(ii) Incompressible fracturing fluid

(iii) Symmetric biwing fracture geometry

(iv) Constant fracture height

(v) Fracture growth stops immediately when pumping
is stopped

(vi) During DFIT, continuous stable fracture propaga-
tion is attained

(vii) Constant pressure injection of a power law fluid

(viii) Complete (unobstructed) closure of the fracture

(ix) Constant fracture compliance (or stiffness) during
closure

2.5.3. Challenges with DFIT Data Analysis in Unconventional
Reservoirs. Being petrophysical complex systems, variations
in the DFIT pressure decline behavior in the unconventional
reservoirs compared to the conventional ones. In the case of
unconventional reservoirs, it is not common to have such
symmetric biwing fractures. Also, the fracture extension
does not necessarily stop after pumping because of the accu-
mulated pressure in the fracture during injection that may
be released after pumping. This accumulation may occur
due to the low fluids leak-off and the extremely low matrix
permeability [120]. Consequently, the implementation of
the DIFT pressure decline based on the standard assump-
tions makes it susceptible to noticeable errors in the inter-
pretation of the fracture closure pressure and the
formation properties as well.

For such nonideal leak-off behaviors with unconven-
tional reservoirs, Barree et al. [123] introduced signature G
-function plots considering different nonideal leak-off cases
such as pressure-dependent leak-off, fracture tip extension,
closing of secondary transverse fractures, and fracture height
recession.

For unconventional reservoirs, it is common to have
continued fracture extension or natural fracture activation.
This is due to the stored pressure in the fracture, as a result
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of extremely low leak-off coefficient for such reservoirs, dur-
ing injection that tends to be redistributed toward the frac-
ture tip and may cause fracture extension. Such extension
may increase the fluid loss rate in such cases and can be
observed as a steeper slope of the G-plot compared to the
constant leaking-off area cases. Such considerations should
be considered during the estimation of the fluid loss param-
eters using basic pressure decline analysis.

McClure et al. [124] investigated the fracture closure
behavior using numerical simulation and concluded that
the application of the conventional G-function diagnostic
plot (the tangent line technique) underestimates the closure
pressure. Therefore, they introduced another approach
called the “compliance method” for interpreting the DFIT
data to identify the closure pressure on the G-function plot
at the point at which the fracture stiffness starts to increase.
The fracture compliance can be defined as the derivative of
fracture closure with respect to effective normal stress or
pressure [125]. The fracture compliance is equal to the recip-
rocal of the fracture stiffness. This method is based on
understanding how fracture stiffness (compliance as well)
change due to fracture closure.

Another fracture model was then introduced by [126] to
investigate the behavior of the fracture closure. They con-
firmed the observation of McClure et al. [124] which states
that the fracture closure pressure may be underestimated
when the DFIT data are interpreted using the tangent line
method, and they recommended the compliance method as
a more reliable approach. However, closes from its edges to
the center in a progressive way, the fracture compliance
keeps changing since it does not close all at once [119]. In
such a case, the fracture closure pressure interpreted using
this method might be larger than the minimum principal
stress. Wang and Sharma [127] proposed the “variable com-
pliance method,” and they suggested to pick an average of
the dimensionless G-time of the tangent line method and
compliance method as a reliable way for estimating the min-
imum in situ stress when a concave pressure derivative
exists.

Generally, after conducting DFITs, the collected data are
then analyzed to characterize the reservoir. Fracture closure
pressure is one of the main objectives of such analysis to
optimize the hydraulic fracturing treatment and its execu-
tion as well. Different analytical methods are commonly
used for determining the closure pressure such as G-func-
tion plot, G‐dP/dG plot, and square-root of time approach,
and fracture compliance method. However, one of the main
issues associated with the data analysis process is the pres-
sure curve interpretation especially in the case of unconven-
tional reservoirs. Solid experience and good understating of
the process is an essential requirement for identifying the
straight-line sections for plotting slopes. Being solely based
on human decision, such analysis is more likely to be subjec-
tive. Therefore, such analysis is very critical, and it might be
sometimes biased by the human interpreter’s understanding
of the process and the formation properties [128].

2.5.4. Machine Learning (ML) Applications. Given such crit-
icality and importance of accurate fracture closure pressure

makes it is worthwhile for continued improvements for the
followed analysis techniques to reduce the subjectivity of
the analysis. Therefore, new approaches were introduced to
implement the machine learning approaches to help analyze
the DFIT data and identify the fracture closure pressure
more accurately. Such machine learning-based approaches
are recently supported by the availability of a huge amount
of data besides the powerful capabilities of computers now-
adays. Such models basically learn from the patterns
observed in the input data to create the optimized network
that can accurately predict the desired output, i.e., the frac-
ture closure pressure. Having such models does not mean
replacing the existing analytical methods but it could help
identify the different fracture properties, i.e., fracture closure
pressure.

Nande [128] introduced a new model to predict the frac-
ture closure pressure (Pc) using a supervised learning tech-
nique: artificial neural network (ANN). The proposed
model was developed based on field data measured during in
situ minifrac tests, from several wells within the same field.
Linear regression and multilayer perceptron (MLP) algo-
rithms were also presented as viable ML approaches to predict
Pc based on field DFIT test results [129]. For such approaches,
the data collected from the field tests, i.e., DFIT and mini-frac
test, were analyzed carefully using different analytical tech-
niques, i.e., G-function and the squared-time plot, to assure
the accuracy of the interpreted Pc values before being fed as
output features for the ML models [128, 130].

Moreover, the ML applications are extended to detect
the fracture hits at offset monitoring wells based on optical
fiber-based distributed acoustic sensors (DAS) signals [58].
The developed model fitted the manually picked fracture hits
using ANN to eventually result in fracture-hit probability in
unconventional reservoirs. ML approaches could also help
boost the event detection accuracy upon microseismic mon-
itoring for hydraulic fracturing. Zhang et al. [131] developed
a neural-network-based microseismic event detection model
combined with a convolutional neural network (CNN), long
short-term memory (LSTM), and a probability inference.
The model was able to improve the efficiency of real-time
microseismic monitoring significantly even in case of poor
signal-to-noise ratio (SNR). Generally, it should be
highlighted that the larger the field data available for devel-
oping such ML models are, the better the expected reliability
and robustness of such models are for interpreting fracture
diagnostic data with accepted accuracy. This in turn could
help overcome the limitation of the subjectivity and personal
biases and avoid misleading conclusions.

3. Comparative Analysis

Different fracture diagnosis techniques have been success-
fully applied to fracture treatment. However, each of them
has certain advantages and disadvantages. Depending on
the quality and type of information required for treatment,
appropriate techniques should be evaluated and used. Anal-
yses of the fracture diagnostic methods have also been per-
formed previously [5, 17, 132, 133]. These studies have
detailedly compared the characteristics and limitations of
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the techniques for fracture dimensions, azimuth, and dip.
For unconventional reservoirs, the fracture growth is not a
planar fracture, but a complex fracture network. Therefore,
in the case of unconventional reservoirs, it is necessary to
characterize the complexity of the fracture. Warpinski et al.
[11] compared different techniques, including the parame-
ters of fracture complexity and multistage effectiveness and
isolation. Table 2 presents a similar summary, comparing
different diagnostic methods and their applicability to deter-
mine the important parameters of different stimulation
treatments.

Through this analysis, it is obvious that no single diag-
nostic provides enough information to fully understand
and optimize fracturing. Therefore, the combined applica-
tion of multiple diagnostic methods may be the most appro-
priate strategy to characterize the fracturing treatment.

4. Integration of Different Diagnostic Methods

[134] presented an example of integrating different diagnos-
tic methods. The authors reported a case study in which
DTS technology and microseismic mapping were used for
the diagnosis of shale fractures. The limitation of microseis-
mic mapping in resolving the near-wellbore fluid distribu-
tion is highlighted. In the case of multiple clusters, it can
be assumed that the distribution of fluids among all clusters
is equal. However, due to factors such as near-hole friction,
in situ stress heterogeneity, and stress interference, all clus-
ters might not receive fluid and fracture initiation might

not occur in all clusters. The assumption of equal distribu-
tion can lead to misunderstandings about microseismic
events. The real-time fluid distribution monitoring using
DTS can provide a better near-wellbore resolution and thus
can provide more accurate information about fracture initi-
ation. Examples of fluid entry through perforations, flow
behind casing, fault reactivation, and stage isolation high-
light the benefits of applying DTS and microseismic map-
ping at the same time.

Holley et al. [40] combined microseismic mapping and
DTS to diagnose hydraulic fracturing networks. Microseis-
mic usually cannot capture near-well fractures and reservoir
conditions, while DTS can only obtain information from
near-well formations. The integration of these two methods
can provide real-time and comprehensive monitoring of
hydraulic fracturing operations, as well as interpretation
and analysis after fracturing. In addition, these two fracture
diagnosis tools are linked with production log data to obtain
accurate flow distribution results.

McCullagh et al. [135] discussed the application of the
microseismic data to improve the results obtained through
the DTS surveys for Eagle Ford shale. The far-field informa-
tion obtained from the microseismic data is used to calibrate
the fluid distribution and related thermal models to accu-
rately determine fluid distribution.

The application of the microseismic mapping of the frac-
turing treatment in the Biyang shale in China was discussed
by Yang et al. [136]. In an attempt to improve the accuracy
of the estimated SRV, they used a reservoir model based on

Table 2: Application of fracture diagnostics for characterizing fracture parameters.

Parameter High applicability Limited applicability

Created length
Surface microseismic

Downhole
microseismic

Tiltmeter
When installed downhole can measure created length; the observation well monitoring should be

within three times the fracture length

Height

Downhole
microseismic

Surface tiltmeter
Downhole tiltmeters

DTS
Data acquired during and after treatment; applicable to the vertically oriented wellbore

Width Downhole tiltmeter
DAS

Diagnostic DAS data combined with fracture model to estimate fracture growth

Complexity Surface tiltmeter
Pressure diagnostics

Net pressure data and minifrac decline can also give estimates of fracture complexity when the
maximum stress is known

Cluster
efficiency

DTS
DAS

Proppant tracers
Information obtained posttreatment; real-time diagnosis cannot be performed to modify the

treatment on-the-fly

Azimuth

Surface tiltmeter
Surface microseismic

Downhole
microseismic

DAS/DTS
Provides estimates of fracture azimuth when employed in the offset well

Proppant
distribution

RA tracers
HTNCC proppants
EM-based detectable

proppants

DTS/DAS
Provides an estimate of proppant distribution in multiple fractures from different clusters

assuming relative fluid and relative proppant distribution are the same

Asymmetry
Surface microseismic

Downhole
microseismic

Surface tiltmeter
The tiltmeter arrays should be in proximity to the propagating fracture
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geological logs and well log data. Based on the model, the
areas with high probability and low probability of forming
fractures in the near-wellbore area are determined. When
the uncertainty is high, model-based indexing is used to fil-
ter the microseismic monitoring data.

The combined application of surface and downhole
microseismic monitoring along with surface tiltmeters to
monitor the fracturing treatment in Eagle Ford shale was
described by [137]. The purpose of the monitoring was
to determine the SRV and the fracture network geometry.
The results of each of the diagnostic led to a more conclu-
sive interpretation. The tiltmeter results showed the hori-
zontal fractures dominate the near-wellbore fracture
network. The difference in microseismic activity between
the early and late periods was observed. The comprehen-
sive interpretation of surface and downhole microseismic
events refutes the assumptions of observation bias and
background noise and points out that changes in geome-
chanical properties are possible causes. To determine the
advantages of the combined application of tiltmeters and
microseismic monitoring, [138] described the hybrid
downhole tiltmeter and microseismic array. The authors
also discussed the method for the inversion of the
acquired data.

As a cost-saving advantage, it is mentioned that a single
well is used to monitor and obtain a single result instead of
two separate results. The literature also describes the appli-
cation of various diagnostic methods, including RA tracers
and chemical tracers [14]; [10], demonstrating the advan-
tages of integrated fracture diagnosis.

Rate transient analysis (RTA) and pressure transient
analysis (PTA) are indirect methods that can be used for
fracture diagnostics and estimate the fracture and formation
parameters. RTA has been used to estimate the stimulated
surface area in many multistage fractured horizontal wells.
Different authors combined the chemical tracer analysis
with RTA to convert the producing SRV for the whole well
to SRV for each stage. This combination helps to allocate
the production at the stage level, in addition, to investigate
the fracture operations for each stage [139]. Lately, PTA
was conducted in readily available fall-off data after each
stage completion to estimate the created SRV during the
fracturing process. This method provides a free and real-
time investigation method to estimate the fracture geometry
and a measure of completion efficiency [140, 141]. However,
the results from these techniques are still under debate and
open more room for research.

5. Conclusions

(i) Individual methods have limitations preventing a
thorough characterization of the fracture network
created. Using multiple diagnostic techniques (pres-
sure diagnostics, microdeformation monitoring,
microseismic monitoring, DTS/DAS fiber optics,
and tracers) at the same time might result in syner-
gies, leading to a more informative fracture
description

(ii) When utilized for diagnostic design and interpreta-
tion, advanced mathematical modeling can be use-
ful. Data inversion for fracture asymmetry from
surface tiltmeter monitoring, reservoir geomechani-
cal model for complementing mitigating uncer-
tainties in microseismic monitoring, and DTS
inversion for real-time fluid distribution monitoring
are some examples

(iii) DFIT is one of the common fracture diagnostic
tools. However, its results might be biased by the
human interpreter’s understanding of the process
and the formation properties

(iv) The main issue associated with the data analysis
process is the pressure curve interpretation espe-
cially in the case of unconventional reservoirs due
to the complex fracture matrix created and the asso-
ciated nonideal leak-off behavior. Therefore, solid
experience and good understating of the process is
an essential requirement for identifying the fracture
closure pressure accurately. Such an issue can be
quietly resolved by implementing more than one
technique while interpreting the pressure decline
data to confirm the value of the interpreted

(v) AI and machine learning can play a significant role
in the digital transformation of the oil and gas
industry which includes the improvement of preex-
isting diagnostic techniques by overcoming previ-
ous limitations by utilizing the wealth of data
available from field operations

(vi) The automation of the operations using intelligent
methods that exist in AI can lead to dramatically
reduce the costs incurred by the personnel and
equipment in the field operations, hence improving
the economics of the service providers
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The development and utilization of coalbed methane is of great significance to reduce carbon dioxide emission. Through the
research, this paper presents a fast analytical solution method for the productivity of coalbed methane reservoir with finite-
conductivity fractured well and stimulated reservoir volume region. Based on the dual-porosity flowing mechanism, combined
with the Langmuir adsorb equation, Fick diffusion law, and Darcy law, a mathematical model considering diffusion in matrix
and transport in natural fracture system is established, using spherical matrix to describe the transient steady-state sorption,
and using cubic matrix to describe the pseudosteady-state sorption. Then, combined with the inner system and outer system,
the analytical solution was obtained. Furthermore, the accuracy of the solution was validated against a numerical simulation.
According to the Duhamel principle, the effect of wellbore storage and skin factor was got. Due to the SRV region, the linear
flow and radial flow will appear before the pressure wave reach the outer region. And then, based on the pressure analysis
result, we will have made the sensitivity analysis with different influence parameter. The result reveals that storage coefficient
and conductivity factor mainly influence the early time; the permeability ratio and dimensionless SRV region radius mainly
influence the property of SRV region. Finally, the analytical solution of the new model was applied to field history match. This
model takes into account the adsorption and desorption characteristics of coalbed methane, as well as the SRV zones generated
during fracturing. The calculation speed of the new model is increased while the calculation accuracy is retained, and the
intensity of software application is reached. The model achieves the purpose of rapid evaluation and accurate prediction of gas
well productivity and obtains a set of productivity evaluation method suitable for coalbed methane reservoir with fractured
vertical well, which provides a basis for the development and productivity evaluation of coalbed methane reservoir in domestic
and international cooperation.

1. Introduction

Coalbed methane refers to methane gas in coal seams. There
are two main ways of occurrence of coalbed methane in coal
seams: free and adsorption. The existence form of free gas is
the same as conventional gas reservoir. Adsorbed gas is
adsorbed in the matrix of coal seam in a dynamic equilib-
rium way. In the process of exploitation, with the decline
of formation pressure, the adsorbed gas is gradually resolved
from the adsorbed state and becomes free gas. Therefore,
when analyzing the pressure change in coal seam, the
desorption of adsorbed gas and the migration of free gas
must be considered [1, 2].

The main method to develop the coalbed methane was
stimulated reservoir volume (SRV) and hydraulic fractured.
Due to the fragility of coal seam, with the fracturing fluid
injected in to the formation, it will crush the coal around
the injection point. Based on this process, the seepage envi-
ronment around the injection point has been changed. Espe-
cially the stimulated reservoir volume, its purpose was
improving the seepage environment around the injection
point. With the fracture width decrease and effective length
increase, we cannot ignore the fracture conductivity. So, it
is necessary to establish the new model that has the different
seepage environment in the inner region and outer region
with the finite-conductivity fracture.
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The pressure analysis model and productivity analytical
solution model of coalbed methane are based on the classical
dual-porosity model of conventional gas reservoirs proposed
by Warren-Root’s regular hexahedron model (1963) [3], De
Swaan-A’ spherical model (1976) [4], and Kazemi’s stick
model (1992) [5]. In the Laplace space, production multi-
plied by the pressure is equal to the image variable of Laplace
transformation. So, mathematically, pressure analysis is
actually productivity analysis [6, 7]. At present, the main
means of pressure analysis and productivity evaluation are
numerical simulation and analytical solution simulation
[7–9]. Anbarci et al. introduced Langmuir isothermal
adsorption equation to describe the desorption process of
adsorbed gas in coalbed methane reservoir and introduced
Fick diffusion law to describe the diffusion process of free
gas in matrix [1]. For the fractured well, Gringarten et al.
[10] studied the pressure performance during the produc-
tion process and type curve analysis. In their model, the
gas reservoirs are averaged, and the hydraulic fracture is
the infinite-conductivity fracture. However, for the soft res-
ervoir of coalbed methane, the attribute of the reservoir is
nonmean, fracture conductivity is often small, and its con-
ductivity factor cannot reach the magnitude of infinite con-
ductivity. To solve this problem, Cinco-Ley et al. [11, 12]
developed a semianalytical solution. In terms of production
prediction, Clarkson et al. [13] presented typical production
curves for fractured vertical wells and staged fractured hori-
zontal wells in coalbed methane reservoirs. Zhao et al. [14]
use the composite model to discuss the infinite-
conductivity fracture with SRV region in coalbed methane
and get the pressure behavior in the button hole. Wang
et al. [15] use the semianalytical simulation to calculate the
production rate with complex fracture network and stress-
sensitive conductivity. [16] use source and Green’s function
to establish framework model for complex fracture network.
Huang [17] using the point source function and pressure
superposition theory gained the mathematical model of pro-
duction decline. Zhu [18] proposed an automatic segmenta-
tion trend tracking model for the CBM production forecast.
His work based on the production data and is more robust
for the complex production condition. Yan et al. [19] gained
the semianalytical mathematical model that considers the
self-regulating effects of coal reservoirs. Jiang et al. [20] stud-
ied the unsteady productivity model of multilateral horizon-
tal wells based on point source function. The stress
sensitivity effect is considered in the model. Wu et al. [21]
studied the pressure performance of multistage fractured
horizontal well with the rectangular SRV region and
adsorbed gas. Shang et al. [22] studied the gas-water two-
phase flow in coalbed with single layer and multilayer. The
influence of coal seam pressure difference on single well pro-
duction is demonstrated. Tian et al. [23] studied the flow
characteristics of horizontal well with multiple fracture
wings. The semianalytical solution model of horizontal well
with multiple fracture wings is established, and the flow
stage of the model is defined. The influencing factors of pro-
duction capacity are evaluated.

Most of the above literature cannot completely describe
the model with all factor. Especially the stimulated reservoir

volume in coal seam, very few people work with it. However,
the elastic modulus of coal seam is small, and natural frac-
tures are developed in coal seam, even hydraulic fracturing
always generates a network fracture around the well, not to
mention stimulated reservoir volume. On the other hand,
with the fracture width decrease and length increase, we can-
not ignore the fracture conductivity. So, SRV model with the
finite-conductivity fracture in the coalbed was the important
model for the production; it is a suitable model for the really
geologic condition. In order to accurately describe the char-
acteristics of coalbed methane reservoirs, the purpose of this
paper is to establish a productivity evaluation model consid-
ering hydraulic fractures and SRV region.

A new mathematical model in this paper was established
and solved. The new model comprehensively considers the
desorption and adsorption effect of coalbed methane, the
diffusion process of matrix, and the conductivity of fracture.
Firstly, the transient steady-state, pseudosteady-state sorp-
tion, and diffusion models will be discussed in this specific
flow model. Secondly, the analytical results of the model
are verified by a commercial numerical simulator. The
degenerate model of the model is verified by the classical
model. Thirdly, the different diffusion models were analyzed.
There is different pressure performance with different flow
stage between the transient steady-state and pseudosteady-
state sorption and diffusion models. Finally, the new model
is used to analyze the bottom hole pressure and flow rate
of production wells in the southern Qinshui Basin, and the
calculated results are well fitted.

2. Mathematical Models and
Analytical Solutions

2.1. Methodology. In order to simplify the seepage model,
important assumptions need to be made:

(1) The reservoir is cylindrical; the producing well is
located in the center of the gas reservoir. The well
perforated throughout the reservoir

(2) The inner boundary has either constant pressure or
constant flow rate

(3) The reservoir has the cylindrical SRV region, using
the composite model to describe the reservoir, and
the inner region can be treated as the SRV region
caused by hydraulic fracturing (Figure 1)

(4) Gas is adsorbed in the matrix of coal seam under orig-
inal condition; as the development goes on, the gas
desorption from the matrix diffuses into the natural
fracture system, flows into the hydraulic fracture,
and eventually flows into the wellbore (Figure 2)

(5) Hydraulic fractures are finite-conductivity fracture
(Figure 3)

(6) The sorption and diffusion model of the matrix
divide into the unsteady state and pseudosteady
state, the unsteady state uses spherical matrix
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expressed and the pseudosteady state uses the cube
matrix expressed (Figure 4)

(7) The initial reservoir is uniform

(8) Skin effect and wellbore storage effect are not
negligible

2.2. Model Establishment and Solution. Anbarci and Ertekin
[1] proposed a coalbed methane reservoir seepage model
based on the conventional double-porosity model. However,
this model can only consider the mean gas reservoir, and its
hydraulic fractures are infinite-conductivity fractures. In this
article, fractured well with finite conductivity in coalbed with
stimulated reservoir volume region is discussed, using the
spherical matrix to describe the transient steady-state sorp-

tion and the cubic matrix to describe the pseudosteady-
state sorption.

2.3. Modeling Flow in the Nature Fracture. Different from
conventional gas reservoirs, free gas and desorbed adsorbed
gas flow together in coalbed methane reservoirs. This makes
the material balance equation become nonlinear equation.

The control equation in the nature fracture system in
SRV region:

1
r
∂
∂r

r
p1nf
μ1Z

∂p1nf
∂r

� �
=
ϕ1nf cgp1nf
k1nf Z

∂p1nf
∂t

+
pscT

k1nf Tsc

∂V1nf

∂t
:

ð1Þ

The control equation in the nature fracture system in
outer region:

1
r
∂
∂r

r
p2nf
μ2Z

∂p2nf
∂r

� �
=
ϕ2nf cgp2nf
k2nf Z

∂p2nf
∂t

+
pscT

k2nf Tsc

∂V2nf

∂t
:

ð2Þ

For a well with an infinite, closed, or constant pressure
boundary, we have

re

h

SRV regionHydraulic fracture Well

2xf

xf
rm

Figure 1: Reservoir model with SRV.

Nature fracture network Micropores
Coal grain

Diffusion in micropores Darcy flow in fractures
Flow in the nature fracture networkDesorption from a coal frame Flow in the fracture network 

Desorption from matrix

Figure 2: Desorption and diffusion in the matrix and Darcy flow in the fracture.

Fracture

Well

Figure 3: The flow rate distribution in the finite-conductivity
fracture.
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p2nf r, tð Þ
���
r⟶∞

= pi infinite boundary,

∂p2nf
∂r

����
r=re

= 0 closed boundary,

p2nf
���
r=re

= pi constant pressure boundary:

ð3Þ

The well was produced at constant flow rate:

k1nf h

μ1
r
∂p1
∂r

� �����
r⟶0

= qsc
ZpscT
p1nf Tsc

k2nf
ΛL2

: ð4Þ

At the junction between the SRV region and outer
region:

p1nf r, tð Þ
���
r=rm

= p2nf r, tð Þ
���
r=rm

,

p1nf
∂p1nf
∂r

����
r=rm

=
p1nf
M12

∂p2nf
∂r

����
r=rm

:

ð5Þ

The initial condition of natural fracture system:

p1nf r, 0ð Þ = p2nf r, 0ð Þ = pi: ð6Þ

According to Al-Hussainy et al. [24] and Agarwal [25],
the pseudopressure and pseudotime are defined as

ψ = 2
ðp
0

p
μZ

dp,

ta =
ðt
t0

1
μcg

dt:

ð7Þ

The dimensionless group is defined as follows:

tD =
k2nf ta
ΛL2

, ψ1nf D =
k2nf hTsc

pscT
Δψ1nf ,M12 =

k1nf
k2nf

, rmD

=
rm
Lf

, ω1 =
ϕ1μgict1

Λ
, rDm =

rm
Rm

, ω2 =
ϕ2μgict2

Λ
,

σ =
VLψL pnf

� �
ψL pnf

� �
+ ψ pnf

� �h i
ψL pnf

� �
+ ψ pið Þ

h i qscpscT
k2nf hTsc

, rD =
r
Lf

,

Λ =
ϕμctð Þ + 6k2nf h

qsc
 TSS,

ϕμctð Þ + 3k2nf h
qsc

 PSS,

8>>><
>>>:

 λ =

k2nf τ

ΛL2
 TSS,

k2nf τ

6ΛL2
 PSS,

8>><
>>:  τ =

R2
m

D
 TSS,

R2
m

π2D
 PSS:

8>><
>>:

ð8Þ

Sorption equation for transient steady state and pseudos-
teady state:

∂V
∂t

=
3D
Rm

∂V
∂rm

����
rm=Rm

for TSS, ð9Þ

∂V
∂t

=
6Dπ2

R2
m

VE −Vð Þfor PSS: ð10Þ

Combined with the diffusion equation, the control equa-
tion in the nature fracture system becomes as follows.

Inner boundary:

1
rD

∂
∂rD

rD
∂~ψ1nf

∂rD

� �
= f1 sð Þ~ψ1nf : ð11Þ

Outer boundary:

1
rD

∂
∂rD

rD
∂~ψ2nf

∂rD

� �
= f2 sð Þ~ψ2nf , ð12Þ

where

f1 sð Þ =

ω1s
M12

+
β1σ

λM12

ffiffiffiffiffi
λs

p
coth

ffiffiffiffiffi
λs

p� �
− 1

h i
 TSS,

ω1s
M12

+
β1
M12

σs
λs + 1

 PSS,

8>>><
>>>:

ð13Þ

f2 sð Þ =
ω2 +

β2σ

λ

ffiffiffiffiffi
λs

p
coth

ffiffiffiffiffi
λs

p� �
− 1

h i
 TSS,

ω2s + β2
σs

λs + 1
 PSS,

8>><
>>: ð14Þ

β1 = 1 − ω1 − ω2ð Þ 1 − ϕ1ð Þ, ð15Þ
β2 = 1 − ω1 − ω2ð Þ 1 − ϕ2ð Þ: ð16Þ

Through Equations (13) and (14), combined with the
definite condition, we can get the solution as follows:

(a) (b)

Figure 4: Unsteady-state (a) and pseudosteady-state (b) sorption/diffusion.
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~ψ1nf = A1I0
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
rD

� �
+ B1K0

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
rD

� �
,

~ψ2nf = A2I0
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þ

p
rD

� �
+ B2K0

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þ

p
rD

� �
:

ð17Þ
We want to get the pressure performance at bottle hole.

So, combining with the inner boundary condition and inter-
face condition, we can get the A1 and B1.

In the infinitely boundary:

In the closed boundary and constant pressure boundary,
it has the same B1 with the infinitely boundary, the A1 as

A1 = B1

K0
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

rmD

� �
+ ε

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

K1
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

rmD

� �
ε

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

I1
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

rmD

� �
− I0

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

rmD

� � , ð19Þ

where

ε =
M12 ηI0

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

rmD

� �
+ K0

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

rmD

� �� �
η

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

I1
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

rmD

� �
−

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

K1
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

rmD

� � ,

ηcb =
K1

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

reD
� �

I1
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

reD
� � :

ð20Þ

The constant pressure boundary has the same theory
with the closed boundary, only different with η:

ηcpb = −
K0

ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

reD
� �

I0
ffiffiffiffiffiffiffiffiffiffi
f2 sð Þp

reD
� � : ð21Þ

Generally, we can get the solution for the nature fracture
system as

~ψ1nf =
pscTqsc
Tsck1nf h

K0
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
rD

� �
+ΩI0

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
rD

� �� �
:

ð22Þ

According to the dimensionless group,

~ψ1Dnf =
ð1
−1

1
M12

~qDnf K0
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
rD

� �
+ΩI0

ffiffiffiffiffiffiffiffiffiffi
f1 sð Þ

p
rD

� �� �
drD,

ð23Þ

where

B1 = qsc
pscTk2nf

TscΛL
2k1nf h

,

A1 = B1

M12
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

K1
ffiffiffiffiffiffiffiffiffiffi
f1 sð Þp

rmD

� �
K0

ffiffiffiffiffiffiffiffiffiffi
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� �
−
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� �
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ð18Þ
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ffiffiffiffiffiffiffiffiffiffi
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� �
K0
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� �
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� �
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������
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8>>>>>>>><
>>>>>>>>:

ð24Þ
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2.4. The Model Flow in the Hydraulic Fracture. In a similar
way to Equation (23), we can get the control equation in
the hydraulic fracture. In the finite-conductivity fracture,
the ~qDnf ðsÞ was different with different place in the hydraulic
fracture (Figure 3).

∂2~ψDnf

∂x2D
+

2
CfD

∂~ψD

∂yD

�����
yD=0

= 0 0 < xD < 1, ð25Þ

~qDhf xD, sð Þ = −
2
π

∂~ψD

∂yD

����
yD=0

, ð26Þ

∂~ψf D

∂xD

����
xD=0

= −
π

sCfD
: ð27Þ

Through Equations (25), (26), and (27), we can get

~ψwD − ~ψDnf xD, yD = 0, sð Þ = π

sCfD
xD − s

ðxD
0

ðη
0
�qDhf dxDdη

� 	
:

ð28Þ

Dispersing Equation (28) according to Figure 5,

XD1 XD2 XD3 XDj

XD1 XD2 XD3 XD4 XDn XDn+1

Figure 5: Disperse the finite-conductivity fracture.

∆p =
n

p
q

j=1

q1

q2

pi

+

+

t2t1 t

q3

∆pq3 = (q3– q2)pD(t–t2)

∆pq2 = (q2– q1)pD(t–t1)

∆pq1 = (q1pD(t)

∑(qj – q
j-1)pD(t–tj-1)

Figure 6: The process of Duhamel convolution.

Material balance equation

Analytical solution model

Production rate

Mean formation pressure

Normalized pseudo time,tpn

Dimensionless time,tDn

Dimensionless pressure,pD

Duhamel convolution

Dimensionless bottom hole flow pressure,pwD

Standardized dimensionless bottomhole 
pseudo-flow pressure,ppnwf

Bottom hole flowing pressure,pwf

Figure 7: The Duhamel convolution is used to obtain pressure.

Material balance equation

Analytical solution model

Production rate

Mean formation pressure

Standardize pseudo time and pressure, tpn & ppn

Dimensionless time, tDn

Dimensionless Production rate, qD

Duhamel Convolution

Dimensionless bottomhole production, qwD

Production rate

Exit

Error > standard error

Figure 8: The Duhamel convolution is used to obtain production
rate.

Table 1: The basic data to verify the result.

τ = 328990 hr rw = 0:5 ft
μ = 0:01082 cp c = 0:002234 psia−1

T = 530 R z = 0:9404
qsc = 0:2MMscf/d VL = 18:632 scf/ft3

pic = 447:7 psia k = 26md
φ = 0:01 h = 6 ft
xf = 100 ft PL = 167:58 psi
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~ψwD −
1
2
〠
n

i=1
~qfDi

ðxDi+1
xDi

K0 �xDj + ξ
�� �� ffiffiffiffiffiffiffiffi

f sð Þ
p� �

+ K0 �xDj − ξ
�� �� ffiffiffiffiffiffiffiffi

f sð Þ
p� �h i

dξ +

π

CfD
〠
j

i=1
~qfDi 0:5ΔxD

2 + ΔxD �xDj − iΔxD

 �� 

+ ~qfDj
ΔxD

2

8

( )
2
666664

3
777775

=
π

sCfD
xD:

ð29Þ

In the Laplace space, the sum of all the flow rate in every
part is 1/s:

Δx〠
n

k=1
~qDhf k sð Þ = 1

s
: ð30Þ

To obtain the solution including wellbore storage and
skin effect, we need the relationship given as

~ψwD =
1

s2CD + s/ s~ψwD sð Þ + Sk½ � : ð31Þ

2.5. History Matching and Duhamel Convolution. In the pro-
cess of solving the theoretical analytical solution, it is neces-
sary to assume that the inner boundary condition is constant
to obtain the particular solution of the analytical solution.
But in the actual production process, because of the influ-
ence of production conditions, the output and pressure are
generally changed. Duhamel convolution is required to
superimpose varying production or pressure. Theoretical
analytical solutions under variable yield and pressure can
be obtained. The theoretical analytical solution is fitted with
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Figure 9: The comparison between classical literature and commercial numerical simulator.

1

10

100

1000

10000

100000

1.00E-01 1.00E+01 1.00E+03 1.00E+05 1.00E+07 1.00E+09

tD/CD

Closed

Infinite

Constant
Pressure 

1 2 3 4 5 6 7

Ψ
w

D
,Ψ

’ w
D

 t D
/C

D

Figure 10: Flow stage divided for rectangle coal reservoirs.

Table 2: The basic data of the curves.

Φ1 = 0:2 ω1 = 0:5 M12 = 10 rmd = 10
Φ2 = 0:1 ω2 = 0:1 sk = 1 λ = 1000
Cfd = 10π CD = 0:0001 red = 60 σ = 100
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the actual production data. On the basis of fitting, the pro-
ductivity evaluation and production forecast of gas well are
finally realized (Figure 6).

The principle of variable pressure yield calculation or
variable pressure yield calculation is similar; the only differ-
ence is that in variable pressure yield calculation, as the yield
is unknown, it is necessary to assume a yield to calculate the
average pressure, and the final output needs to be calculated
iteratively (Figures 7 and 8).

2.6. Model Verification. Due to the complexity of the model
considered in this paper, there is no classical literature to com-
pare. On the one hand, the model presented in this paper is
reduced to a simpler mean value and infinite diversion frac-
ture model for comparison with Anbarci’s work (1992). For
comparison purposes, we set a large enough fracture conduc-
tivity factor and same permeability with inner and outer
region. On the other hand, a commercial simulator
(UNCONG) [26] is used to build the model same with Anbar-
ci’s work, and the analytical solution results in this paper are
compared with those in a commercial numerical simulator.
Basic data from Anbarci’s paper are listed in Table 1.

Comparison with the analytical solution of Anbarci and
solution from this paper was better fitting with the numeri-

cal solution (Figure 9). Anbarci’s solution was relatively
small compared with the numerical solution.

3. Result and Discussion

3.1. Flow State Analysis for Composite Coal Reservoirs.
Because of the composite, the pressure will through the
SRV region firstly and then through the outer region. Under
this condition, the flow state will differ from the homoge-
neous coal seam. It can be divided into seven stages
(Figure 10). The value of the figure is shown in Table 2.

The flow stage divides its characteristics as follows:

(1) Wellbore storage stage. The seepage characteristic
curve of coalbed methane reservoir in this stage is
consistent with that of conventional gas reservoir

(2) Transition stage of wellbore storage. Wellbore stor-
age effect gradually decreases. Because of the high
permeability in the inner zone, the formation fluid
flow is radial flow. Formation fluid flows from the
SRV zone to the wellbore

(3) Linear flow in SRV region. The duration time of this
stage always short. Sometimes, it was concealed by
the wellbore storage stage when the CD was large.
The duration time depends on the length of the frac-
ture and the CD

(4) Radial flow in SRV region. This stage will appear
when the ratio of the SRV region radius and the frac-
ture length reach the relatively large level. The char-
acteristic of this stage was the horizontal line. The
value of this line was 1/ð2 ×M12 × CDÞ

(5) Linear flow in coal seam. When the pressure wave
reaches the outer region, the linear flow in the whole
reservoir appeared. The characteristic of this stage
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Figure 11: Comparison with the transient steady-state and pseudosteady-state models.

Table 3: Basic data of production well.

pic (psia) 160 s 0.12

kin (md) 6.13 kout (md) 3

ρb (g/cm
3) 1.47 FCD 100

rin (ft) 800 rout (ft) 840

h (ft) 21.3 Ct (psi
-1) 0.025

Rw (ft) 0.3 T (F) 57.2

φ 0.12 VL (scf/ton) 318

Lf (ft) 262.5 PL (psi) 116.03
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was the half slope in pseudopressure derivative
curves on the log-log scale

(6) Desorption and diffusion stage. With the pressure
and gas concentration decrease, the desorption
becomes more and more obviously. The adsorbed
gas in the matrix is gradually desorbed from the coal
rock matrix into free gas. The increase in gas concen-
tration in the matrix results in a concentration differ-
ence with the natural fracture system, and the gas
diffuses from the matrix to the natural fracture sys-
tem. The derivative curve of the pressure was
appearing the “V” shape at this stage. The depth
and time of “V” shape are influenced by the desorp-
tion coefficient, storage coefficient, cross flow coeffi-
cient, and the wellbore storage coefficient. This
stage is also the unique pressure response stage of
coalbed methane, which reflects the unique adsorp-
tion and desorption effect of coalbed methane

(7) Boundary control flow stage. At this stage, the
pseudopressure nearly becomes horizontal line with
the infinite boundary, the pseudopressure and pseu-
dopressure derivative were upwarp with closed
boundary, the pseudopressure derivative falls, and
pseudopressure becomes horizontal line with con-
stant pressure boundary

3.2. Comparison of PSS and TSS. Figure 11 showed the
transient steady-state and pseudosteady-state sorption and
diffusion models with the parameters from Table 2. The
pseudosteady diffusion ignores the spatial variation of
coalbed methane concentration and focuses on the temporal
variation. The pseudosteady-state diffusion assumes that the
concentration of methane in the diffusion space is consistent
at each time point. This will speed up the calculation, but
will lead to calculation errors. The two models show some
difference with the same parameters. In the wellbore storage
stage, the dimensionless pseudopressure and pseudopressure
derivative curves of two models exhibit good agreement with
a unit slope straight line. This condition continued to the
end of the linear flow stage in SRV region. The PSS model
experiences a shorter radial flow in SRV region compared
with the TSS model. The dimensionless pseudopressure
and pseudopressure derivative curves of PSS model are large
than the TSS model at flow in this stage. This is because of
the difference of the geometry of two models. The TSS
model has the stronger diffuse capacity at earlier stage that
can supply to the natural fractured network leading the
smaller pressure decline in natural fractured network at this
time. This condition will continue to the linear flow in the
coal seam, and the gap between the dimensionless pseudo-
pressure derivative curves reaches the peak. In the desorp-
tion and diffusion stage, because the desorption and
diffusion in the TSS model accomplish instantaneously
much of the gas diffusion before, the desorption and diffu-
sion characteristics do not show in this model and continue
the reservoir linear until the boundary of the control flow
stage. But with the PSS model, the desorption and diffusion
reached the peck to supply the natural fractured network

leading the smaller pressure decline in natural fractured net-
work. Eventually, the dimensionless pseudopressure deriva-
tive curves of PSS model will be under the TSS model; it
will continue to the rest of the time. This difference directs
us to control the decrease speed of pressure when we develop
the coalbed methane; this will use the reservoir energy effi-
ciently. The difference between the PSS and TSS is that
PSS was the cube matrix (Figure 4(b)) and the TSS was the
spherical matrix (Figure 4(a)). The ultimate difference with
the PSS and TSS reflects Equations (9) and (10). Using TSS
model and PSS model, we obtain the control equation with
Equations (13) and (14).

4. Field Application

In the fracturing process of coal, due to the soft coal seam, a
lot of fracturing sand will be embedded in the coal seam,
which will lead to the obstruction of fracture extension. Most
of the fracturing sand is accumulated around the wellbore,
forming SRV zone. Surface microseismic monitoring shows
that most fractures form only around the wellbore during
coal fracturing. Lv et al. [27] based on the information from
underground mining in coal mines found most hydraulic
fractures extend only 5 to 10 meters.

4.1. Basic Data. The proposed model is used in this paper to
validate the model in this paper local in Qinshui Basin. The
well was stimulated reservoir volume and hydraulically frac-
tured. Qinshui Basin is located in Shanxi Province of China.
Dynamic data mainly include daily gas production data, bot-
tom hole flow pressure data, and other reservoir parameters
that represent the geological characteristics of the reservoir
(Table 3). The model provided in this paper is used to fit
the dynamic parameters.

4.2. History Match Result. Through the principle of time
superposition, the analytic solution model is fitted with the
actual production data, and the fitting result is finally
obtained. Figure 12(a) showed the pressure matching. The
average error was 22%. Because of some engineering factors
in the well, the data was not fitted well at the end of the
match.

The average fitting error of the flow rate shown in
Figure 12(b) is 17%. The flow rate fitting effect is better than
the pressure fitting effect. Figure 12(c) showed the actual
cumulative gas production and the calculated cumulative
gas production of the producing well. The fitting error
between the calculated value and field value is small, and
the fitting effect is good.

5. Conclusion

In this paper, we investigated a stimulated reservoir volume
model for finite-conductivity fractured well in a coal seam.
With the Laplace transformation, the solutions of this model
at a constant production rate or bottom-hole pressure are
obtained. Through the above analysis, the following conclu-
sions can be summarized.
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(1) Through a comparison of the equivalent infinite
boundary model with infinite-conductivity fracture
in homogeneous coal seam, compared with the clas-
sical analytical solution, using the new method to
solve the fractured model is more accurate and has
the better fitting effect with the numerical solution

(2) Compared with the homogeneous coal seam, the
composite reservoir has the linear flow and radial
flow in SRV region and manifests on the type curves.
The value of radial flow in type curves was 1/ð2 ×
M12 × CDÞ

(3) The PSS model experiences a shorter radial flow in
SRV region compared with the TSS model. The
desorption and diffusion characteristics do not show
in this model and continue the reservoir linear until
the boundary of control flow stage. Before the
desorption and diffusion stage, the pressure of PSS
model decreases quickly, but after this stage, the
TSS model decreases quickly. Eventually, pressure
decrease of PSS model is smaller than the TSS model;
it will continue to the rest of the time. This difference
directs us to control the decrease speed of pressure
when we develop the coalbed methane; this will use
the reservoir energy efficiently

(4) The influence of the storage coefficient will be
ignored in the line flow because of the flow condition
has been improved in the SRV region. The ratio of
permeability influences the radial and line flow in
SRV region, including the value of radial flow in type
curves and the duration time. The well storage coef-
ficient makes the flow stage directly into the matrix
methane diffusion phase when it reached a certain
value. Conductivity factor mainly influence the early
time; after that, the gas from the nature fracture
decreases and can flow into the wellbore quickly;
the hydraulic fracture is equivalent for the infinity
conductivity fractured. The dimensionless SRV
region radius mainly influences the end time of the
radial flow in SRV region

Symbol

Symbol in Article

r: Radius of coalbed methane reservoir, m
p: Pressure, MPa
t: Time variable, h
ta: Agarwal time
t0: Initial time of Agarwal integral, h·MPa/cp
rDm: Dimensionless matrix radius
Rm: External radius of the matrix block, m
rm: Radial distance of the SRV region, m
ψ: Pseudopressure, MPa2/cp
L: Reference length, in this paper L equal to half of the

fracture length, m
x: Length of the x coordinates, m
y: Length of the y coordinates, m

μ: Gas viscosity, MPa•s
j: Summation variable in the hydraulic fracture system
k: Summation variable in the hydraulic fracture system
Z: Gas deviation factor, dimensionless
ϕ: Reservoir porosity, dimensionless and decimal
cg: Coal compressibility, MPa-1

k: Reservoir permeability, D
T : Temperature, K
V : Average matrix gas concentration, m3/m3

VE: Volume of gas adsorbed per unit volume of the coal
grain in equilibrium at pressure p, m3/m3

C: Volumetric gas concentration in themicrospores, m3/m3

D: Diffusion coefficient, m3/s
pL: Langmuir pressure, MPa
s: Laplace variable, dimensionless
R: External radius of matrix, m
Lf : Half-length of hydraulic fracture, m
CD: Dimensionless wellbore storage coefficient
CfD: Dimensionless fracture conductivity
M12: Ratio of the permeability between the SRV region and

outer region
TSS: Abbreviation of the transient steady state
PSS: Abbreviation of the pseudosteady state
cb: Abbreviation of the closed boundary
cpb: Abbreviation of the constant pressure boundary.

Subscripts and Superscripts

D: Dimensionless property
e: Boundary property
g: Gas property
t: Total property
L: Factor of the Langmuir equation
w: Wellbore property
i: Initial condition
sc: Standard condition
f : Fracture property
1: SRV region property
2: Outer region property
~ : Image function of Laplace transform
¯: Average property
nf: Natural fracture system
hf: Hydraulic fracture system.

Intermediate Variable

: σ = pLVLp
2
i qD/ðpL + pÞðpL + piÞðpi + pÞ

: Λ = φμcg + ðpscTμz/TscqDpi
2Þ

: ω = φμcg/Λ
: τ = R2/D
: λ = kτ/ΛLf

2

: γ =
ffiffiffiffiffiffiffiffi
f ðsÞp

.

Dimensionless

: ψD = ðπkhTsc/pscqscTÞðψi − ψÞ
: tD = kt/ΛL2f
: LD = L/Lf .

11Geofluids



Data Availability

The verification data in this paper can be found in this
paper: Anbarci and Ertekin [1] A comprehensive study of
pressure transient analysis with sorption phenomena for
single-phase gas flow in coal seams, SPE Annual Technical
Conference and Exhibition of the Society of Petroleum
Engineers, New Orleans, Louisiana, September 23-26. The
rest of the data are all original; if you need any data in
the article, please send me an email, Email address:
lichen1125@foxmail.com.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] K. Anbarci and T. Ertekin, “A comprehensive study of pres-
sure transient analysis with sorption phenomena for single-
phase gas flow in coal seams,” in Paper SPE 20568-MS Pre-
sented at the SPE Annual Technical Conference and Exhibition,
New Orleans, Louisiana, USA, 1990.

[2] K. Anbarci and T. Ertekin, “Pressure transient behavior of
fractured wells in coalbed reservoirs,” in Paper SPE 24703-
MS Presented at the SPE Annual Technical Conference and
Exhibition, Washington, D.C., USA, 1992.

[3] J. E. Warren and P. J. Root, “The behavior of naturally frac-
tured reservoirs,” Society of Petroleum Engineers Journal,
vol. 3, no. 3, pp. 245–255, 1963.

[4] A. De Swaan, “Analytic solutions for determining naturally
fractured reservoir properties by well testing,” Society of Petro-
leum Engineers Journal, vol. 16, no. 3, pp. 117–122, 1976.

[5] H. Kazemi, J. R. Gilman, and A. M. Eisharkawy, “Analytical
and numerical solution of oil recovery from fractured reser-
voirs with empirical transfer functions (includes associated
papers 25528 and 25818),” SPE Reservoir Engineering, vol. 7,
no. 2, pp. 219–227, 1992.

[6] W. J. Mcguire and V. J. Sikora, “The effect of vertical fractures
on well productivity,” Journal of Petroleum Technology, vol. 12,
no. 10, pp. 72–74, 1960.

[7] R. Raghavan, G. V. Cady, and H. J. Ramey, “Well-test analysis
for vertically fractured wells,” Journal of Petroleum Technol-
ogy, vol. 24, no. 8, pp. 1014–1020, 1970.

[8] G. R. King, T. Ertekin, and F. C. Schwerer, “Numerical simula-
tion of the transient behavior of coal-seam degasification wells,”
SPE Formation Evaluation, vol. 1, no. 2, pp. 165–183, 1986.

[9] R. Jiang, X. Liu, X. Wang, Y. Gao, and Y. Huang, “Unsteady
productivity model for multi-branched horizontal wells in
coalbed methane reservoir,” Petroleum Geology and Recovery
Efficiency, vol. 27, no. 3, pp. 48–56, 2020.

[10] A. C. Gringarten Jr., H. J. Ramey, and R. Raghavan, “Applied
pressure analysis for fractured wells,” Journal of Petroleum
Technology, vol. 27, no. 7, pp. 887–892, 1975.

[11] H. Cinco-Ley, V. F. Samaniego, and A. N. Dominguez, “Tran-
sient pressure behavior for a well with a finite-conductivity
vertical fracture,” Society of Petroleum Engineers Journal,
vol. 18, no. 4, pp. 253–264, 1978.

[12] H. Cinco-Ley and H. Z. Meng, “Pressure transient analysis of
wells with finite conductivity vertical fractures in double
porosity reservoirs,” in Paper SPE 18172-MS Presented at the

63rd Annual Technical Conference and Exhibition of the Soci-
ety of Petroleum Engineers, Houston. Texas, USA, 1988.

[13] C. R. Clarkson, C. L. Jordan, D. Ilk, and T. A. Blasingame,
“Production data analysis of fractured and horizontal CBM
wells,” in Paper SPE 125929-MS Presented at the SPE Eastern
Regional Meeting, Charleston, West Virginia, USA, 2009.

[14] Y. Zhao, L. Zhang, G. Feng, B. Zhang, and B. Kang, “Perfor-
mance analysis of fractured wells with stimulated reservoir
volume in coal seam reservoirs,” Oil and Gas Science & Tech-
nology, vol. 71, no. 1, pp. 1–28, 2016.

[15] J. Wang, A. Jia, Y. Wei, W. Luo, and H. Yuan, “Semi-analytical
simulation of transient flow behavior for complex fracture net-
work with stress-sensitive conductivity,” Journal of Petroleum
Science and Engineering, vol. 171, no. 2018, pp. 1191–1210, 2018.

[16] J. Wang, A. Jia, and Y. Wei, “A generalized framework model
for simulating transient response of a well with complex frac-
ture network by use of source and green's function,” Journal of
Natural Gas Science and Engineering, vol. 55, no. 2018,
pp. 254–275, 2018.

[17] D. Huang, J. Yang, H. Yu, and W. Li, “Study on production
decline law of multilateral horizontal well in coalbed methane
reservoirs,” IOP Conference Series: Earth and Environmental
Science, vol. 300, no. 2, pp. 1–4, 2019.

[18] Q. Zhu, H. Du, Q. Hu, B. Fan, J. Wang, and J. Yu, “Automatic
trend tracking model for coalbed methane production fore-
cast,” Journal of Physics: Conference Series, vol. 1894, no. 1,
pp. 1–5, 2021.

[19] X. Yan, S. Zhang, S. Tang, Z. Li, and J. Wang, “A prediction
model for pressure propagation and production boundary
during coalbed methane development,” Energy & Fuels,
vol. 35, no. 2, pp. 1219–1233, 2021.

[20] R. Jiang, X. Liu, and X. Wang, “Transient pressure analysis of
multilateral horizontal well in coal bed methane reservoir with
two regions,” Journal of Xi'an Shiyou University (Natural Sci-
ence Edition), vol. 35, no. 4, pp. 53–62, 2020.

[21] J. Wu, J. Zhang, C. Chang, and W. T. W. Xie, “A model for a
multistage fractured horizontal well with rectangular SRV in
a shale gas reservoir,” Geofluids, vol. 2020, no. 1, Article ID
8845250, p. 18, 2020.

[22] X. Shang, Z. Zhang, Y. Niu, X. Yang, and F. Gao, “Analytical
solutions for gas-water two-phase flow in multiseam coalbed
methane production,” Geofluids, vol. 2021, no. 8, Article ID
6690218, p. 15, 2021.

[23] Q. Tian, Y. Cui, W. Luo, P. Liu, B. Ning, and E. Sciubba, “Tran-
sient flow of a horizontal well with multiple fracture wings in
coalbed methane reservoirs,” Energies, vol. 13, no. 6, 2020.

[24] R. Al-Hussainy, H. Jr, and P. B. Crawford, “The flow of real
gases through porous media,” Journal of Petroleum Technol-
ogy, vol. 18, no. 5, pp. 624–636, 1966.

[25] R. G. Agarwal, “"Real gas pseudo-time" - a new function for
pressure buildup analysis of MHF gas wells,” in Paper SPE
8279-MS Presented at SPE Annual Technical Conference and
Exhibition, Las Vegas, Nevada, USA, 1979.

[26] X. Li, D. Zhang, and S. Li, “A multi-continuum multiple flow
mechanism simulator for unconventional oil and gas recov-
ery,” Journal of Natural Gas Science and Engineering, vol. 26,
no. 2015, pp. 652–669, 2015.

[27] S. Lv, S. Wang, H. Liu et al., “Analysis of the influence of nat-
ural fracture system on hydraulic fracture propagation mor-
phology in coal reservoir,” Journal of China Coal Society,
vol. 45, no. 7, pp. 2590–2601, 2020.

12 Geofluids



Research Article
A Semianalytical Model for Analyzing the Infill Well-Caused
Fracture Interference from Shale Gas Reservoirs

Sidong Fang,1,2 Yonghui Wu ,3 Cheng Dai,1,2 Liqiang Ma ,3 and Hua Liu1,2

1State Key Laboratory of Shale Oil and Gas Enrichment Mechanisms and Effective Development, Beijing, China
2Sinopec Key Laboratory of Shale Oil/Gas Exploration and Production Technology, Beijing, China
3Key Laboratory of Deep Coal Resource Mining (China University of Mining & Technology), Ministry of Education, China

Correspondence should be addressed to Yonghui Wu; wuyonghuijr@cumt.edu.cn

Received 13 September 2021; Accepted 19 October 2021; Published 1 November 2021

Academic Editor: Xiang Zhou

Copyright © 2021 Sidong Fang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Drilling infill well has been widely used in many plays to enhance the recovery of shale gas, but the infill well-caused fracture
interference is a very important issue that should be taken into consideration. The well interference makes it difficult for the
conventional models to make production predictions, fracture characterization, and production data analysis. In this paper, a
semianalytical model is proposed for this purpose by discretizing the whole control volume of the parent and infill wells into
several linear flow zones. In this way, three important issues can be further handled very naturally, including fracture
connection between the parent and infill wells, different SRV properties for zones with different distances to the wellbore, and
different production times for adjacent wellbores. The approximate expressions for different flow regimes are used in making
production predictions in the time domain, and a flowing material balance method and a simple iteration are used to update the
model parameters step by step. The proposed model is shown to be reasonable and accurate for handling multiwell interference
problems after comparing with the commercial numerical simulator tNavigator. The synthetical cases show that the fracture
parameters, SRV properties, and well infill time have a significant influence on the production performance of both the parent
and infill wells. The results show that the production of the parent well will be dramatically enhanced when it is connected with
the infill well via high-conductive hydraulic fractures. Longer unconnected fractures and more fracturing stages/clusters for the
infill well will result in higher production for the infill well, but a negative effect is observed for the parent well. The
permeability of the distant well SRV has a similar influence on the parent and infill wells. The results also show that late time
well interference will result in a more significant increase in production rate on the log-log plots for the severe depletion around
the parent well. Finally, the proposed model is used to analyze the production data of a field case from Fuling shale in
Southwestern China. After analyzing the production data, several parameters can be obtained for both parent and infill wells,
including the fracture lengths and conductivities, numbers of connected fractures, and the near and distant well permeabilities
of the SRV. This gives a basic and practical technique for production prediction, formation and fracture evaluation, and well
connectivity analysis from shale gas wells with fracture connection.

1. Introduction

With the development of the technology in drilling long
horizontal wells and multiple-stage hydraulic fracturing,
unconventional shale gas resources have been economi-
cally developed in many counties around the world, such
as the USA, China, and Canada [1]. However, the recovery
of shale gas is quite low at present because of the high
decline rate in shale gas production. At present, several

techniques are presented for this problem, including CO2
sequestration in the shale formation [2–4] and refracturing
and drilling infill wells [5, 6]. In particular, drilling infill
wells are widely used in many plays and the well spaces
have been tightened to 200~300 meters. A major concern
of drilling an infill well is the infill well-caused well inter-
ference, which makes it difficult for making production
predictions and interpreting the fracture parameter and
evaluating the well connectivity.
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Many researchers have reported the well interference
phenomenon from several aspects, including fracture proro-
gation simulation, field microseismic monitoring, and pro-
duction and pressure tests. Fracture prorogation studies
show that fractures growing from adjacent wells tend to
attract each other and result in fracture connections [7].
Field microseismic data also show that the phenomenon of
fracture connection between adjacent wells is quite com-
mon, especially for infill well cases, where there is pressure
sink in the formation after the long-time production [8, 9].
Production and pressure tests show that the pressure, and
gas, and water production of a parent well will dramatically
change after the hydraulic fracturing of an adjacent infill
well [10–12]. Therefore, it is of great importance to analyze
the effects of infill well-caused fracture interference for shale
gas reservoirs.

Numerical models are quite comprehensive and robust
for fracture interference analysis for their ability in handling
complex fracture networks, nonlinearities, heterogeneities,
and other complex problems. The present numerical models
mainly include discrete fracture models (DFM) and embed-
ded discrete fracture models (EDFM) [13–19]. The EDFM is
quite efficient in analyzing the effects of infill well-caused
fracture interference because the time-consuming grid sys-
tem is not needed to be discretized two times after adding
the infill well. Green element method- (GEM-) based dis-
crete fracture model is another efficient method for uncon-
ventional reservoir simulation, which borrows the
advantages of EDFM in discretization and the boundary ele-
ment method (BEM) in precision [20, 21]. By using numer-
ical models, several studies have studied the effects of well
interference on the production and pressure performance
[22–25]. In these studies, the wells are assumed to be con-
nected with low-conductivity reactivated natural fractures
and high-conductivity hydraulic fractures.

Because numerical models are often time-consuming in
matching the production and pressure data when there are
many fractures in the model, analytical models are still often
used in reservoir engineering. The analytical models for
unconventional oil and gas reservoirs are often based on lin-
ear flow assumptions for the long-time linear flow regimes
observed in the field. In the linear flow models, the reacti-
vated natural fractures are treated using the SRV concept
and the analytical solutions can be derived by discretizing
the whole control volume of the wellbore with several linear
flow zones [26–28]. Several studies also enriched the analyt-
ical models to more complex problems, such as the two-
phase flow in retrograde gas and condensate oil reservoirs,
and early-time two-phase flow back data analysis [29, 30].
Some studies also use this concept to approximately analyze
the production data for wells with fracture interference [12,
31–33]. The slopes exhibited by the pressure and rate curves
on the log-log plots are used to diagnose the well interfer-
ence. It is reported that well interference will increase the
decline rate on the type curves. However, the present analyt-
ical model can only be used for production decline analysis
qualitatively. In addition, the wells are assumed to start pro-
ducing at the same time, so the problem of infill well-caused
fracture interference is not considered in these models.

In this paper, we will present a semianalytical model for
production prediction and production data analysis based
on the linear flow assumptions. This model mainly handled
three important problems concerning the well interference,
including different production times for different wells, well
connections with part of the fractures, and different forma-
tion properties for near and distant well SRV regions. In
the following, we first presented the mathematical funda-
mentals of the semianalytical model. Then, the proposed
model is benchmarked with a commercial simulator and
several synthetical cases are used to analyze the effects of dif-
ferent parameters. Finally, a field case is used to show the
application of the proposed model.

2. Methodology

2.1. Physical Model. For shale gas reservoirs, as shown in
Figure 1, multiple high-conductive fractures and an SRV will
be generated after hydraulic fracturing. Before adding the
infill well and there is no well interference, the SRV is near
the parent well, just like SRV1 in Figure 1(a) and SRV1 and
SRV5 in Figure 1(b). After the hydraulic fracturing of the
infill well, SRV can be generated near the infill well, just like
SRV3 in Figure 1(a) and SRV3 in Figure 1(b). In addition, the
distant well area can also be stimulated because the depletion
around the parent well and the hydraulic fractures are tend-
ing to propagate into the SRV of the parent well. Therefore,
some fractures will be connected between the parent and
infill wells and the distant well SRV can be generated, just
like SRV2 in Figure 1(a) and SRV2 and SRV4 in Figure 1(b).

In this paper, we assume that part of the distant well
SRV will contribute to the parent well and the other part will
contribute to the infill well. The distant well SRV, including
SRV2 in Figure 1(a) and SRV2 and SRV4 in Figure 1(b),
contribute to both the parent and infill wells, so there should
be a contribution ratio to the parent well, which can be
defined using the fracture length. Based on this assumption,
the representative zones can be obtained in Figure 1 for both
parent and infill wells. For the two-well case shown in
Figure 1(a), zones A and B are the representative zones of
the parent well and the whole control volume of the parent
well can be formed with the combinations of A and B. For
the infill well shown in Figure 1(a), zones C and D can be
regarded as the representative zones. One should note that
zones A and C are different models because the near and dis-
tant well SRVs are not stating produce at the same time. In
the same way, we can analyze the three-well case shown in
Figure 1(b). Another assumption is that the unstimulated
reservoir volume is not considered in this model because
the production contribution from the unstimulated reservoir
is not significant. In addition, this contribution cannot be
observed on log-log plots in late flow regimes.

Taking half of the representative zones shown in
Figure 1, as shown in Figure 2, we can further extract the
basic linear flow models, including the two-region linear
flow model, convergence linear flow model, and single-
linear flow model. In this way, we can simplify the complex
multiwell interference model to basic linear flow models. In
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Section 2.2, we will present the mathematical fundamentals
for the physical model.

2.2. Mathematical Model

2.2.1. Analytical Solution in Linear Systems. For the single-
linear flow, taking the schematic shown in Figure 2(c) for
example, the governing equation can be given by

∂2ψD

∂y2D
= 1
ηD

∂ψD

∂tD
: ð1Þ

It should be noted that the gas desorption from the tight
matrix pores is considered using desorption compressibility,
which is defined by cd = ððpscZTÞ/ðϕZscTscÞÞððVLpLÞ/ðp
ðpL + pÞ2ÞÞ in our previous work [34]. Here, we should state
that the geomechanics and complex transport mechanisms
in the shale nanopores are not seriously considered in this
analytical model [35–42]. In this model, these transport
mechanisms can be characterized using apparent permeabil-
ity and handled with the pseudopressure approximately in
the analytical model. The pseudopressure can be defined
with ψ = 2

Ð p
0ðð f apppÞ/ðμZÞÞdp, where f app is a permeability

modifier.
The definitions of the dimensionless variables are shown

in Table 1.

The initial condition is given by

ψDjtD=0 = 0: ð2Þ

The inner boundary condition is

∂ψD

∂yD

����
yD=yf D

= 0: ð3Þ

The outer boundary condition is coupled with the
hydraulic fractures. Since infinite-conductivity fracture is
assumed in this model, the inner boundary condition can
be written as

ψDjyD=0 = 1 + sc: ð4Þ

Laplace transformation can be used to obtain the analyt-
ical solution of the single-linear flow model shown in equa-
tions (1)–(3). According to our previous work [43], the
production solution can be directly given by

�qD = 1 + sc
s

kDxfD
π

ffiffiffiffiffi
s
ηD

r
tan h

ffiffiffiffiffi
s
ηD

r
⋅ yfD

� �
: ð5Þ

It should be noted that the numerical algorithm pro-
posed by Stehfest should be used to obtain the solution of
equation (5) in the time domain [44]. Because there are
mainly two flow regimes for the infinite conductive fracture

A B
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SRV2

SRV3

(a) Two-well interference

A B

E F G
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SRV3
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SRV5

(b) Three-well interference

Figure 1: Schematic of a well pad with fracture connection between the parent and infill wells.
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Figure 2: Schematic of the typical flow models for analyzing the infill well-caused fracture interference.
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model, linear flow regime, and boundary dominated flow
regime, the regional approximate solutions [45] can be used
to simplify the solution.

For the linear flow regime, the solution for the constant
bottom hole pressure condition case is given by

1
qD

= 1
1 + sc

π

2kDxfD
ffiffiffiffiffiffiffiffiffiffiffiffi
πηDtD

p
: ð6Þ

Taking the dimensionless variables into equation (6), we
can obtain

qsc =
2
π

1 + scð ÞkH ψi − ψwfð Þxf
1:291 × 10−3T ffiffiffiffiffiffiffi

π�ηt
p : ð7Þ

For the long-term boundary-dominated flow regime, the
solution can be written as

qsc = αg
π

2
kH �ψ − ψwfð Þ
1:291 × 10−3T

xf
yf

: ð8Þ

αg is a factor, which makes the production rate curves
continuous at the connection of the two flow regimes. The
value of αg can be determined using the following expression

qscjlinear flow,telf = qscjboundary dominated flow,telf , ð9Þ

where telf is the time of deviation from the linear flow regime
to the boundary-dominated flow regime and it can be esti-
mated as follows:

telf =
ϕμicti
k

yf
0:5836

� �2
: ð10Þ

The bilinear flow may occur when the permeability of
the SRV is high and the fracture cannot be regarded as infi-
nitely conductive. In this case, the approximation of the pro-
duction [43] can be given as

1
qD

= 1
1 + sc

1:2254πffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kDkfDwfD

q ffiffiffiffiffiffiffiffiffiffi
ηDtD

4
p

: ð11Þ

Taking the dimensionless variables into equation (11),

we can obtain

qsc = 201:4
ffiffiffiffiffiffiffiffiffiffiffiffi
kkf wf

q 1 + scð ÞH ψi − ψwfð Þ
T
ffiffiffiffi
�ηt4

p : ð12Þ

2.2.2. Average Pressure Calculation. We can find that some
parameters in equations (7) and (8) are average pressure
dependent, such as �ηj and �ψ. Therefore, to obtain the pro-
duction solution of the system, another step is to obtain
the average pressure. In this section, the flowing material
balance equations are used for this purpose. According to
equation (10), the distance of investigation can be written as

yinv = 0:5836
ffiffiffiffiffiffiffiffiffiffiffi
kt

ϕμicti

s
: ð13Þ

Therefore, for the single-linear flow system, the control
volume of the fracture can be given by

V inv = 4xf yinvHϕ: ð14Þ

Using the material balance method, we can obtain

Gp = IGIP − RGIP: ð15Þ

In which, Gp is the cumulative gas production, IGIP is
the initial gas reserve, RGIP is the remaining gas reserve,
and they can be calculated with

Gp =
ðt
0
qgscdt, ð16Þ

IGIP =V inv
Sgi
Bgi

+ VLpi
pL + pi

 !
, ð17Þ

RGIP =V inv
Sgi
�Bg

+ VL�p
pL + �p

 !
: ð18Þ

It should be noted that the water in the formation is irre-
ducible, so the initial gas saturation is used in equation (18).

Table 1: Definitions of the dimensionless parameters used in the model derivation.

Variables Definition Variables Definition

Dimensionless pressure for gas
(at constant rate)

ψD = krH ψi − ψð Þð Þ/ 1:291 × 10−3qscT
� � Dimensionless pressure for gas

(at constant BHP)
ψD = ψi − ψð Þ/ ψi − ψwfð Þ

Dimensionless rate for oil
(at constant rate)

ψD = krH pi − pð Þð Þ/ 1:842qscBμð Þ Dimensionless pressure for oil
(at constant BHP)

ψD = pi − pð Þ/ pi − pwfð Þ

Reference diffusivity (106mD/s) ηr = 0:0864kr/ ϕctμð Þr Dimensionless time tD = ηr/L2r
� �

t

Dimensionless length: x direction xD = x/Lr Dimensionless length: y direction yD = y/Lr
Dimensionless diffusivity ηD = η/ηrð Þ = 1/ηrð Þ 0:0864k/ϕctμð Þ Dimensionless permeability kD = k/kr
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Taking equations (16)–(18) into equation (15), we can
obtain

Sgi
�Bg

+ VL�p
pL + �p

=
Sgi
Bgi

+ VLpi
pL + pi

−
Gp

V inv
: ð19Þ

Equation (19) can be rewritten as

f �pð Þ = Sgi
�Bg

+ VL�p
pL + �p

+
Gp

V inv
−

Sgi
Bgi

−
VLpi
pL + pi

= 0: ð20Þ

Taking the derivation of Eq. (20), we obtain

f ′ �pð Þ = −
Sgi
�B2
g

dBg

dp
+ VLpL

pL + �pð Þ2 : ð21Þ

We can use the Newton-Raphson iteration to solve equa-
tions (20) and (21). The iteration equation can be written as

�pk+1 = �pk − ω
f �pkð Þ
f ′ �pkð Þ

, ð22Þ

where ω depends on the iteration steps n, ω = 1/2n−1.

2.2.3. Production Prediction for Different Regions. For the
cases shown in Figure 1, the whole reservoir can be charac-
terized with representative regions, including A–G. In addi-
tion, each region is combined with the typical flow models
shown in Figure 2.

For the model shown in Figure 1(c), the solution can be
obtained using the mathematical derivations shown in Sec-
tions 2.3.1 and 2.3.2. The detailed procedure can be con-
cluded in Figure 3.

Using the procedure for a single-linear flow, we can
obtain the production of the typical regions and the horizon-
tal wells. Table 2 shows the composition of different regions
shown in Figure 1. For the parent and infill wells, the total
gas production is the summation of different typical regions.
It should be noted that the production times for the parent
and infill wells are different, so this should be considered
in predicting the production of the parent wells.

3. Results and Discussion

In this section, we will first validate the proposed semianaly-
tical model by using the commercial numerical simulator
tNavigator. Then, we will analyze the effects of the connec-
tion condition between the parent and infill wells on the pro-
duction performance. Finally, a field case from the Fuling
shale gas field in Southwestern China is provided to show
the application of the proposed model. Because only a two-
well interference field case is accessible at present, the case
shown in Figure 1(a) is analyzed in this section. However,
the same method can be used for cases shown in Figure 1(b).

3.1. Model Validation. In this section, two cases are used to
validate the proposed semianalytical model, the single-
linear flow case and two-well interference case. In the follow-

ing, we first use the single-linear flow case shown in
Figure 2(c) to validate the model in the calculation, and then,
a two-well interference case shown in Figure 1(a) is used to
validate the model in model assumptions. For the two cases,
the reservoir and fracture properties are shown in Table 3
and the gas PVT properties are calculated using the method
proposed by Lee et al. [46] and shown in Figure 4(a).

The validation result of the single-linear flow case is
shown in Figure 4(b). We can find that the proposed semia-
nalytical model has a good match with the numerical simu-
lation results. In addition, for this case, there are mainly two
flow regimes exhibited by the gas production curves on the
log-log plot—the formation linear flow and boundary-
dominated flow regimes. This shows that the computation
of the semianalytical model is reliable.

We further analyzed the validity of the assumptions of
the regional linear flow model in handling infill well-
caused fracture interference. In this case, the infill well is
assumed to start to produce 720 days later than the parent
well. Figure 5 shows the validation result, which shows that
good matches are obtained for both the parent and infill
wells. Figure 5(a) shows that the parent well has been in
the boundary-dominated flow regime when it gets interfered
by the infill well. It should be noted that the flow regimes
after the infill time are composite for the parent well. The
flow for the old SRV, the xf 1 part shown in Figures 2(a)
and 2(b), is under the boundary-dominated flow regime,
while the new SRV generated by the fracturing of the infill
well is under a linear flow regime. Two methods can be used
to analyze this combined flow regime. The first method is by
history matching, which will be presented in Section 3.3. The
other method is by straight line analysis after processing the
production data by deducting the contribution from the

Calculate average pressure using 
material balance method

Calculate gas production and
cumulative production

Data input: formation, fracture, and gas
PVT properties 

Initial setup: – –𝜌=𝜌i

– – –
𝜂j, 𝜓, Bg

t𝜌>telf

t𝜌=1:tNTime steps: 

Updating parameters: 

Boundary dominated
flow regime, eq. (8) Linear flow regime, eq. (7)

–𝜌 t𝜌+1

Figure 3: The procedure to predict the production for a single-
linear flow model.
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near-well SRV, but this will be our future work. One should
also notice that the time shown in Figure 5(b) is the produc-
tion time of the infill well, which is 720 days later than the
production time of the parent well. The flow regimes cannot
be exhibited by the log-log plots if the production time of the
parent well is used, just like the late flow regimes shown in
Figure 5(a).

3.2. Synthetic Case Study. In this section, we will analyze the
infill well-caused well interference on the production perfor-
mance of both the parent and infill wells. The analyzed
parameters include the numbers of the connected fractures
between the parent and infill wells, the length of the uncon-
nected fractures for the infill well, the fracture numbers of
the infill well, the permeability of the new SRV region

Table 2: The composition of the typical sections shown in Figure 1.

Typical region Composition Production time

A Linear (Figure 2(c) Þ+two − region linear (Figure 2(a)) At a different time

B Linear (Figure 2(c) Þ+convergence linear (Figure 2(b)) At a different time

C Linear (Figure 2(c) Þ+two − region linear (Figure 2(a)) At the same time

D Linear (Figure 2(c) Þ+convergence linear (Figure 2(b)) At the same time

E Two-region linear (Figure 2(a) Þ+two − region linear (Figure 2(a)) At a different time

F Convergence linear (Figure 2(b) Þ+convergence linear (Figure 2(b)) At a different time

G Two-region linear (Figure 2(a) Þ+convergence linear (Figure 2(b)) At a different time

Table 3: Parameters for the validation case.

Parameter Value Parameter Value

Initial pressure (MPa) 75 Formation temperature (K) 408

Initial water saturation (irreducible) 0.56 Formation thickness (m) 25

Matrix permeability (mD) 1 × 10−5 Porosity of the matrix 0.051

Rock compressibility (MPa−1) 8 × 10−5 Hydraulic fracture porosity 0.3

Hydraulic fracture width (m) 0.01 Bottom hole pressure (MPa) 5

Hydraulic fracture permeability (mD) 10000 Fracture half-length of the infill well (m) 82.5

Fracture half-length of the parent well (m) 122.5 Number of fractures for the infill well 11

Number of fractures for the parent well 16 Number of connected fractures 6

Permeability of the region between the two wells (mD) 3 × 10−5 Well space (m) 300

Permeability of the SRV for the parent well (mD) 1 × 10−4 Permeability of the SRV for the infill well (mD) 6 × 10−5
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Figure 4: The procedure to predict the production for a single-linear flow model.
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between the parent and infill wells, and the well infill time.
In this section, the fracture and SRV properties of the parent
well are assumed to be the same for all the studied cases.
Table 4 shows the analyzed parameters, and other parame-
ters are shown in Table 3. One should note that the values
in bold font in Table 4 are the default value for the
parameters.

3.2.1. The Effect of the Connected Fracture Numbers. Figure 6
shows the effects of connected fracture numbers on the pro-
duction of the parent and infill wells. The results show that
the production of the parent well will be significantly
enhanced when it gets fracture interference from the infill
well. This is because of the gas contribution from the far well
SRV, which is generated after the hydraulic fracturing of the
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Figure 5: The gas production comparison results for the two-well interference case.

Table 4: The analyzed parameters for the synthetic cases.

Parameter Value Parameter Value

Fracture half-length of the parent well (m) 120 Number of fractures for the parent well 40

Permeability of the near-well SRV (mD) 1 × 10−4 Infill time (day) 360/540/720/900

Number of connected fractures 10/20/30/40 Number of fractures for the infill well 20/30/40/50

Permeability of the distant well SRV (×10−5mD) 1, 3, 6, 10 Fracture half-length of the infill well (m) 40/80/120/160

G
as

 p
ro

du
ct

io
n 

(m
3 /d

)

101 102 103 104

Time (day)

101

102

103

104

105

106

10 connected fractures
20 connected fractures
30 connected fractures
40 connected fractures

(a) Results for the parent well

101 102 103 104

Time (day)

101

102

103

104

105

106

G
as

 p
ro

du
ct

io
n 

(m
3 /d

)

(b) Results for the infill well

Figure 6: The effects of connected fracture numbers on the gas production of both parent and infill wells.
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infill well. The results also show that the production of both
parent and infill wells will be higher with more connected
fractures at early flow regimes, while lower production rates
are observed for late flow regimes. This shows that the
remaining gas in the formation will be extracted by the wells
earlier with more connected fractures.

3.2.2. The Effect of the Length of Unconnected Fractures. In
this case, the length of the parent well is given a constant
value and the length of the unconnected fractures for the
infill well is given as 40, 80, 120, and 160m to analyze the
effects of well interference.

As shown in Figure 7, the length of the unconnected
fractures has a significant influence on the production of
both the parent and infill wells. For the infill well, much larger
SRV and control volume can be obtained with longer fracture,
so the production of the infill well is significantly enhanced.

For the parent well, fracture connection can increase the gas
production for all the cases but higher production will be
obtained with shorter unconnected fractures. This is because
a longer fracture of the infill well will increase the near SRV
of the infill well and reduce the distant well SRV, which causes
the production increase for the parent well.

3.2.3. The Effect of the Fracture Stages/Clusters. Figure 8
shows the effects of the fracture stages/clusters of the infill
well on shale gas production. The results show that the frac-
ture stages of the infill well have limited influence on the
production of the parent well. This is because the connected
fracture number is given as 20 for all the scenarios, while this
may be not true in the field. Because it is more possible to
have more fractures connected with the parent well if more
stages/clusters are used in the hydraulic fracturing of the
infill well. For the infill well, more fracture stages/clusters
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Figure 7: The effects of the unconnected fracture length on the gas production of both parent and infill wells.
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Figure 8: The effects of fracture stages/clusters on the gas production of both parent and infill wells.
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will result in higher gas production in the early flow regimes
and lower in the late flow regimes. This is quite like the
influence of the fracture length shown in Figure 7(b), but
the influence of the fracture length is more significant with
the studied parameters.

3.2.4. The Effect of the SRV Permeability. In this section, we
are focused on analyzing the effects of the permeability of
the distant well SRV generated during the stimulation of
the infill well. For comparison, the permeability of the near
well SRV for both the parent and infill wells is given as 1
× 10−4 mD. Figure 9 shows that the influence of the SRV
permeability on the parent and infill well is quite similar.
In the early flow regimes, larger production rates are
obtained with higher SRV permeabilities, while an opposite
influence is observed on the curves for the late flow regimes.

This is because more gas reserves are produced from the
wells with higher SRV permeabilities and left limited remain
reserves for the late flow regimes.

3.2.5. The Effect of the Well Infill Time. In this section, we
assume that the infill well starts to fracture and produce at
360, 540, 720, and 900 days after the parent well.

Figure 10(a) shows that well interference in later flow
regimes will result in higher production “pick” when the
parent well gets interfered by the infill well. In addition,
the amount of production increase will be larger with later
fracture interference. This is because the depletion in the
control volume of the parent well is more severe and a larger
proportion of the distant well SRV will contribute to the par-
ent well. Therefore, in Figure 10(b), we can find that the pro-
duction of the infill well will be lower when the infill well is
added into the well pad at a later time.
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Figure 9: The effects of the SRV permeability on the gas production of both parent and infill wells.
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Figure 10: The effects of the well infill time on the gas production of both parent and infill wells.
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Figure 11: The production performance of the parent and infill wells for the field case.

Table 5: The formation properties and fitted parameters using the semianalytical model.

Parameter Value Parameter Value

Initial pressure (MPa) 75 Formation temperature (K) 408

Initial water saturation (irreducible) 0.56 Formation thickness (m) 25

Matrix permeability (mD) 1 × 10−5 Porosity of the matrix 0.051

Rock compressibility (MPa−1) 8 × 10−5 Hydraulic fracture porosity 0.3

Well space (m) 300 Permeability of the distant well SRV (mD) 5 × 10−5

Langmuir pressure (MPa) 5 Langmuir volume (m3/t) 3
∗Hydraulic fracture conductivity (D·cm) 0.05 ∗Number of connected fractures 15
∗Number of fractures for the parent well 15 ∗Number of fractures for the infill well 25
∗Half-length of the fractures for the parent well (m) 140 ∗Half-length of the fractures for the infill well (m) 90
∗Permeability of the near-well SRV (mD) 5 × 10−4 ∗Contribution ratio to the parent well 0.7
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Figure 12: The production analysis results for the parent and infill wells.
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3.3. Field Case Study. To further benchmark the proposed
semianalytical model, a field case from Southwestern China
is used in the analysis. The parent well is 1450 meters long
and hydraulically fractured with 15 stages. After producing
for 1484 days, an infill well is fractured and starts to produce.
The distance between the parent and infill wells is 300
meters. Figure 11 shows the production performance of both
the parent and infill wells. Significantly, there is a boom in
the gas production for the parent well when the infill well
is added to the well pad. Therefore, in this case, we will use
the proposed semianalytical model to analyze the produc-
tion data and inverse the fracture properties and evaluate
the inter-well connectivity by using history matching. Some
of the formation properties are shown in Table 5.

Because the production data is under variable BHP and
rate conditions, we should use the normalized production
rate and material balance time to process the production
data. The production data obtained using the proposed
semianalytical model is also handled using this concept
because of the nonlinearity of the semianalytical model. In
this paper, both the production data and the semianalytical
results are handled in this way. The history matching results
are shown in Figure 12. For both the parent and infill wells,
there are mainly two flow regimes exhibited in the log-log
plots. The first flow regime is a bilinear flow regime, which
is characterized by a 1/4 slope on the log-log plots. The sec-
ond flow regime is a boundary-dominated flow regime,
which has a slope of 1. Therefore, the approximated expres-
sions, equations (8) and (12), are used in the semianalytical
model. The history matching results show that a good match
to the field data is obtained. The fitted parameters are shown
in Table 5, in which character “∗” is used to mark the fitted
parameters. We should admit that this may be not the only
one to match the field data because of the uncertainties in
the model. It should be noted that the dimensionless fracture
conductivity is about 2π, so the early flow regime is bilinear
flow. This is following the assumption for using the bilinear
flow model. One should also note that the contribution ratio
to the parent well, shown in Table 5, is obtained by history
matching for field cases.

4. Conclusions

In this paper, a practical semianalytical model is proposed to
analyze the infill well-caused fracture interference on the gas
production performance. Based on the studies in this paper,
the following conclusions are guaranteed:

(1) Strict analytical models cannot handle the problem
of infill well-caused fracture interference because
the parent and infill wells are not in production at
the same time, which makes the analytical model
nonlinear and nonhomogeneous. The validation
over the numerical simulator shows that this prob-
lem can be handled by dividing the whole model into
several linear flow regions and the production of the
wellbore can be obtained by adding the production
contribution from all the parts

(2) When two wells are connected with high-conductivity
fractures, the production of the parent well will signif-
icantly increase when the parent well gets interfered.
The production rates of the wells are influenced by
the fracture parameters, including the numbers of
connected fractures, the length of the unconnected
fractures, and fracturing stages/clusters for the infill
well. Although similar effects are observed on the pro-
duction rates curves, the length of the fractures and
fracturing stages/clusters are particularly significant

(3) The production is also affected by the SRV permeabil-
ity and well infill time, which influence the production
contribution from the distant well SRV by changing
the properties and the production contribution ratio
to the parent well. The production increase of the par-
ent well upon getting fracture interference will be
more significant in late time infill well production

(4) The normalized production rate and material bal-
ance time can be used to analyze the production data
for multiwell cases with fracture connections. The
interwell connection conditions and the fracture
properties of the parent and infill wells can be inter-
preted with the proposed semianalytical model

Nomenclature

B: Fluid volume factor, m3/m3

ct : Total compressibility, MPa−1

f app: Permeability modifer, dimensionless
Gp: Cumulative gas production, m3

H: Formation thickness, m
k: Permeability, mD
kf : Permeability of the hydraulic fracture, mD
kr : Reference permeability, mD
Lr : Reference length, mD
p: Pressure, MPa
pi: Initial pressure, MPa
pL: Langmuir pressure, MPa
pwf : Flowing pressure, MPa
qsc: Flow rate at the surface condition, m3/d
Sg: Gas saturation
s: Laplace constant
sc: Skin factor caused by the choking effect
t: Time, day
tp: Time step
T : Temperature, K
V inv : Investigation volume, m3

VL: Langmuir volume, m3/m3

wf : Fracture aperture, m3/m3

x: x direction, m
xf : Half-length of hydraulic fractures, m
y: y direction, m
yf : Half-length of fracture space, m.

Greeks symbols

Ψ: Pseudopressure of gas MPa2/mPa·s
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ηr : Reference diffusivity, mD·MPa/mPa·s
η: Diffusivity, mD·MPa/mPa·s
Φ: Porosity, m3/m3

μ: Fluid viscosity, mPa·s
ω: Coefficient.

Superscripts

−: Laplace transform.

Subscripts

D: Dimensionless
f : Hydraulic fracture
i: Initial condition
elf : End of linear flow
sc: At standard surface condition
r: Reference variable
inv: Investigation area
wf : Flowing variable of the wellbore.
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The high-temperature stability and filtration property controlling of ultra-high-temperature water-based drilling fluids is a
worldwide problem. To resolve this problem, a high-temperature-resistant quaternary copolymer (HTRTP) was synthesized
based on molecular structure optimization design and monomer optimization. The physical and chemical properties were
characterized by infrared spectroscopy, thermal weight, and spectrophotometry, and their temperature and salt resistance was
evaluated in different drilling fluids, combined with adsorption, particle size analysis, and stability test. The results show that
the thermal stability of HTRTP is very strong, and the initial temperature of thermal decomposition is above 320°C. The salt
resistance of HTRTP is more than 162 g/L, and the calcium resistance is more than 5000mg/L, which is equivalent to the
foreign temperature-resistant polymer DCL-a, and is superior to the domestic metal ion viscosity increasing fluid loss agent
PMHA-II for drilling fluids. It has excellent high-temperature resistance (245°C) and fluid loss reduction effect in fresh water
base mud, fresh water weighted base mud, saturated brine base mud, and composite salt water base mud, which is better than
foreign DCL-a (245°C) and domestic PMHA (220°C). The adsorption capacity of HTRTP on clay particles is large and firm,
and the adsorption capacity changes little under the change of chemical environment and temperature. Both before and after
HTRTP aging (245°C/16 h), the permeability of filter cake can be significantly reduced and its compressibility can be improved.
By optimizing the particle size gradation of the drilling fluid and enhancing the colloid stability of the system, HTRTP can
improve the filtration building capacity of the drilling fluid and reduce the filtration volume. The development of antithermal
polymer provides a key treatment agent for the study of anti-high-temperature-resistant saline-based drilling fluid.

1. Introduction

The fluid loss additive, also known as the fluid loss control
preparation and water loss additive, is an important drilling
fluid treatment agent to ensure the stability of drilling fluid
performance, reduce the loss of harmful fluids to the forma-
tion, stabilize the well wall, and ensure the well diameter rule
[1, 2]. At present, the following categories of fluid loss agents
are used at home and abroad: (1) modified lignite [3]; (2)
modified starch [4]; (3) modified cellulose [5]; (4) modified
resin [6]; and (5) olefin monomer polymers [7]. With the

development of the depth of petroleum exploration and
development, the drilling depth keeps deepening and the
bottom hole temperature is getting higher and higher, which
puts forward higher requirements for the control of drilling
fluid filtration and rheological properties [8, 9]. Commonly
used natural and natural modified fluid loss reducers could
not meet the needs of deep and ultradeep well drilling. Poly-
mer fluid loss additive not only reduces fluid loss but also
regulates rheological properties [10, 11]. It is an indispens-
able key treatment agent for high-temperature and ultra-
high-temperature water-based drilling fluids [12, 13]. Since
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the 1970s, the new synthetic polymer drilling fluid treatment
agent which is resistant to high temperature and electrolyte
pollution has been studied at home and abroad and has been
applied in deep and ultradeep well drilling [14, 15]. With
excellent performance of resistance to high temperature
and salt resistance, the treatment agent has the following
several kinds: Oseh et al. [16] on synthesizing a polypropyl-
ene–silica nanocomposite (PP–SiO2 NC) using hot–emul-
sion sol–gel method as a viscosity modifier and filtration
control agent for WBMs. PP–SiO2 NC is spherical, with a
particle size distribution between 80 and 390nm, finely dis-
persed; a stronger resistance from 430°C to 485°C; and better
filtration control and rheological properties, and plastic vis-
cosity is reduced by 22.7%. Chang et al. [17] have developed
a new environmentally friendly fluid loss agent nano-LS
(nano-LS) with good thermal stability, salt tolerance, and
calcium resistance. The water-based drilling fluid prepared
with it maintains its stability at 200°C and can control the
water loss at 7.5mL. The high-temperature- and salt-
resistant polymer DCL-a, developed by Philips and Chevron,
can effectively reduce the high-temperature and high-
pressure filtration of drilling fluid. The temperature resis-
tance is more than 230°C, and it has strong salt and calcium
resistance. At present, the thermal resistance of polymer fil-
trate reduction agents at home and abroad still cannot meet
the requirements of ultra-high-temperature filtration control
in deep and ultradeep well drilling [18, 19]. Therefore, this
paper carried out the synthesis and characterization of
high-temperature- and salt-resistant quaternary polymer,
evaluation of filtration loss performance and stability in dril-
ling fluid, and analysis of its action mechanism [20, 21].

2. Experimental

2.1. Material. Anhydrous sodium carbonate, 2-methyl-2-
acrylamide propanesulfonic acid (AMPS), N-
vinylpyrrolidone (NVP), N, N-diethylacrylamide (DEAM),
and dimethyldiallylammonium chloride (DMDAAC) are
all industrial products for the industrial pilot amplification
production [22, 23]. The initiator and sodium hydroxide
were analytical pure. Drilling fluid with metal ions increased
sticky fluid loss agent PMHA from the Xinjiang oil field
(high-temperature-resistant polymer DCL-a, foreign Cono-
coPhillips company).

IRAffinity-1 Fourier Transform Infrared Spectrometer
(Shimadzu Corporation, Japan), HTG-1 thermogravimetric
analyzer (Beijing Hengjiu Scientific Instrument Factory),
Model 722 UV-Vis Spectrophotometer (Shanghai Precision
Instrument Co., Ltd.), ZNS2 medium pressure filter loss
instrument (Qingdao Haitongda Special Instrument Co.,
Ltd.), and ZNN-D6 model six-speed rotary viscometer
(Qingdao Haitongda Special Instrument Co., Ltd.) were the
materials used.

2.2. Synthesis of Quaternary Copolymer

2.2.1. Synthesis Principle

(1) Competitive Rate of Polymer. The reactivity rate is the
ratio of the rate constants of homopolymer (self) growth

and copolymer (cross) growth. The reactivity ratios of the
designed high-temperature-resistant quaternary copolymers
can be estimated using the -e equation proposed by Alfrey
and Price. The calculated values of the reactivity ratios of
the four monomers (Table 1) show that the product of the
reactivity ratios between the monomers is less than 1, indi-
cating that the nonideal copolymerization occurs in this syn-
thesis [24].

(2) Structural Formula. According to the principle of poly-
merization reaction, the possible structural formula of
HTRTP is shown in Figure 1.

2.2.2. Synthesis. The reaction monomers
(AMPS : DEAM : DMDAAC : NVP = 6 : 3 : 3 : 1) were
added in the four-point flask, and then, the reaction mono-
mers were added in turn. The pH value of the system was
adjusted to 7.0 with 30% NaOH solution, and the tempera-
ture was raised to 60°C. The initiator of 0.1% of the total
monomer was added, and the viscous liquid product was
obtained by stirring for 4 h. The product was dried and
crushed at 105°C to obtain HTRTP in powder form.

2.3. Characterization

2.3.1. Composition and Molecular Weight. Acetone was used
as precipitant, and HTRTP was purified and dried by solu-
tion precipitation. The structure of HTRTP was analyzed
by Fourier transform infrared spectroscopy (FT-IR) with
KBr.

The “one-point method” was used to determine the
intrinsic viscosity of the polymer (fluid loss additive), and
the viscosity average molecular weight of the polymer was
estimated by the Mark-Houwink empirical formula [25].
The calculation is as follows:

M =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 τ/τ0ð Þ − 1ð Þ − ln τ/τ0ð Þ½ �p

kc

α

s

, ð1Þ

where C is solute concentration, g/mL; M is the molecular
weight of the solute; and K and α are constants related to
the determination conditions and polymer structure, and
the value of K is 3:684 × 10−2, and the value of α is 0.646.

2.3.2. Resistance to Temperature. In N2 atmosphere, the
purified HTRTP was subjected to thermogravimetric analy-
sis on a thermogravimetric analyzer at a temperature of
29°C-800°C and a heating rate of 5°C/min [26].

With 0.2mol/L NaCl solution as solvent, 0.2% HTRTP
and DCL-a solutions were prepared, and their intrinsic vis-
cosities after aging at different temperatures for 8 hours were
measured by an ohmmeter.

2.3.3. Ability to Antisalt. The salting-out resistance of high-
temperature-resistant quaternary copolymer was tested and
evaluated by UV-visible photometry [27]. In making poly-
mer aqueous solution (PMHA, DCL-a, and HTRTP), the
concentration is 0.5%. Add different amounts of distilled
water and 180 g/L sodium chloride solution to a test tube
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containing 1.0mL sample solution, and shake well. Distilled
water was used as blank experiment, and the transmissivity
of each solution was measured with a 722 spectrophotome-
ter. After salting out, the solution becomes turbid, which
causes the change of transmission ratio of the solution.
Therefore, when the salt in the solution reaches or exceeds
the turbidity point, the transmission ratio of the solution is
significantly reduced, and the turbidity point salinity of the
copolymer is determined.

2.4. Evaluation of Filtration Loss Reduction Effect

2.4.1. Evaluation of Fluid Loss Reduction Effect in Fresh
Water Base Slurry. The experimental base slurry is com-
posed of 400mL tap water +0.8 g anhydrous sodium car-
bonate +4% secondary bentonite +3% evaluation soil,
respectively, to the early hydration good base paste to
add 1% of the sample evaluation (PMHA, DCL-a, and
HTRTP), stirring evenly, measuring the rheological prop-
erty and filtration [28]. The experimental slurry was then

put into a high-temperature aging tank and rolled at
220°C and 245°C for 16 h, respectively. The rheological
properties and filtration loss of the slurry were measured
by the same method.

2.4.2. Effect of Fluid Loss Reduction in Fresh Water Weighted
Base Slurry. The experimental base slurry is composed
of400mL tapwater + 1:2 g anhydrous sodium carbonate + 6
%secondary bentonite + 5%evaluation soil + 30%barite,
respectively, to the early hydration good base paste to add
1% of the sample evaluation (PMHA, DCL-a, HTRTP), stir-
ring evenly, into the high-temperature aging tank, respec-
tively, under 220°C and 245°C hot rolled out after 16 h,
measuring the rheological property and filtration.

2.4.3. Effect of Fluid Loss Reduction in Saturated Salt-Water-
Based Slurry. The experimental base slurry is composed
of-
400mL tapwater + 1:2 g anhydrous sodium carbonate + 6%
secondary bentonite + 10%evaluation soil + 30%sodium
chloride, respectively, to the early hydration good base paste
to add 1.5% of the sample evaluation (PMHA, DCL-a,
HTRTP), stirring evenly, into the high-temperature aging
tank, respectively, under 220°C and 245°C hot rolled out
after 16 h, measuring the rheological property and filtration.

2.5. Research on Mechanism of Action

2.5.1. Adsorption Characteristics on Clay Particle Surface. A
known amount of polymer solution was added to 4wt % cal-
cium montmorillonite (purified with 15wt % H2O2) suspen-
sion and then diluted with 50mL distilled water. The initial
concentration of polymer was recorded as c0. The suspen-
sion was agitated vigorously and then left to stand for
20min to allow the adsorption process of the quadripolymer
to complete at given temperature. The suspension was sub-
sequently centrifuged for 30min at a speed of 1000 rpm
using a KUBOTA 3500 centrifuge. The concentration of
unadsorbed quadripolymer, c1, located in the clear centri-
fuged supernatant was measured via absorbance at wave-
lengths of 390nm and 330nm for polymer solution using
an ultraviolet spectrophotometer (722, Shanghai Yuanxi
Instruments Co., Ltd., China). Applying material balance
of the polymer, the adsorption of polymer on clay particles
can be calculated via

τ =
v c0 − c1ð Þ

G
, ð2Þ

Table 1: Estimation results of monomer’s reactivity ratio.

Monomer Q value e value Competitive rate of poly Competitive rate product

NVP 0.15 -1.2 r12 = 0:05; r13 = 0:008; r14 = 0:002 r12r21 = 0:059
r13r31 = 0:002
r14r41 = 0:005
r23r32 = 0:478
r24r42 = 0:601
r34r43 = 0:976

AMPS 0.38 0.46 r21 = 1:180; r23 = 0:487; r24 = 0:096

DEAM 1.16 1.32 r31 = 0:278; r32 = 0:981; r34 = 0:174

DMDACC 5.46 1.17 r41 = 2:274; r42 = 6:261; r43 = 5:61
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Figure 2: Infrared spectrogram of HTRTP.
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where τ is the mass of polymers absorbed onto specific
weight calcium montmorillonite, mg/g; v is volume of solu-
tion, L; c0 and c1 are polymer concentration before and after
polymer absorbed onto calcium montmorillonite, mg/L; and
G is the mass of calcium montmorillonite, g.

2.5.2. Influence on Filter Cake Quality. The effect of its addi-
tion in fresh water base slurry on the permeability of filter cake
was investigated. After measuring the API filtration loss, care-
fully remove the substrate slurry on the surface of the filter
cake [29], replace it with distilled water, measure the volume
of water for 30min, measure the thickness of the filter cake
with a steel plate ruler, and calculate the permeability K of
the filter cake according to the following formula:

K = 0:175vh × 10−6, ð3Þ

where K is the permeability of mud cake, μm2; v is the effluent
volume, mL; h is the thickness of mud cake, mm; and 0.175 is
the conversion factor (0.07 for high temperature and high
pressure).

The effect of several treatment agents on the compress-
ibility of base mud was investigated by using the “two-
stage water loss method” which is simple, feasible, and reli-
able. If other factors are set to be constant, the compressibil-
ity of filter cake can be expressed by a simple proportional
relationship of filtration rate at 500 psi and 100 psi:

R =
V500
V100

, ð4Þ

in which R is the compressibility coefficient of the filter cake
and V500 and V100 are static filtration loss under pressure
difference of 500 psi and 100 psi, respectively.

2.5.3. Particle Size and Specific Area Measurements of
Calcium Clay. The suspensions were prepared by mixing
deionized water, 4% (w/v) calcium montmorillonite, and
0.3% (w/v) viscosity breaker (XY-28, sulfonated tannin and
quadripolymer separately), stirring for 20 minutes at a high
speed of 10,000 rpm and aging for 24 hours at room temper-
ature. Aging experiments of suspensions were carried out in
a XGRL-4A-type rolling oven through hot rolling at 220°C
(XY-28) or 245°C (sulfonated tannin and quadripolymer)
for 16 hours. Concentrated NaOH (10mol/L) and HCl
(6mol/L) solutions were used to change pH so as not to
cause excessive dilution of samples. The size distribution
and specific area of clay particles in suspension were deter-
mined using a Bettersize2000 laser particle analyzer.

2.5.4. Influence on Stability of Fresh Water Base Slurry
Colloid. Turbiscan, an infrared scanning dynamic stability
tester, can quantitatively evaluate the stability of dispersion
systems such as colloid, foam, and suspension. The effects
of 0.1%, 0.2%, and 0.3% HTRTP on the colloidal stability
of 3% bentonite slurry before and after aging (245°C/16 h)
were investigated.

Table 2: Testing results of intrinsic viscosity and molecular weights.

Sample Concentration (g/100mL) 0.1 0.2 0.3 Average intrinsic viscosity (mL/g) Molecular weight

HTRTP
Average outflow time (s) 76.13 98.68 123.24

284.06 1040322
Intrinsic viscosity (mL/g) 279.06 288.29 284.87

DCL-a
Average outflow time/s 79.92 107.69 141.06

339.78 1372721
Intrinsic viscosity (mL/g) 332.72 341.59 345.04
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3. Results and Discussion

3.1. Characterization

3.1.1. Composition and Molecular Weight. It can be seen
from Figure 2 that the stretching vibration absorption peak
at 3450 cm-1 is N-H; 3060 cm-1 is the absorption peak of
stretching vibration of C-H bond of -CH2- in the ring.
2960 cm-1 is the characteristic absorption peak of C-H bond
of -CH3. 2920 cm

-1 is the absorption peak of stretching

vibration of C-H bond of -CH2 in chain. At 1730 cm-1, there
is a stretching vibration absorption peak with C=O. The
characteristic absorption peaks of -C(O)NH- are at
1660 cm-1 and 1540 cm-1. At 1520 cm-1, there is the vibration
absorption peak of N-H bond deformation. The absorption
peak of bending vibration of C-H bond of -CH2 is at
1460 cm-1. At 1300 cm-1, =C=N- stretching vibration
absorption peaks. The characteristic absorption peaks of-
SO3

-are at 1190 cm-1 and 1040 cm-1. The results show that

Table 3: Experimental results of antisalting out of PMHA.

Concentration of Cl- (g/L) 0 90 108 126 144 162

Solution transmission ratio of PMHA 98.8 98.6 98.3 97.9 95.1 94.3

Solution transmission ratio of DCL-a 99.0 98.9 98.7 98.5 98.3 98.0

Solution transmission ratio of HTRTP 98.3 98.2 98.1 98.0 97.7 97.4

Table 4: Experimental results of antisalting out of PMHA.

Concentration of CaCl2 (mg/L) 0 500 1500 2500 4000 5000

Solution transmission ratio of PMHA 98.8 98.4 98.0 96.2 95.4 94.5

Solution transmission ratio of DCL-a 99.0 99.0 98.8 98.6 98.4 98.1

Solution transmission ratio of HTRTP 98.3 98.2 98.1 98.0 97.8 97.5

Table 5: Comparison of fluid loss controlling of fluid loss agents in fresh water slurry.

Experimental slurry Test conditions AV (mPa·s) PV (mPa·s) YP (Pa) API (mL)

3-1 basic slurry

Room temperature 8.5 3 5.5 24.0

Room temperature after 220°C/16 h 7 3 4 34.0

Room temperature after 245°C/16 h 8.5 8 0.5 41.0

Basic slurry + 1%PMHA Room temperature 60 30 30 8.4

Room temperature after 220°C/16 h 4 1 3 12.4

Basic slurry + 1%DCL − a Room temperature 53 21 32 10.6

Room temperature after 245°C/16 h 11 10 1 20.6

Basic slurry + 1%HTRTP Room temperature 40 28 12 7.8

Room temperature after 245°C/16 h 17 14 3 11.0

Table 6: Comparison of fluid loss controlling of fluid loss agents in weighted fresh water slurry.

Experimental slurry Test conditions AV (mPa·s) PV (mPa·s) YP (Pa) API (mL)

3-2 basic slurry
Room temperature after 220°C/16 h 35 16 19 16.0

Room temperature after 245°C/16 h 38 26 12 21.0

1% PMHA Room temperature after 220°C/16 h 33.5 27 6.5 8.4

1% DCL-a Room temperature after 245°C/16 h 45 35 10 6.6

1% HTRTP Room temperature after 245°C/16 h 41 32 9 6.0

Table 7: Comparison of fluid loss controlling of fluid loss agents in saturated brine slurry.

Experimental slurry Test conditions AV (mPa·s) PV (mPa·s) YP (Pa) API (mL)

Basic slurry
Room temperature after 220°C/16 h 18 8 10 124

Room temperature after 245°C/16 h 17.5 6 11.5 143

1.5% PMHA Room temperature after 220°C/16 h 16.5 9 7.5 49

1.5% DCL-a Room temperature after 245°C/16 h 40 19 21 24

1.5% HTRTP Room temperature after 245°C/16 h 45 24 21 18
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the molecular chain of the product has the predicted group
of molecular structure design, which verifies the correctness
of the molecular structure design and the correctness of the
HTRTP synthesis reaction scheme.

It can be seen from the test results in Table 2 that the
molecular weight of HTRTP is about 1.04 million, which is
smaller than that of high-temperature-resistant polymer
DCL-a, and its influence on drilling fluid viscosity will be
smaller than that of DCL-a.

3.1.2. Temperature Resistance. It can be seen from the ther-
mal difference curve in Figure 3 that the thermal decompo-
sition process of HTRTP can be divided into many stages, of
which there are two main pyrolysis stages. The first stage
occurs between 320 and 360°C with a weight loss rate of
20%-25%, which is mainly the decomposition of carboxylic
acid group 9 and sulfonic acid group on the side chain.
The second stage, which occurs above 400°C, is mainly the
decomposition of the backbone chain of polymerization.
The total weight loss rate of these two stages is 52.41%. It
can be seen that the high-temperature-resistant quaternary
copolymer HTRTP has strong thermal stability.

As shown in Figure 4, with the increase of aging temper-
ature, the intrinsic viscosity of HTRTP decreased more
slowly than that of DCL-a, indicating that HTRTP had bet-
ter temperature resistance than DCL-a in aqueous solution.

3.1.3. Resistance to Salting Out. It can be seen from Table 3
that when the Cl- concentration of PMHA increases from
126 g/L to 144 g/L, the transmittance of PMHA solution
changes suddenly, indicating that the solution begins to
become cloudy; that is, the antisalting out ability of PMHA
(calculated by Cl-) is between 126 g/L and 144 g/L. At the
Cl- concentration of 162 g/L, the transmittance of DCL-a

solution and HTRTP solution still has no obvious change,
indicating that the solutions have not become turbid; that
is, the salting-out resistance of DCL-a and HTRTP (calcu-
lated by Cl-) is greater than 162 g/L.

It can be seen from Table 4 that when the concentration
of CaCl2 increases from 1500mg/L to 2500mg/L, the trans-
mittance of PMHA solution changes suddenly, indicating
that the solution begins to become cloudy; that is, the cal-
cium resistance of PMHA (calculated by CaCl2) is between
1500mg/L and 2500mg/L; with the increase of CaCl2 con-
centration, the transmittance of DCL-a solution and HTRTP
solution has no significant change. When CaCl2 concentra-
tion reached 5000mg/L, the transmittance did not change
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obviously, which indicated that the solutions did not become
turbid; that is, the calcium resistance of DCL-a and HTRTP
(calculated by CaCl2) was greater than 5000mg/L.

3.2. Evaluation of Fluid Loss Reduction Effect

3.2.1. Evaluation of Fluid Loss Reduction in Fresh Water Base
Slurry. As shown in Table 5, the API filtration loss of
HTRTP was the lowest before and after aging, and the vis-
cosity changed the least before and after aging. The filtration
loss of fresh water base slurry treated with 1% HTRTP
decreased from 41mL to 11mL after aging at 245°C/16 h at
high temperature. 1% PMHA was processed in fresh water
slurry in 220°C/16 h after high-temperature aging filtration
quantity from 34mL of 12.4mL, but after aging experiment,
paste viscosity decreased; treatment may have serious degra-
dation. When the fresh water base slurry treated with 1%
DCL-a was aged at 245°C/16h, the filtrate loss reduction
effect was not as good as that of HTRTP. The results indi-
cated that HTRTP not only had a good filtration loss reduc-
tion effect but also had a better temperature resistance in
fresh water base slurry.

3.2.2. Effect of Fluid Loss Reduction in Fresh Water Weighted
Base Slurry. As can be seen from Table 6, API filtration loss
of experimental slurry after aging is low, among which the
experimental slurry treated by 1% HTRTP has the lowest fil-
tration loss, which is 6.0mL. It was shown that in fresh water
increased base slurry, HTRTP fluid loss effect is better than
PMHA and DCL-a.

3.2.3. Effect of Fluid Loss Reduction in Saturated Salt-Water-
Based Slurry. It can be seen from Table 7 that, compared
with the base slurry, the API filtration loss of the aging
experimental slurry treated with filtration reduction agent
was significantly reduced, among which the experimental
slurry treated with 1.5% HTRTP had the lowest filtration
loss, which was 18.0mL. It is shown that the filtration reduc-
tion effect of HTRTP is better than that of PMHA and DCL-
a in saturated salt-water-based slurry.

3.3. Study on Mechanism of Action

3.3.1. Adsorption Properties on the Surface of Clay Particles

(1) Influence of Temperature. As can be seen from Figure 5,
at the same temperature, with the increase of HTRTP and
DCL-a concentration, their adsorption capacity on clay par-
ticles increased. With the increase of temperature, the
adsorption amount decreased. It can also be seen from the
figure that both HTRTP and DCL-a have different adsorp-
tion isotherms at different temperatures. The reason is that
adsorption is an exothermic reaction, and increasing tem-
perature is conducive to equilibrium in the direction of
desorption. In addition, when the temperature rises, the
thermal movement of clay particles intensifies, which is not
conducive to adsorption.

(2) Influence of pH. As can be seen from Figure 6, when pH
is 8, the adsorption capacity of the two polymers on the
surface of clay particles reaches the maximum. When pH

is higher or lower than this value, the adsorption capacity
decreases. Within the test range, the higher the pH value,
the lower the adsorption capacity. The reason is that when
the pH is 8, the clay particles are fully dispersed and the
negative charge on the surface of the particles is moderate.
When pH becomes lower, it is not conducive to the full
dispersion of clay particles, which can be used for adsorp-
tion of small surface area; when the pH value is higher
than this value, more OH- is adsorbed on the surface of
clay particles, which further enhances the electronegativity
of the surface. The electrostatic action is not conducive to
the adsorption of polymer molecules. As can be seen from
the figure, not only is the adsorption capacity of HTRTP
greater than that of DCL-a, but with the increase of pH,
the adsorption capacity of HTRTP on the surface of clay
particles decreases more slowly than that of DCL-a. This
is because certain cationic groups are introduced into
HTRTP molecules, which can weaken the influence of
the increase of electronegativity on the surface of clay par-
ticles on adsorption.
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(3) Effect of Sodium Chloride Addition on Adsorption Capac-
ity. It can be seen from Figure 7 that with the increase of
sodium chloride dosage, the adsorption amount of HTRTP
and DCL-a on clay particles decreases. This is because, after
adding sodium chloride, a large amount of Na+ accumulates
near clay particles, compressing their diffusion electric dou-
ble layer; the ζ potential decreases; the repulsive force
weakens; the agglomeration of clay particles increases; and
the surface area decreases. In addition, the addition of
sodium chloride affects the extension of polymer molecular
chain, which is not conducive to adsorption. Therefore, in
sodium chloride brine drilling fluids, the contribution of
polymer plugging and improving filtrate viscosity to fluid
loss reduction performance is increased.

3.3.2. Influence on the Quality of Filter Cake. It can be seen
from Figure 8 that there is a good linear relationship
between filter cake permeability and API filtration amount.
With the increase of HTRTP addition, API filtration amount
decreases before and after experimental slurry aging, and the
permeability of filter cake also decreases.

It can be seen from Table 8 that the compressibility coef-
ficient of the experimental slurry before aging is lower than
that after aging, indicating that high temperature will cause
the compressibility reduction of the drilling fluid filter cake.
The compression coefficient of experimental slurry with fil-
trate loss additive before and after aging is lower than that
of base slurry, which indicates that improving the compress-
ibility of filter cake is also one of the action mechanisms of
filtrate loss additive. The filter cake added with HTRTP
slurry has the lowest compressibility coefficient, which is
consistent with the best filtration loss reduction effect.

3.3.3. Effect on Particle Size Distribution of Fresh Water Base
Slurry. As can be seen from Figure 9, after aging, the propor-
tion of particles with smaller particle size in the experimental
slurry decreases, while the content of particles with larger
particle size increases; both particle size and distribution
become larger, which is one of the reasons for the increase
of filtration loss after aging. The mean particle size of differ-
ent suspensions was 1.7μm, 21.5μm, 7.5μm, and 17.6μm,
respectively (tagged in Figure 9). After adding HTRTP, both
before and after aging, the particle size distribution of exper-

imental slurry is wider and the grading is more reasonable,
so the filtration loss of experimental slurry is reduced.

3.3.4. Effect on Stability of Fresh Water Base Slurry Colloids.
As can be seen from Figure 10, the colloidal stability of the
experimental slurry was significantly better than that of the
base slurry after the addition of HTRTP, and the colloidal
stability of the experimental slurry increased with the
increase of the amount of HTRTP. After aging at
245°C/16 h, high temperature promoted the hydration and
dispersion of bentonite. In the experiment, it was measured
that the thickness of the upper “clear liquid” of the aging
base slurry was 0.30mm after standing for 24h, 0.1mm when
adding 0.1% HTRTP, 0.06mm when adding 0.2% HTRTP,
and 0.04mm when adding 0.3% HTRTP. Combined with
the previous particle size test results, it can be seen that for
the base slurry with low bentonite content, the contribution
of adhesive protection of HTRTP to filtration loss reduction
is greater than that after aging. After aging, the mechanism

Table 8: Test results of filter cake compressibility.

Formula Test conditions V100 (mL) V500 (mL) R

Basic slurry: 4%bentonite + 3%evaluation of soil
Room temperature 22 43 1.95

Room temperature after 220°C/16 h 34 72 2.12

Room temperature after 245°C/16 h 42 90 2.14

Basic slurry + 1%PMHA Room temperature 8.6 16 1.86

Room temperature after 220°C/16 h 12 23.4 1.95

Basic slurry + 1%DCL − a Room temperature 12 21 1.75

Room temperature after 245°C/16 h 20 36 1.80

Basic slurry + 1%HTRTP Room temperature 8 12.8 1.60

Room temperature after 245°C/16 h 11.6 19 1.64
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of HTRTP reducing filter cake permeability by improving par-
ticle size grading in the system and enhancing the compress-
ibility of filter cake is more important.

The action mechanism of high-temperature-resistant
quaternary copolymer HTRTP is as follows:

(1) Temperature resistance mechanism: the molecular
structure difference is the main factor that deter-
mines the temperature resistance of the fluid loss
agent. High-temperature-resistance quaternary
copolymer HTRTP molecule main chain is C-C
bond and has the internal structure of high temper-
ature resistance; C-S and C-N bonds are used
between the main chain and the side chain, and the

thermal stability of the main chain and the side chain
is strong

(2) Mechanism of salt resistance and calcium resistance:
the hydrophilic group is the sulfonic acid group
(-CH2SO3

-), which has strong hydration ability and
can thicken the hydration film on the surface of clay
particles with strong salt resistance. The sulfonic acid
group does not react with Ca2+ to form precipitation,
which has a strong anticalcium ability. In addition,
the side groups introduced into the HTRTP chain
(e.g., -CONHC(CH3)2CH2SO3

-) are large and rigid,
and the chain is not easy to curl in electrolyte solu-
tions (salt solutions)
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(3) Adsorption mechanism: in addition to the phthala-
mine group (-CON(CH2CH3)2), the cationic adsorp-
tion group (-CH2N

+(CH3)2CH2-) is also introduced
into the HTRTP molecular chain. -CON(CH2CH3)2
is adsorbed by hydrogen bond, which has strong
adsorption stability and is not easy to be desorbed
under temperature change. -CH2N

+(CH3)2CH2- is
chemisorbed through static ion bonds, and the
adsorption is stronger

(4) Mechanism of filtration loss reduction: firstly,
HTRTP is adsorbed on the surface of clay particles
to form an adsorption layer, which prevents floccula-
tion of clay particles from becoming larger. At the
same time, it stabilizes the fine particles separated
by stirring so as not to become larger. So it can
improve clay particle grading in drilling fluid. It
has excellent protective adhesive effect, forming thin
and compact filter cake, reducing filtration loss. Sec-
ondly, HTRTP increases the degree of hydration by
adsorbing on clay particles, so that the hydration
film on the surface of clay particles is thickened to
enhance the compressibility of the filter cake and
reduce the permeability of the filter cake, thus reduc-
ing the filtration loss. Thirdly, the molecular size of
HTRTP is just within the range of colloidal particles,
and the molecular chain wedges into the pores of the
filter cake or curls into a ball to block the micropores
of the filter cake, making the filter cake thin and
compact, thus reducing the filtration loss. Finally,
HTRTP is a high molecular weight polymer that is
added to the drilling fluid to increase the viscosity
of the filtrate and thus reduce filtration loss

4. Conclusions

The high-temperature-resistant quaternary copolymer
HTRTP was synthesized by molecular structure optimiza-
tion and monomer optimization. The viscosity average
molecular weight of HTRTP was about 1 million, which
had less effect on the viscosity of drilling fluid than DCL-a.
HTRTP molecular structure has good thermal stability, tem-
perature resistance in drilling fluid up to 245°C, salt resis-
tance and calcium resistance, and good compatibility with
fresh water and salt water experimental base slurry. The per-
formance of fluid loss reduction, temperature resistance and
salt and calcium resistance in drilling fluid is better than that
of foreign temperature resistance polymer DCL-a and
domestic similar products. The adsorption capacity of
HTRTP on clay particles is higher than that of foreign anti-
temperature polymer DCL-a. In the case of chemical envi-
ronment and temperature change, the adsorption amount
changed little and was still higher than that of DCL-a, and
the adsorption was firm. Before and after aging
(245°C/16h), HTRTP can significantly reduce the perme-
ability and improve the compressibility of filter cake.
Improving the particle size grading in drilling fluid system
and enhancing the colloidal stability of the system are the
important mechanisms of high-temperature-resistant qua-

ternary copolymers. The quad-element polymer reducer
was suitable for fresh water-based drilling fluid and low-
mineralized saline drilling fluid.

Nomenclature

AMPS: 2-Acry-lamido-2-methyl-1-propane sulfonic
acid

API: American Petroleum Institute
AV: Apparent viscosity
DEAM: N, N-Diethyl acrylamide
DMDAAC: Dimethyl diallyl ammonium chloride
FT-IR: Fourier transform infrared spectroscopy
NVP: N-Vinyl pyrrolidone
PV: Plastic viscosity
TGA: Thermogravimetric analysis
YP: Dynamic shear forces.
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A condensate gas reservoir is an important special oil and gas reservoir between oil reservoir and natural gas reservoir. Gas
injection production is the most commonly used development method for this type of gas reservoir, but serious retrograde
condensation usually occurs in the later stages of development. To improve the recovery efficiency of condensate oil in the
middle and late stages of production of a condensate gas reservoir, a gas injection parameter optimization test study was
carried out, taking the Yaha gas condensate reservoir in China as an example. On the premise that the physical experimental
model and key parameters met the actual conditions of the formation, the injection method, injection medium, injection-
production ratio, and other parameters of the condensate gas reservoir were studied. Research on the injection method showed
that the top injection method had a lower gas-oil ratio and higher condensate oil recovery. The study of injection medium
showed that the production effect of carbon dioxide (CO2) injection was the best injection medium, and the maximum
recovery rate of condensate oil was 95.11%. The injection-production ratio study showed that the injection-production ratio
was approximately inversely proportional to the recovery factor of condensate gas and approximately proportional to the
recovery factor of condensate oil. When the injection-production ratio was 1 : 1, the maximum recovery rate of condensate oil
was 83.31%. In summary, in the later stage of gas injection development of the Yaha condensate gas reservoir, it was
recommended to choose the development plan of CO2 injection at the top position with an injection-production ratio of 1 : 1.
This research can not only provide guidance for the later formulation of gas injection plans for Yaha condensate gas reservoirs
but also lay a foundation for the research of gas injection migration characteristics of other condensate gas reservoirs.

1. Introduction

With the continuous improvement of the level of explora-
tion technology and exploration degree at home and abroad,
the proportion of condensate gas reservoirs discovered is
increasing year by year. Therefore, condensate gas fields
occupy a particularly important position in the development
of gas fields in the world. Condensate gas reservoir is differ-
ent from ordinary oil reservoir or gas reservoir; it has the
dual characteristics of oil reservoir and gas reservoir [1].
Due to the special fluid phase characteristics, its extraction
technology and development difficulty are much more com-

plicated than general gas reservoirs and oil reservoirs [2–4].
During the development of condensate gas reservoirs, when
the reservoir pressure is lower than the dew point pressure,
serious retrograde condensation will occur in the reservoir.
In other words, condensate oil will separate out of the gas
phase and accumulate in a large amount in the near-
wellbore zone, which will block the original seepage pores,
thereby reducing the final recovery rate of condensate gas
and condensate oil [5–9].

Compared with natural gas, condensate oil has
extremely high economic value. At present, there are two
main methods to improve the recovery rate of condensate
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oil: one is continuous depletion development, and the other
is gas injection to maintain pressure. In the process of deple-
tion mining, natural energy is gradually released and
pressure-free replenishment system. The injection
pressure-holding mining method is to inject gaseous media
into the reservoir to supplement the formation energy to
reduce retrograde condensate damage [10–12]. Scholars at
home and abroad have conducted in-depth discussions on
these two methods. For example, Jingsong et al. [13] used
reservoir numerical simulation methods to analyze the sen-
sitivity of injection parameters for cyclic gas injection devel-

opment of condensate gas reservoirs, focusing on evaluating
the impact of injection methods, gas injection timing, and
injection-production ratios on the development effects of
condensate gas reservoirs. The results show that for conden-
sate gas reservoirs rich in condensate oil and with a large
ground pressure difference, the development effect of the
top cycle gas injection after depletion development to the
dew point pressure is better. Dong et al. [14] took the
Yaha-5 condensate gas reservoir as an example. The three
production methods of exhaustion, water injection, and gas
injection were compared and analyzed by component

Table 1: Condensate gas reservoir parameters and content.

Category Parameter Numerical Unit

Condensate gas properties

Density 0.63~0.67 kg/m3

CO2 <1 %

N2 3~ 8 %

C1 85 %

Condensate oil properties

Density 0.78~0.83 kg/m3

Freezing point 9~ 36 °C

Sulfur content <0.12 %

Wax content 5.74~13.77 %

Wax-off point 9~ 20.5 °C

Gum and asphalt content Low content —

Formation water properties
Density 1.08~1.44 kg/m3

Salinity 137752~214209 mg/l

Gas reservoir properties

Condensate oil content 600~700 g/m3

Maximum reverse condensation pressure 25~30 MPa

Maximum reverse condensate volume 30 %

Table 2: Geological characteristic parameters of condensate gas reservoirs.

Reservoir
location

Thickness
(m)

Average
thickness

(m)

Porosity
(%)

Average
porosity
(%)

Permeability
(10-3 μm2)

Average
permeability (10-

3 μm2)

Multiple of
permeability

Average multiple
of permeability

Paleogene 0.2~ 3.4 0.9 16.4~ 21.21 17.9 120.7~ 2257.7 641.4 2.6~ 7.6 3.4

Cretaceous 0.2~ 1.6 0.5 11.2~ 18.34 16 33.6~ 233.9 89.3 2.6~ 6.2 3.4

Table 3: Experimental program.

Experiment
category

Experiment
grouping

Experiment content
Experimental
program

Experimental parameters

1

1

Gas injection method

Side gas injection

Temperature:137.8°C
Pressure:54.94MPa

Initial pressure:60MPa
Injection speed:0.2ml/min

Injection and mining method: one injection and one
mining

2
Bottom gas
injection

3 Shaft gas injection

2

4

Gas injection medium

CH4

5 On-site gas

6 CO2

3

7
Injection-production

ratio

0.5 : 1

8 0.75 : 1

9 1 : 1
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numerical simulation. The research results show that water
injection and gas injection are better than depletion mining,
and gas injection is better than water injection. In particular,
the large well spacing gas injection development method can
not only delay gas channeling and improve gas injection effi-
ciency but also greatly increase the degree of condensate oil
recovery. Lu [15] took Dalaoba No. 2 condensate gas reser-
voir with high condensate oil content as an example. The
gas injection state and seepage mechanism are analyzed,
and pilot experiments are carried out. The research results
show that when entering the middle and late stages of min-
ing, the formation pressure drops faster, the retrograde con-
densation phenomenon is serious, and the formation edge
water is active. Therefore, it is not appropriate to choose
depletion mining or water injection development in the mid-
dle and late stages of mining, and gas injection and pressure-
maintaining development methods should be considered. Lu
[16] made a comparative analysis and summary of the cur-
rent recovery methods of condensate gas fields and discussed
the strategies for optimizing gas injection production
methods. The research results indicate that the optimization
of production system, gas injection method, and stop injec-
tion time should be strengthened in the development pro-
cess to improve the recovery rate of condensate gas fields.
Through research, it can be found that the depletion mining
cost is low and the process is relatively simple, so this
method is widely used in the development of condensate
gas reservoirs. The method of gas injection to maintain pres-
sure is the most important method to improve the recovery
of condensate, especially for condensate gas reservoirs with
high condensate oil content, because injecting gas into the
reservoir can not only increase the formation pressure in
the retrocondensation zone but also reduce the antievapora-
tion effect of the condensate oil. Therefore, the condensate
oil is more easily produced. If pressure-holding mining is
not carried out, the loss of condensate oil will even reach
more than 60% to 70% of the original reserves [17–20].

Following the above research, most foreign scholars have
conducted in-depth discussions on various issues under the
conditions of gas injection. Through literature research, the
methods of research problems can be roughly divided into
two categories: one is reservoir numerical simulation
methods, and the other is experimental analysis and
research. For numerical simulation research methods, He

et al. [21] took the condensate gas reservoir in the southern
part of Rangnar A as an example, applied phase equilibrium
theory and reservoir numerical simulation technology, and
studied the mechanism and effect of CO2 huff and puff to
increase gas well condensate production. The research
results show that when the amount of CO2 injected is small,
the capacity of CO2 vaporization and condensate is limited.
To ensure the effect of CO2 huff and puff to increase oil,
the periodic injection of CO2 should exceed 500 × 104m3.
Hassan et al. [22] used thermochemical treatment methods
to treat the near-well zone and used reservoir simulation
methods to simulate oil and gas recovery. The research
results show that this method can significantly improve oil
and gas recovery, and the main reason for this phenomenon
is that this method can reduce capillary pressure and viscos-
ity of condensate oil well. Wan and Mu [23] took the Eagle
Ford shale gas condensate gas reservoir as an example, used
numerical simulation to study the effect of carbon dioxide
steam huff and puff injection on slowing down the accumu-
lation of condensate around the induced fractures, and con-
ducted in-depth discussions on the molecular scale. The
research results show that the use of CO2 huff and puff gas
injection is more conducive to improving the recovery of
rich condensate oil. Jiang and Younis [24] used a multicom-
ponent molecular simulation method to perform a numeri-
cal analysis on the enhanced oil recovery of carbon dioxide
steam huff and puff in a complex fractured condensate gas
reservoir. On this basis, several design elements such as the
number of cycles and the length of the injection period in
the steam stimulation process are briefly studied. For exper-
imental analysis and research methods, Feng et al. [25] took
Sulige tight sandstone condensate gas reservoir in Ordos
Basin as an example. Based on the results of PVT phase
experiments, core gas injection displacement experiments
were carried out. An in-depth study of continuous gas

Figure 1: Schematic diagram of the core sample.

Table 4: Laboratory compound condensate gas composition table.

Component
Actual Laboratory

Mole fraction
(mol%)

Mole fraction (mol%)

N2 3.26%
79.85% CH4 81.44%

CH4 76.59%

CO2 0.62%

13.81% C2H6 13.66%

C2H6 8.90%

C3H8 1.83%

iC4 0.48%

nC4 0.71%

iC5 0.34%

nC5 0.34%

C6 0.59%

C7 1.10%

6.34% On-site condensate 4.90%

C8 1.12%

C9 0.59%

C10 0.48%

C11
+ 3.05%
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injection, gas injection huff and puff and pulse gas injection
condensate recovery degree, and the change characteristics
of average condensate oil saturation in the core was con-
ducted, and then, the best gas injection method to improve
the condensate oil recovery was optimized. Yuan et al. [26]
took the Zhongyuan Oilfield high-pressure and high-
saturation condensate gas reservoir as the research object.
The laboratory test study of methane (CH4) injection for
enhanced oil recovery in high-pressure and high-saturated
condensate gas reservoirs has been carried out. The research
results show that for high-pressure and high-saturation
condensate gas fields, first depletion production to a cer-
tain extent and then gas injection can also achieve higher

recovery. Hou [27] used the fully visible mercury-free
high-temperature and high-pressure multifunctional for-
mation fluid PVT analyzer to conduct an experimental
study on the phase behavior of an offshore high-carbon
dioxide condensate gas well. The experimental results
show that the higher the CO2 content, the higher the con-
densate oil-gas-oil ratio, the greater the condensate den-
sity, the higher the condensate dew point pressure, the
larger the relative volume of condensate, and the smaller
the amount of reverse condensate. Therefore, carbon diox-
ide injection can improve the recovery efficiency of con-
densate oil. For this conclusion, some scholars have also
verified this view [8, 28].
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Figure 2: Schematic diagram of experiment setup.

4 Geofluids



According to the above analysis, the research on improv-
ing the condensate gas reservoir by gas injection and main-
taining pressure mainly uses numerical simulation
methods and focuses on the elimination of retrograde con-
densate theory and complex phase transition issues. For
experimental research, most of the research focuses on the
selection of gas injection medium and the discussion of gas
injection methods. There are few reports on the analysis of
key parameters and variables in the development method

of gas injection and pressure maintenance. However, study-
ing the migration mechanism and law of injected gas has
become an urgent problem to be solved to improve the
recovery rate of gas injection in condensate gas reservoirs.
In-depth study of the migration law of injected gas in con-
densate gas reservoirs is the key to increasing gas injection
utilization and improving development effects.

To sum up, to research the gas injection migration char-
acteristics of the Yaha condensate gas reservoir and improve

Configure condensate gas

Saturated water 

Porosity test

Experiment preparation

Measurement of
experimental parameters

Test operation

Permeability test

Saturation test

Condensate gas injection
and migration experiment

Saturated condensate gas

Cleaning and connecting equipment

Equipment leakage test

Research on gas injection method

Research on gas injection medium

Research on gas injection production ratio

Figure 3: Experiment procedure flowchart.
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the oil recovery in the later stage of the oilfield development,
this research is based on the oilfield site and conducted
indoor physical model experiments. First, the gas reservoir
and geological profile are described. Then, the condensate
gas injection and migration experiments are carried out.
Finally, by changing the gas injection method, gas injection
medium, and injection-production ratio, the influence of
various variables on the enhanced oil recovery of condensate
gas injection was clarified. This research can not only pro-
vide guidance for the later formulation of gas injection plans
for Yaha condensate gas reservoirs but also lay a foundation
for the research of gas injection migration characteristics of
other condensate gas reservoirs.

2. Gas Reservoir Overview and
Geological Characteristics

2.1. Condensate Gas Reservoir Overview. The Yaha conden-
sate gas reservoir is located in Kuqa County, Xinjiang Uygur
Autonomous Region, China, with an altitude of
967~1033m. This gas reservoir is the largest condensate
gas reservoir developed by cyclic gas injection in China.
The gas reservoir structure is located on the Yaha fault struc-
tural belt in the Tarim Basin, distributed from northeast to
southwest. The formation pressure of the gas reservoir is
53~56MPa, the ground pressure difference is 2~ 4MPa,
and the condensate oil content is relatively high
(500~5600 g/m3). It is a high-pressure condensate gas reser-
voir close to saturation with high condensate oil content.
The condensate oil in the gas reservoir has low density,
low viscosity, low content of colloidal asphalt, high wax con-
tent, and high freezing point. The H2S content in the con-

densate gas is very small, the CO2 content is low, and the
N2 content is high. The specific conditions of condensate
gas reservoirs are shown in Table 1.

2.2. Geological Characteristics. The Yaha condensate gas res-
ervoir is vertically divided into two gas layer groups: the bot-
tom sandstone of the Paleogene and the top sandstone of the
Cretaceous (Table 2). The above two condensate gas layers
are both massive bottom water condensate gas reservoirs
rich in condensate oil. The Paleogene gas reservoir is domi-
nated by gray-brown fine sandstone, followed by coarse
sandstone, medium sandstone, and gypsum sandstone. The
Paleogene gas reservoir has low shale content and belongs
to a chemically cemented reservoir. The Cretaceous gas res-
ervoir is brown-red and brown siltstone, medium-fine sand-
stone with brown-red mudstone, and argillaceous siltstone.
The Cretaceous gas reservoir is a lime mud cemented reser-
voir. Therefore, the Yaha condensate gas reservoir has the
characteristics of deep burial, high formation pressure, small
ground pressure difference, high condensate oil content,
maximum retrograde condensate pressure, and high
maximum retrograde condensate liquid volume.

3. Experiment Overview

Based on the actual geology of the Yaha condensate gas res-
ervoir, this experiment conducted a study on the character-
istics of gas injection migration. Under the condition that
the core properties, fluid properties, initial conditions, and
experimental procedures remain unchanged, the gas injec-
tion method, gas injection medium, and injection-
production ratio are changed, and the gas injection scheme
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is optimized to improve the recovery effect of the condensate
gas reservoir. The experiment designed 3 types (9 groups) of
programs; the specific conditions are shown in Table 3.

3.1. Experiment Materials. The core used in the experiment
was provided by China Chengdu Core Technology Com-

pany, as shown in Figure 1. The core sample is a homoge-
neous low-permeability core slab manufactured artificially,
and its size is L ×W ×H = 50 × 10 × 2:54 (cm).

Based on the actual situation of the oil field, using CMG
WinProp software, according to the mole fraction, the con-
densate gas composition and dosage used in the experiment
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were determined. The properties of the actual fluid on site
and the fluid configured in the laboratory are shown in the
table. It can be seen from Table 4 that the actual condensate
gas in the reservoir is mainly composed of methane
(76.59%), ethane (83.9%), and macromolecular liquid
hydrocarbon compounds. To ensure the feasibility and accu-
racy of the experiment, similar condensate gas components
are used for coordination and modulation. It is finally deter-

mined that the condensate gas composition is methane
(81.44%), ethane (13.66%), and condensate oil (4.90%).
The gas raw materials prepared by the condensate gas are
provided by Praxair Canada Inc., and the purity is as high
as 99.99%.

3.2. Experiment Setup. The experiment setup of the gas injec-
tion migration experiment in the condensate gas reservoir is
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shown in Figure 2. Among them, Figure 2(a) is a theoretical
schematic diagram, and Figure 2(b) is an actual device
diagram.

It can be seen from Figure 2 that the physical simulation
experiment in this research mainly includes a three-
dimensional core holder, a high-temperature and high-
pressure intermediate container, and a high-pressure injec-
tion pump. Among them, the three-dimensional core holder
is selected from Haian Petroleum Instrument Factory, with a
maximum pressure of 70MPa and a maximum temperature
of 200°C. In order to meet the needs of the experiment, it
uses fluorine rubber special core rubber sleeve inside. Two
types of high-temperature and high-pressure resistant inter-
mediate containers are selected, 206ml and 1000ml, and
their maximum pressure is 70MPa and the maximum tem-
perature is 200°C. The high-pressure injection pump adopts
ISCO-100DX model produced by Teledyne, USA, and the
maximum injection pressure is 71MPa.

3.3. Experiment Procedure. In this research, the experiment
includes three parts: experiment preliminary preparation,
experimental parameter determination, and test operation.
The specific situation is as shown in Figure 3.

In the stage of experiment preliminary preparation, the
condensate gas used in the experiment is configured accord-
ing to the actual parameters in the oilfield reservoir. Then,
the experimental platform is assembled according to the
experimental plan, and the ethanol solution is used to clean
and leak test it.

In the stage of experimental parameter determination,
deionized water is used to test the porosity of core samples.
The porosity is calculated based on the ratio of water absorp-
tion to model volume. Then, the permeability test of the core
sample is carried out. The permeability is calculated accord-
ing to the water injection speed and pressure difference
using Darcy’s law. Finally, we vacuum the model and wait
for the formal test.

In the test operation stage, the core saturated water treat-
ment is performed according to the oilfield geological data,

and the initial irreducible water saturation is 30%. Then,
the core is treated with saturated condensate gas. Finally,
the physical model is used to study the characteristics of
gas injection migration in condensate gas reservoirs. By
changing the gas injection method, gas injection medium,
and injection-production ratio, the optimal condensate gas
injection program is further optimized and designed.

4. Results and Discussion

4.1. Gas Injection Method. The use of different gas injection
methods in condensate gas reservoirs will have a serious
impact on the recovery rate and recovery rate of condensate
gas and condensate oil. To study the best gas injection
method for the Yaha condensate gas reservoir, shaft injec-
tion, top injection, and bottom injection were selected for
comparative analysis. The experimental gas injection
medium is methane, and the injection-production ratio is
0.5 : 1. Other specific experimental parameters are shown in
Table 3.

The average recovery rate of condensate gas and conden-
sate oil for different gas injection methods is shown in
Figure 4.

It can be seen from Figure 4 that for the average recovery
rate of condensate gas, the effects of top gas injection and
shaft gas injection are approximately the same, but both
are much greater than bottom gas injection. For the recovery
rate of condensate oil, the top gas injection has the best
effect, with a recovery rate of 0.017, followed by shaft gas
injection with a recovery rate of 0.013, and finally bottom
gas injection with a recovery rate of 0.006. Therefore,
through comparative analysis, it can be known that whether
it is the average recovery rate of condensate gas or the aver-
age recovery rate of condensate oil, the top gas injection
method is the best choice.

To analyze the recovery rate of condensate gas and con-
densate oil during the entire recovery process, the produc-
tion gas-oil ratio curves of three different injection
methods are drawn, as shown in Figure 5.

It can be seen from Figure 5 that the production gas-oil
ratio of the top gas injection method is always the lowest,
so the condensate recovery effect of this method is the best.
The production gas-oil ratio curves of the shaft gas injection
method and the bottom gas injection method roughly show
a trend of rising first and then falling. This shows that in the
early stage of production, the condensate gas recovery effect
of this gas injection method is better. And in the later stage
of production, the recovery effect of condensate gas gradu-
ally declines, and the recovery effect of condensate oil grad-
ually strengthens, but the effect of condensate oil in the
entire production cycle is still lower than that of the top
gas injection method.

The cumulative production curves of condensate gas and
condensate oil for different gas injection methods are shown
in Figure 6.

It can be seen from Figure 6(a) that under the same pro-
duction pressure, the cumulative gas production curves of
the three gas injection methods are quite different, but they
all show a gradually increasing trend. In the early stage of
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Figure 9: Curves of gas-oil ratio produced by different gas injection
media.
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gas production (t < 500min), the shaft gas injection has the
fastest gas production speed, followed by bottom gas injec-
tion, and top gas injection has the slowest gas production
speed. In the middle stage of gas production (t = 500
~900min), the gas production rate of shaft gas injection rises
rapidly, which is roughly the same as the gas production rate
of shaft gas injection, and the gas production rate of bottom
gas injection is the slowest. In the later stage of gas produc-
tion (t > 900min), the axial gas injection method reached
the peak point first, with a peak value of about 80 × 103ml,
followed by the top gas injection method, with a peak value
of about 70 × 103ml. Although the bottom gas injection
method has a slower gas production rate, the gas production
time is the longest, with a peak value of about 90 × 103ml.

It can be seen from Figure 6(b) that under the same pro-
duction pressure, the cumulative oil production curves of the
three different gas injection methods are quite different, but
the overall trend is gradually increasing. In the early stage of
oil production (t < 400min), the oil production rate and
cumulative oil production of the top gas injection method
increase rapidly, and they are much higher than the other
two gas injection methods. In the mid-stage (t = 400
~800min); although the oil production rate of the shaft gas
injection method increases rapidly, the cumulative oil pro-
duction is still much smaller than the top gas injection
method, and the bottom gas injection method has the lowest
oil production rate and oil production. In the later stage
(t > 800min), the shaft gas injection method stops oil pro-
duction at the earliest time, and the cumulative oil produc-
tion finally stabilizes around 12.33. The second is the top
gas injection method, which stops oil production after the
mining time is about 1200 minutes, and the final oil produc-
tion stabilizes around 19.78. The last to stop oil production
is the bottom gas injection method. Although this method
has the longest cumulative oil production time, the cumula-
tive oil production is the smallest, and the final oil produc-

tion is stable around 10.00. Therefore, through the
abovementioned comparative analysis, it can be known that
among the three gas injection methods, the top gas injection
method is most conducive to improving the condensate oil
recovery of the Yaha condensate gas reservoir.

The final recovery factor histogram of different gas injec-
tion methods is shown in Figure 7.

It can be seen from Figure 7 that the recovery efficiency
of condensate oil and condensate gas using the top gas injec-
tion method is the highest, with values of 80% and 71.71%.
The condensate recovery factor of bottom gas injection
and shaft gas injection is basically the same, but the conden-
sate recovery factor of bottom gas injection is slightly greater
than that of shaft gas injection. Therefore, through compar-
ative analysis, it can be known that the best gas injection
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Figure 10: Cumulative production curve of different injection media.
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method for the Yaha condensate gas reservoir is top gas
injection.

4.2. Injection Medium. When studying the migration law of
injected gas in the formation, it is necessary to consider the
important factor of injected fluid characteristics. Because
the physical properties of reservoir fluid and injected gas
are quite different, the interaction between the two will seri-
ously affect the migration of injected gas. Therefore, three
gas injection media were selected for comparative analysis,
and the injection media were CH4, CO2, and on-site gas.

The experimental gas injection method is shaft gas injection,
and the injection-production ratio is 0.5 : 1. Other specific
experimental parameters are shown in Table 3.

The average recovery rate of condensate gas and conden-
sate oil for different gas injection methods is shown in
Figure 8.

It can be seen from Figure 8 that for the average recovery
rate of condensate gas, the effects of on-site gas injection and
carbon dioxide injection are approximately the same, and
both are much greater than methane gas injection. For the
recovery rate of condensate oil, carbon dioxide injection
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has the best effect with a value of 0.03, followed by on-site
gas injection with a value of 0.02, and finally methane injec-
tion with a value of 0.017. Therefore, in order to improve the
recovery of condensate gas and condensate oil, carbon diox-
ide injection is the best injection medium.

The production gas-oil ratio curves of different gas injec-
tion media are shown in Figure 9.

It can be seen from Figure 9 that the changing trends of
the produced gas-oil ratio curves of different gas injection
media are approximately the same, and they all show a trend
of first rising rapidly and then falling and finally tending to
stabilize. However, the production gas-oil ratio curve of car-
bon dioxide injection increased the most in the early stage,
the maximum value was close to 8 × 103 Sm3·m-3, and finally

stabilized near 3:7 × 103 Sm3·m-3. This is because it is
affected by phase changes in the early stage of production,
and even if condensate is precipitated in the later stage of
production, the precipitated condensate is mixed with car-
bon dioxide, and the condensate is displaced by the mixed
phase of carbon dioxide. On the whole, the average produc-
tion gas-oil ratio of on-site gas injection is the largest,
followed by carbon dioxide injection, and finally methane
injection.

The cumulative production curves of condensate gas and
condensate oil for different gas injection media are shown in
Figure 10.

It can be seen from Figure 10(a) that under the same
production pressure, the cumulative gas production curves
of the three different gas injection methods are quite differ-
ent, but they all show a trend of gradually increasing and
then becoming stable. In the early stage of gas production
(t < 500min), the gas production rate of on-site gas injection
first increases and then decreases, while the gas production
rate of carbon dioxide injection first decreases and then
increases. And the cumulative gas production of on-site
gas injection is greater than the cumulative gas production
of carbon dioxide injection, and the gas production rate
and cumulative gas production of methane gas injection
are the smallest. In the middle stage of gas production
(t = 500~800min), the gas production rate and cumulative
gas production of carbon dioxide injection increase rapidly,
which is much greater than the situation of on-site gas injec-
tion and methane gas injection. In the later stage of gas pro-
duction (t > 800min), the gas production rate of carbon
dioxide injection is still further increasing, so the cumulative
gas production is also gradually increasing. However, the
production of on-site gas and methane gas was gradually
stopped. The cumulative production of on-site gas was
finally stabilized at about 80 × 103ml, and the cumulative
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Figure 14: Cumulative production curve of different injection-production ratios.
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production of methane gas was finally stabilized at about
60 × 103ml.

It can be seen from Figure 10(b) that under the same
production pressure, the cumulative oil production curves
of the three different gas injection methods are quite differ-
ent, but they all show a trend of increasing first and then
becoming stable. In the early stage of oil production
(t < 400min), the oil production rate and cumulative pro-
duction of on-site gas injection are greater than those of car-
bon dioxide and methane injection. In the middle stage
(t = 400~800min), the oil production rate and cumulative
production of carbon dioxide injection gradually increase
and eventually exceed the gas production rate and cumula-
tive oil production of on-site gas injection. In the later stage
(t > 800min), the output of carbon dioxide injection gradu-
ally reaches its maximum value, which is about 27.5ml. The
second is the cumulative oil production of on-site gas injec-
tion, while methane gas injection ends the oil production
process earliest and the cumulative oil production is the low-
est. Therefore, through the abovementioned comparative
analysis, it can be known that among the three gas injection
methods, carbon dioxide injection is most conducive to
improving the recovery of condensate oil in the Yaha con-
densate gas reservoir, followed by on-site gas injection, and
finally methane gas injection.

The final recovery factor histogram of different gas injec-
tion methods is shown in Figure 11.

It can be seen from Figure 11 that the final recovery effi-
ciency of condensate gas and condensate oil under different
gas injection medium conditions is more obvious. Among
them, the production effect of carbon dioxide injection is
the best. The final recoveries of condensate gas and conden-
sate oil under this condition are both higher than 90%, with
values of 95.11% and 96.5%, respectively. The final recovery
efficiencies of methane injection and on-site gas injection are
approximately the same. Therefore, in order to further
improve the ultimate recovery of condensate gas and con-
densate oil, the most suitable gas injection medium should
be selected.

4.3. Injection-Production Ratio. The injection volume of gas
injection wells and production wells of condensate gas reser-
voirs directly affect the changes in gas layer pressure gradi-
ent, and pressure changes have a great impact on gas
reservoir recovery. Therefore, a reasonable injection-
production ratio is a key factor to ensure oil and gas recov-
ery. In order to analyze the influence of injection-
production ratio on the Yaha condensate gas reservoir, three
physical simulation experiments of injection-production
ratio were selected, which were 0.5 : 1, 0.75 : 1, and 1.1. The
experimental gas injection medium is methane, and the gas
injection method is shaft gas injection. Other specific exper-
imental parameters are shown in Table 3.

The average recovery rate of condensate gas and conden-
sate oil for different gas injection-production ratios is shown
in Figure 12.

It can be seen from Figure 12 that for the average recov-
ery rate of condensate gas, when the injection ratio is 0.75 : 1,
the average recovery rate is the largest, with a value of

102ml·min-1. The second is the injection ratio of 0.5 : 1,
and the last is the injection ratio of 1 : 1. For the recovery rate
of condensate oil, the average recovery rate of the three
injection-production ratios is the same, which is 0.02.

The production gas-oil ratio curves of different gas
injection-production ratios are shown in Figure 13.

It can be seen from Figure 13 that the changing trends of
the produced gas-oil ratio curves of different gas injection
media are approximately the same. The curves all show a
rapid rise first, then fall, and finally stabilize. As the
injection-production ratio increases, the production gas-oil
ratio curve fluctuates more violently in the early production
stage, and the peak value reached is higher. Through com-
parative analysis, it can be known that when the injection-
production ratio is 1 : 1, the maximum gasoline production
ratio is about 12:5 × 103 Sm3·m-3. In the later stages of
production, the production gas-oil ratio curve with an
injection-production ratio of 0.75 : 1 is significantly higher
than the other two cases. The production gas-oil ratio
curves with injection-production ratios of 0.5 : 1 and 1 : 1
are approximately coincident and are stable around 3:1 ×
103 Sm3·m-3. Therefore, it can be seen that the production
effect of the injection-production ratio of 0.5 : 1 and 1 : 1 is
better than that of the injection-production ratio of
0.75 : 1.

The cumulative production curves of condensate gas and
condensate oil with different gas injection ratios are shown
in Figure 14.

It can be seen from Figure 14(a) that under the same
production pressure, the cumulative gas production curves
of the three different gas injection methods are quite differ-
ent, but they all show an increasing trend. With the gradual
extension of the production time, the gas production rate
with an injection-production ratio of 0.75 : 1 is the fastest
and the cumulative gas production always remains the larg-
est, followed by the injection-production ratio 1 : 1. The gas
production rate and cumulative gas production with an
injection-production ratio of 0.5 : 1 is the lowest. Therefore,
through comparative analysis, it can be known that the gas
production effect with an injection-production ratio of
0.75 : 1 is the best.

It can be seen from Figure 14(b) that under the same
production pressure, the cumulative oil production curves
of the three different gas injection methods are quite differ-
ent, but they all show a trend of increasing first and then
becoming stable. In the early stage of oil production
(t < 300min), the oil production rate and cumulative oil pro-
duction with an injection-production ratio of 0.5 : 1 are
greater than those of the other two groups. Moreover, the
oil production rate and cumulative oil production with an
injection-production ratio of 0.75 : 1 are greater than the case
where the injection-production ratio is 1 : 1. In the middle
and late stages (t = 400~800min), the oil production rate
and cumulative oil production of 1 : 1 injection-production
ratio gradually increase, and the final oil production stabi-
lizes at around 23.3ml. The cumulative oil production under
this condition surpasses the other two injection-production
ratios, which means that the condensate recovery effect is
the best under this condition.
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The final recovery factor histogram of different gas injec-
tion methods is shown in Figure 15.

It can be seen from Figure 15 that as the injection-
production ratio increases, the condensate gas recovery fac-
tor gradually decreases, while the condensate oil recovery
factor gradually increases. When the injection-production
ratio is 0.5 : 1, the recovery factor of condensate gas reaches
its maximum value, which is 80.05%. When the injection-
production ratio is 1 : 1, the condensate recovery rate reaches
the maximum value, which is 83.31%. Therefore, through
comparative analysis, it can be known that the increase of
injection-production ratio is beneficial to the improvement
of condensate oil recovery.

5. Summary and Conclusions

(1) Different gas injection methods have different effects
on improving the recovery of condensate oil. The top
gas injection has a high oil production rate and a low
gas-oil ratio. When the production pressure is
reduced from 58MPa to 39MPa, oil is produced rap-
idly and the cumulative oil production is the largest.
Therefore, under the same production conditions, top
gas injection is the best choice, followed by shaft gas
injection, and bottom gas injection has the worst effect

(2) The conclusions obtained from the comparative
analysis of gas injection media are basically consis-
tent with those obtained by previous scholars. When
the pressure drops below the dew point pressure, the
output of condensate increases sharply, the produc-
tion effect of carbon dioxide injection is the best,
and the condensate recovery rate reaches the maxi-
mum with a value of 96.5%

(3) The higher of the injection-production ratio, the
more stable the production and recovery rate of con-
densate oil and gas. The injection-production ratio
and the recovery factor of condensate gas change in
inverse proportion, and it is in direct proportion to
the recovery factor of condensate oil. When the
injection-production ratio is 1 : 1, the condensate
recovery rate reaches the maximum value of 83.31%

(4) The research in this paper is based on the Yaha con-
densate gas reservoir. Therefore, the conclusions
obtained in this research can provide certain refer-
ence value and guiding significance for the injection
parameters of similar gas reservoirs

Data Availability
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Additional Points

Highlights. (1) The Yaha gas condensate reservoir will
appear reversed condensate in the later stage of exploitation.

(2) Indoor physical model research helps to understand the
mechanism of gas migration. (3) Optimizing the condensate
gas injection scheme helps to improve the recovery efficiency
in the later stages of development.
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Characterizing internal microscopic structures of porous media is of vital importance to simulate fluid and electric current flow.
Compared to traditional rock mechanics and geophysical experiments, digital core and pore network modeling is attracting more
interests as it can provide more details on rock microstructure with much less time needed. The axis extraction algorithm, which
has been widely applied for pore network modeling, mainly consists of a reduction and burning algorithm. However, the
commonly used methods in an axis extraction algorithm have the disadvantages of complex judgment conditions and relatively
low operating efficiency, thus losing the practicality in application to large-scale pore structure simulation. In this paper, the
updated algorithm proposed by Palágyi and Kuba was used to perform digital core and pore network modeling. Firstly, digital
core was reconstructed by using the Markov Chain Monte Carlo (MCMC) method based on the binary images of a rock
cutting plane taken from heavy oil reservoir sandstone. The digital core accuracy was verified by comparing porosity and
autocorrelation function. Then, we extracted the central axis of the digital pore space and characterize structural parameters
through geometric transformation technology and maximal sphere method. The obtained geometric parameters were further
assigned to the corresponding nodes of pore and throat on the central axis of the constructed model. Moreover, the accuracy
of the new developed pore network model was measured by comparing pore/throat parameters, curves of mercury injection,
and oil-water relative permeability. The modeling results showed that the new developed method is generally effective for
digital core and pore network simulation. Meanwhile, the more homogeneity of the rock, which means the stronger
“representative” of binary map the rock cutting plane, the more accurate simulated results can be obtained.

1. Introduction

Porous media, such as metal, wood, soil, and rock, is one of
the most common substances in daily life [1–3]. The com-
mon character of all porous materials is that the internal
pore structure usually governs the flow of fluid and electric
current inside the media [4–6]. Even for the two materials
with equal porosity, the fluid flow behaviors may be still dif-
ferent because of the different spatial distribution of internal
pore structures, the connection types, and the shape or size
of the pore and throat [7–9]. Therefore, in order to compre-
hensively study porous media, characterizing pore network

structures is of significant importance. This is typically true
for petroleum/reservoir engineering, as pore network struc-
tures determine the capacity of hydrocarbon accumulation
and also the flow behavior.

As we are approaching the end of conventional hydro-
carbon resources, a giant potential of unconventional
resources of energy has been manifested. However, there
are difficulties with unconventional resources in exploita-
tion, such as the very low permeability of tight oil/gas res-
ervoir and the high viscosity of heavy oil in heavy oil
reservoir. So much attention and research have been paid
to heavy oil reservoirs, as it accounts for a large proportion
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in oil and gas resources. Since reservoir macroscopic proper-
ties (i.e., permeability and capillary pressure) are controlled
by its microstructure, especially for heavy oil reservoirs
where the oil viscosity is so high, it is necessary to examine
the characteristics of pore networks at microscale and even-
tually improve oil and gas recovery. Thus, in order to provide
efficient production from heavy oil reservoirs, sufficiently
reliable information about the pore structure of the hosting
rock is required.

In fact, due to specially designed experimental setups and
complicated operation procedures, traditional rock mechan-
ics and geophysical experiments are usually difficult and
time-consuming methods to extract pore network [10].
Meanwhile, the rapid development of computer technol-
ogy and the explosive growth of computing power make
it possible to perform large-scale simulations using rock
digital geometric data [11, 12]. The digital core modeling
can provide detailed information on rock internal pore
network, and the simulation results can be also compared
with laboratory observations to comprehensively under-
stand rock microstructures.

The current computational study method focuses on
rock microstructures mainly and consists of (i) digital core
model and (ii) pore network model. For the digital core
model, it can accurately capture the pore network properties
based on the numerical reconstruction of data obtained from
rock geophysics tests. Specifically, the reconstructed digital
core using data from X-ray CT scanning could present
almost the same statistical characteristics as the real core.
Therefore, the modeling results via this type of digital core
can truly reflect the rock microscopic properties. Given the
natural features for capturing all detailed microstructures,
the reconstructed pore networks by X-ray CT scanning are
very complex. This raises some difficulties for core-scale
numerical simulation (i.e., seepage simulation and acoustic
and electrical characteristic simulation), as it needs very high
computation to reflect every detail of microstructures while
has very limited contribution for accuracy improvement
[13–15]. Therefore, urgent needs are calling to develop a
new method which can retain the topological geometry
properties of real core pore space and with far less comput-
ing power to improve modeling efficiency.

The pore network model is one of such promising models
that is efficient and accurate [16, 17]. By reasonably simplify-
ing the microscopic details of pore space, the pore network
model can achieve similar topological and geometric struc-
tures as digital core while requiring much less computing
power [18–20]. Since the first two-dimensional pore network
model introduced by Fatt [21–23] in 1956, a wide range of
pore network models have been developed, which are mainly
divided into two categories: (1) regular topological pore
network model and (2) real topological pore network
model. The regular topological pore network model con-
sists of pores and throats that are regularly arranged in
plane or space. By assigning different values of pore/throat
shape and size, this model could present a certain degree of
heterogeneity. However, the uniform distributions of pores
and throats in the regular topological network cannot repre-
sent the high complexity of pore structures within the real

rock, which constrains the application in numerical simula-
tion. On the other hand, the real topological pore network
model is developed on the basis of digital core. Therefore, it
has the equivalent topological structure of digital/real pore
space and is more accurate for pore network modeling.
Previously, a variety of methods were proposed to construct
this type of model. For example, Zhao et al. [24] proposed a
multidirectional slice scanning method to characterize the
values of internal pore/throat. They defined the located in
situ minimum value as throat while pores were hardly
detected. Lindquist et al. [25], Sheppard et al. [26], and
Prodanovic et al. [27] used the pore central axis method to
characterize the topological structure of pore space, as the
central axis can accurately represent the characteristics of
topological networks. The internal pores were defined as
the nodes on the central axis, and the nodes with minimum
area were defined as the throat. Later, Delerue and Perrier
[28] developed a method that can build Voronoi polyhe-
dron in any type of pore space and subsequently form
pore networks based on the established polyhedron. This
method was applied by Okabe and Blunt [29] to establish
pore networks for Berea sandstones, but they found that
the generated topological networks were poorly structured
and concluded that the Voronoi polyhedron method is not
a suitable tool for the pore network modeling of digital core.
Silin et al. [30] established a pore network model on
Fontainebleau sandstones by using the maximum sphere
method, and they calculated the mercury injection capillary
pressure (MICP). They reported that although the developed
model with the maximum sphere method seems to be rea-
sonable, the connectivity number (the number of throats
connected with a pore) of pore/throat was still relatively
higher than the actual value.

It is worth mentioning that the combination of the
central axis method and maximum sphere method has
been widely applied to characterize pore space topological
structure and identify pores and throats. The central axis
can be obtained through thinning algorithm [31, 32] and
burning algorithm [33]. However, the complicated judgment
conditions of these algorithms usually present relatively low
running efficiency. Meanwhile, the central axis extraction
algorithm proposed by Palágyi and Kuba [34] only requires
to judge the neighborhood relationship of pore voxel, so that
it dramatically reduces the system calculation amount. In
the discrete system, a voxel has no more than 6, 18, and
26 neighboring voxels, when the distance between neigh-
boring voxels is defined as no more than 1, √2, and √3 unit
lengths. Therefore, when extracting the central axis with the
algorithm proposed by Palágyi and Kuba, only 27 neighbor-
ing voxels at most rather than all points or many points of
local area need to be analyzed in one iteration. Furthermore,
six deletion templates in the algorithm simplify the analysis
of neighboring voxels, thus making this central axis method
computationally effective. While this method has been widely
used in the study of heart and cerebral vessels [35–37] and
pulmonary vessels [38, 39] of human, early embryonic mouse
heart [40], and plants [41] and shows satisfactory results, to
the best of our knowledge, it has not ever been applied petro-
leum engineering for core-scale pore network simulation.
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Therefore, in this paper, we try to use this central axis
extraction algorithm to extract the pore topological struc-
ture of reservoir rock and compare the modeling results
with the curves of MICP and oil-water relative permeabil-
ity. Firstly, four images of binary cutting plane from four
individual sandstones were used for the reconstruction of
digital core with the MCMC (Markov Chain Monte Carlo)
method [42]. Then, pore axis networks were extracted by
applying the refinement algorithm proposed by Palágyi
and Kuba. Finally, pore networks were obtained by adding
the identified pore throat information on the pore central
axis network. In order to construct the digital core and
pore network model, Visual Basic 6.0 was used.

2. Methodology

2.1. Reconstruction of Digital Core. Markov chain describes
a state sequence that has lack-of-memory or memoryless
properties, where the value of each state depends on the
previous finite states and is independent of other states.
The probability of this state is called the transfer probabil-
ity. The calculating transfer probability is the core in the
application of Markov chain, but the calculation proce-
dures are very complex. To address this issue, Wu et al.
[43] introduced the neighborhood concept, namely, that
the state of a certain point only depends on the states of sev-
eral nearby points. In this work, we use a traversal scanning
algorithm (based on the MCMC method) to generate suffi-
cient image size to ensure the formed digital core has the
same statistical characteristics with the original image. In
general, the MCMC method requires three different two-
dimensional images as input files to build digital cores on
the corresponding three coordinate axis planes. But when
the core presents high homogeneity or lacks images of good

quality, the identical image can be also used to construct a
3D digital core.

The procedure’s steps of 3D digital core construction
through the MCMC method are listed as follows (Figures 1
and 2); the n-neighborhood, which consists of one voxel
being traversed, traversed voxels, and one untraversed voxel
adjacent (component of partial n-neighborhoods) to the
voxel being traversed, denotes that the number of voxels
involved in one iteration of simulation is n.

(1) Use calculated porosity from core scanning images
as the conditional probability of the first voxel state

(2) Generate voxels on the first row of the first layer
along Y axial direction. The second voxel state in
the first row is simulated by the 2-neighborhood,
and the next voxel is simulated by 3-neighborhood.
Their condition probabilities are derived from the
6-neighborhood of core scanning image in XY plane

(3) Repeat step (2) to form voxels in X axial direction.
The edge voxels are simulated by 3-neighborhood
and 4-neighborhood, whereas the inner voxels are
simulated by 5-neighborhood and 6-neighborhood.
Their condition probabilities are also derived from
the 6-neighborhood of core scanning image in XY
plane

(4) Repeat step (3) to form voxels in Z axial direction.
From the second row of the second layer, the edge
voxels are simulated by 9-neighborhood and 10-
neighborhood, and the inner voxels are simulated
by 14-neighborhood and 15-neighborhood. Their
condition probabilities are obtained from the combi-
nation of 6-neighborhood systems of three planar
core scanning images
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Figure 1: Reconstruction of digital core based on the MCMC method [43].
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2.2. Correction of Digital Core. Considering the intrinsic
properties of the image segmentation process and recon-
struction algorithm, isolated skeleton and pores often exist
in the reconstructed digital core [44]. The isolated skeleton
needs to be removed as it would form redundant pores
and faulty connecting channels, which actually do not exist.
For the isolated pores, they may exist in real cases, but the
contribution of these pores to fluid flow is negligible.
Besides, these isolated pores could affect the simulated
results of core pore topological structure, the calculation of
pore structure parameters, and the simulation of micro-
scopic seepage. Therefore, these pores also need to be
corrected.

In this paper, we used the Seed Filling Method to delete
isolated skeleton and unreasonable isolated pores. The adja-
cent skeleton voxels or pore voxels are firstly put into a setΩ.
Then, we count the number of elements in set Ω and com-
pare the number with threshold x to determine whether the
set belongs to an isolated skeleton voxel set or an isolated
pore voxel set. The detailed procedures of removal of

isolated pores (similar steps can be used for isolated skeleton
correction) are explained as the following:

(1) Set the threshold x (the value of x varies with target
cores)

(2) Travers all pore voxels of digital core until finding
the pore voxel A without a label

(3) Take A as seed and assign it with a label. Then, push
all pore voxels of the seed but without a label, back to
the stack

(4) Pop up the top element B, assign it with the same
label, and store it in the set Ω. Then, put all pore
voxels in the 26-neighborhood of element B but
without the label in the set Ω

(5) If the number of elements in set Ω is greater than the
threshold x, go back to step (2). Otherwise, repeat
step (4) until the stack is empty. Then, a connected
pore space containing A in the digital core can be

2-neighborhood 3-neighborhood

11-neighborhood
5-neighborhood

6-neighborhood
12-neighborhood

=

=++

++
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X

Y

Figure 2: The n-neighborhoods contained in 15-neighborhood (synthesized from 11-neighborhood and 12-neighborhood).
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found, and the pore voxels in this area are all marked
with the label

(6) If the number of elements in set Ω is less than the
threshold x, delete all the pore voxels (converted into
skeleton voxels) belonging to the set Ω. Otherwise,
return to step (1) until all pore voxels are marked
with the label

2.3. Extraction of Pore Axis. The theory and criterion pro-
posed by Bakken and Eliassen [45], Kong and Rosenfeld
[46], and Ma [47] lay the foundation for the pore axis extrac-
tion. Later, Palágyi and Kuba [34] developed a refinement

algorithm based on delete template. Besides, Wildenschild
and Sheppard [32] developed a fully parallel refinement
algorithm which is on the basis of theory of Ma [47], and
Lee et al. [48] proposed another refinement algorithm (the
LKC algorithm) with consideration of the octree algorithm.
Among these extraction algorithms, the method developed
by Palágyi and Kuba only requires to consider the neighbor-
hood relationship information, which is more efficient than
other algorithms.

The core concept of this algorithm is to transform the
black points (pore voxels) that match deletion conditions
into white points (skeleton voxels), while keeping other orig-
inal white points the same. Whether the black points match

(a) (b) (c)

Figure 4: Optimization of pore axis: (a) optimization of short branch central axis; (b) correction of boundary central axis; (c) correction of
central axis node.

Figure 5: Section with different cutting angles.
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the deletion conditions or not is mainly determined by the
definition of connectivity in a discrete medium. In a 3D
discrete system, voxels of different phases (skeleton and
pore in this work) should have maximum and minimum
number of connected neighboring voxels in the same
phase correspondingly to avoid situations where voxels of
both phases are disconnected or connected. When voxels
of one phase have the maximum number of connected
voxels, i.e., 26, they may connect with each other in the
form of a point or a line, which do not occur between
solid-phase voxels. Considering rock skeleton is solid and
the simple point described by Bakken and Eliassen [45],
in this work, we define that the pore voxel is connected
with 26 nearby pore voxels at most and the rock skeleton
voxel is connected with 6 nearby skeleton voxels at most.
Therefore, the condition to delete black point depends on
the relationship in its 26-neighborhood voxels. Palágyi and
Kuba [34] introduced six deletion templates to judge whether
the black point P should be deleted or not, and these tem-
plates actually describe six types of 26-neighborhood rela-
tions. These templates vary with deletion direction (U , D,
N , S, E, andW), whereas the deletion direction is determined
by the 6-neighborhood relationship. For example, if the black
point P lacks of 6-neighborhood neighbors in the U direc-
tion, then, the deletion direction is U . Figure 3 shows the

deletion templates M1 to M6 in the U direction. M1 to M6
combined with the rotation around the U direction axis
(angles of rotation are 90°, 180°, and 270°) form the final dele-
tion templates along the U direction. The meaning of each
symbol in the figure is as follows: at least one “★” is a black
point, “1” is a black point, “0” is a white point, and “♦” is a
black or white point.

The detailed procedures for black points processing
based on the aforementioned deletion principle are shown
as follows:

(1) Import binary image of the digital core into the voxel
set P

(2) Select a black point p from set P to judge whether it
matches deletion condition along the U direction. If
p satisfies one or more neighborhood relations along
the U direction, then delete p; otherwise, keep p.
Repeat this process until all black points are traversed

(3) Change the deletion direction and select a black
point q to judge whether it matches the deletion con-
dition in that direction. If q satisfies one or more
neighborhood relations in this direction, then delete
q; otherwise, keep q. Repeat this process until all
black points are traversed

(a) (b)

Rp1 Rp2

Lt

D

(c)

Rp1 Rp2

(d)

Figure 6: Method for analyzing pore-throat parameters: (a) ray emits in cutting plane; (b) maximum sphere method; (c) length of throat
measurements; (d) throat section (blue plane).

Table 1: Scanning parameters of each core sample.

Sandstone a Sandstone b Sandstone c Sandstone d

Diameter (mm) 2.00 2.00 2.00 2.00

Length (mm) 2.60 2.80 2.70 2.80

Porosity (%) 26.90 18.82 19.93 14.07

Pixel size (μm) 2.25 2.25 2.25 2.25
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1 mm

(a)

1 mm

(b)

1 mm

(c)

1 mm

(d)

Figure 7: Binarized scanning result of sandstones: (a) sandstone a; (b) sandstone b; (c) sandstone c; (d) sandstone d.

40 𝜇m

Figure 8: Binary section image of sandstones: (a) sandstone a; (b) sandstone b; (c) sandstone c; (d) sandstone d.
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(4) Repeat step (2) until all black points are traversed

(5) Repeat step (3) until the deletion process traversed
along all directions

(6) If the black points in set P do not change anymore,
the deletion process ends, and all black points in
set P are the central axis voxels; otherwise, repeat
step (2) until black points in set P do not change
(no more black points need to be deleted)

2.4. Optimization of Pore Axis. The aforementioned refine-
ment algorithm would extract the central axis of pores very
well, but there are some unreasonable outcomes, caused by
surface noise, limit size of digital core, and complex pore
structure, that could still exist. These unwanted outcomes
are namely unreasonable short branches, redundant
branches on the boundary, and multiple central axis nodes
in a single pore. The existing of unreasonable microstruc-

tures cannot accurately reflect the topological structure of
pore space. Therefore, we need to further modify these
unreasonable microstructures. In this paper, the processing
method proposed by Jiang et al. [49] was applied for pore
axis correction, which is explained as the following:

(1) Delete short branch on the central axis: given the
influence of surface noise, some unreasonable short
branches may appear in the upper part of the pore
(as shown in Figure 4(a), the black point represents
the pore point, and the red point represents the cen-
tral axis point). It is necessary to delete these short-
axis branches where the number of black points is
less than a certain threshold or the pore node radius

(2) Correct the boundary central axis: the size limitation
of digital or real core could lead to extra generation
of unreasonable boundary pores and boundary cen-
tral axis, as shown in Figure 4(b). To eliminate the

(a) (b)

Figure 9: (a) Digital core a and (b) corrected digital core a.

(a) (b)

Figure 10: (a) Digital core b and (b) corrected digital core b.
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effect of undesired central axis, we first add several
layers that have the same properties of the outermost
layer of digital cores, then extract the central axis,
and remove the added parts

(3) Correct central axis node: Figure 4(c) shows the
complex pore structure could trigger the multiexist-
ing of several nodes in one pore. To ensure the accu-
rate and reasonable corresponding relationship
between pore node and core pore, it is necessary to
appropriately merge multiple nodes which exist in
the same pore

2.5. Construction of the Pore Network Model. To properly
develop the pore network model, the key step is to assign
the geometric parameters of the pore and throat nodes
on the central axis at the corresponding position; thus,
the central axis network of the pore space is transformed

into the pore network model. During this construction
process, the pore space geometric parameters need to be
correctly identified.

The maximum sphere method is one of the most com-
monly used methods to analyze pore and throat parameters.
However, the length of the segmented pore is usually way too
large and affects the accuracy of parameters of other pores
and throats. Therefore, in this paper, we applied a geometric
transformation method [50] combined with the maximum
sphere method [51] to segment pore space. Meanwhile, the
OTSU method [52], a method to obtain the threshold value
leading to the maximum between-cluster variance, was used
to determine the pore/throat length and throat shape factor.

To effectively determine the pore length, geometric
transformation has been widely used to cut pore space in a
certain angle at the pore point (central axis node) to form
a series of cutting planes, as shown in Figure 5. Then, on
all cut planes, rays are emitted from the pore point at a

(a) (b)

Figure 11: (a) Digital core c and (b) corrected digital core c.

(a) (b)

Figure 12: (a) Digital core d and (b) corrected digital core d.
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certain angle. As Figure 6(a) shows, the emitted ray would
keep extending until reaching the skeleton voxel and then
record the length of all line segments. These line segments
can form a single set, and the pore length can be determined
by the OTSU method using optimal segmentation.

The pore radius can be determined by the maximum
sphere method. Taking pore point as the sphere center, the
radius of the sphere is kept increasing until reaching the
skeleton voxel and forms an inscribed sphere. Therefore,
the pore radius is equivalent to the radius of the largest
sphere, as shown in Figure 6(b).

Figure 6(c) shows that throat length Lt is given by the
difference of the distance D between adjacent pore points
and their respective pore radius Rp1 and Rp2, i.e., Lt =D −
Rp1 − Rp2. The throat radius can be also determined through
the maximum sphere method which is similar to pore radius
estimation. The difference is that the throat radius is the
minimum value of the maximum sphere radius within the
throat length.

The last parameter is the throat shape factor. We first get
several cutting planes of the throat along different directions
using image transformation, as shown in Figure 6(d). The

Table 2: Parameters of the sandstones.

Porosity (%) Core a Core b Core c Core d

Real core 26.90 18.82 19.93 14.07

Digital core 27.70 19.11 19.57 14.05

Digital core after correction 28.10 18.87 19.23 14.06
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Figure 13: Autocorrelation functions: (a) digital core a and sandstone a, (b) digital core b and sandstone b, (c) digital core c and sandstone c,
and (d) digital core d and sandstone d.
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perimeter of the cutting planes can be obtained by counting
boundary voxels, and the corresponding area can be obtained
by counting all voxels on the plane. The shape factor of a sin-
gle cutting plane can be then calculated via the shape factor
calculation formula. Consequently, the shape factor of the

throat can be calculated by counting obtained shape factors
of all cutting planes using the OTSU method.

Finally, we construct the pore network model by assign-
ing the aforementioned pore structure parameters to the
corresponding position on the central axis of the pore space.

(a) (b)

Figure 14: (a) Central axis network and (b) optimized central axis network of digital core a.

(a) (b)

(c) (d)

Figure 15: Pore network model of (a) digital core a, (b) digital core b, (c) digital core c, and (d) digital core d.
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3. Validation

As aforementioned, although the digital core reconstructed
by CT scanning has almost the same pore structure charac-
teristics as the real core, the expensive cost and long con-
suming time still limit its application. On the other hand,
the numerical reconstruction based on series of pore struc-
ture parameters or cutting plane pictures can effectively
avoid these issues while presenting satisfactory running
results.

In this paper, four individual core samples of heavy oil
reservoir sandstones (named as sandstone a, sandstone b,
sandstone c, and sandstone d) were used in X-ray CT scan-
ning experiment. The lab equipment used for CT scanning is
the Xradia MicroXCT-400 CT scanner. Basic parameters of
the five cores of the CT scanning are shown in Table 1,
and the binarized scanning results of four core samples are
shown in Figure 7.

The initial input files for the digital core modeling
method used in this work are four binary images (as shown

in Figures 8(a)–8(d)) from the CT scanning result of sand-
stone a, sandstone b, sandstone c, and sandstone d. And all
the parameters of the control group (sandstones a, b, c,
and d) of digital cores reconstructed later are all processed
from the CT scanning results.

Figures 9(a), 10(a), 11(a), and 12(a) show the recon-
structed digital cores with the size of 400 × 400 × 400 voxel3

using the MCMC method, i.e., digital core a, digital core b,
digital core c, and digital core d, respectively. Given the
intrinsic properties of the image segmentation process and
reconstruction algorithm, isolated skeleton and pores may
exist in the reconstructed digital core. We then use the Seed
Filling Method to remove these unreasonable isolated skele-
tons isolated pores (the modified sections are indicated by
blue circles in Figures 9(b), 10(b), 11(b), and 12(b)).

In fact, the removal of redundant isolated skeleton
pore can make digital core more concise and realistic.
The corrected skeleton voxels and pore voxels can transform
into each other. Besides, the proportion of the modified ske-
leton/pore voxel points in the whole digital core is very low so
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Figure 16: Pore-throat parameters of digital core a and sandstone a: (a) throat radius; (b) throat length; (c) pore radius; (d) connectivity
number.
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that the porosity before and after correction should roughly
remain the same value. For example, the porosity of sample
A of the real core, digital core, and corrected digital core is
26.90%, 27.70%, and 28.10%, respectively, which only gives
0.4% difference before and after correction (Table 2). If only
referring to porosity data, the reconstructed and corrected
digital core are in line with the original core. However, as
said, the internal microstructures of two porous media with
exactly the same porosity could still behave differently. To
further examine the conformity between constructed core
and real core, we used autocorrelation function to character-
ize pore space properties. The autocorrelation function [53]
is widely used to evaluate image structural properties. It rep-
resents the probability that any two points in the image are in
the same phase (i.e., skeleton or pore):

S hð Þ = �Z rið Þ × Z ri + hð Þ, ð1Þ

where SðhÞ is the value of autocorrelation function, ri is
the coordinate of point i, ZðriÞ is the observation value at
the coordinate ri, Zðri + hÞ is the observation value at coordi-
nate ri + h, and h is the distance between two observation
coordinates in μm.

Figure 13 shows the calculated autocorrelation function
varies with h. It can be clearly seen that the variation trends
of autocorrelation functions of reconstructed cores and orig-
inal cores for all sandstones are very similar, indicating a
high similarity of pore structure characteristics between
reconstructed cores and real cores. With consideration of
similar porosity of real and digital cores, it can be concluded
that the digital core reconstructed in this paper has high
accuracy compared to raw core, and the reconstruction algo-
rithm and correction process are trustworthy.

The next step is to construct the final pore network
model. We first extract the central axis of pore space based
on the reconstructed digital core and identify corresponding
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Figure 17: Pore-throat parameters of digital core b and sandstone b: (a) throat radius; (b) throat length; (c) pore radius; (d) connectivity
number.
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geometric parameters using geometric transformation tech-
nology, maximum sphere method, and OTSU method.
Then, the desired pore network model can be obtained once
assigning geometric parameters to the corresponding posi-
tion of central axis node. Figures 14(a) and 14(b) show the
central axis network of digital core a before and after correc-
tion, respectively.

Figures 15(a)–15(d) show the final pore network models
for all candidate cores. It can be qualitatively seen that core a
has relatively larger pore size compared to the rest of the
cores. For core b, a small portion of pores is large, but in
general, they seem to be smaller and more densely distrib-
uted than core a. Core c has the worst uniformity of pore
distribution, where the pore size is generally small but large
pores could be locally present. The average pore size of core
d is the smallest among all samples, and it is in fine distribu-
tion. Considering the high match of aforementioned digital

core characteristics with the properties of the raw cutting
plane binary map, we believe that the extracted pore network
model can accurately reflect the microstructure of the real
core.

To further validate the accuracy of the extracted pore
network, we compare microstructure parameters of the pore
network model with the same parameters of the original
core, including throat radius, throat length, pore radius,
and connectivity number, as shown in Figures 16–19. It is
worth noting that the biggest difference among all micro-
structure properties between digital cores and real core is
the connectivity number. The main reason is that compared
to the rest of parameters, the connectivity number is spa-
tially more sensitive, so that the three-dimensional space
position changes would significantly affect the value of
connectivity number. Since the initial input file for recon-
struction modeling is a two-dimensional binary cutting
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Figure 18: Pore-throat parameters of digital core c and sandstone c: (a) throat radius; (b) throat length; (c) pore radius; (d) connectivity
number.
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plane image, the information contained in this image will
largely determine the microstructure parameters of recon-
structed digital core and pore networks. Given one two-
dimensional image cannot completely and accurately reflect
the pore throat coordination number which is significantly
affected by the spatial position, the obtained coordination
numbers of digital cores are therefore slightly lower than
the original cores’ values.

For core a and d, the throat radius, throat length, and
pore radius are almost identical; for core b, the throat length
of digital core is slightly concentrated at relatively smaller
sizes than sandstone, while throat radius and pore radius
are almost identical; for core c, there is the biggest difference
in the length of throat among these 4 cores, while throat
radius and pore radius are almost identical. In general, except
for coordination number, the other three parameters of dig-
ital core are almost in line with the real core. Among them,
pore and throat radius have higher consistency than throat
length. Particularly the throat length, core c shows the largest
difference between digital core and real core, which is

followed by core b. The rest two cores have very well consis-
tency of throat lengths between digital core and real core.

From the above results, we can observe that the parame-
ters of reconstructed digital core, such as throat radius,
throat length, pore radius, and connectivity number, are
generally in line with the real core. Therefore, we conclude
that the modeling method used can capture the same micro-
structure properties from real core to reconstructed digital
core or/and pore network model. On the other hand, the
main purpose of digital core and pore network model con-
struction is to replace the physical experiment of the real
core with numerical simulation. However, the accuracy of
the established digital core and pore network model is yet
to be totally assured of this replacement. To achieve this,
the digital core and pore network model should have the
same micropore structures and internal flow behaviors as
real core. Therefore, to further validate the proposed model-
ing method, we performed simulations on mercury injection
and oil-water two-phase flow based on the extracted pore
network model.
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Figure 19: Pore-throat parameters of digital core d and sandstone d: (a) throat radius; (b) throat length; (c) pore radius; (d) connectivity
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The basis of flow (both single-phase and multiphase)
simulations in the pore network model is the Hagen–Poi-
seuille model for hydraulic conductance between two pores:

q = g
L
Δp, ð2Þ

where q is the flux between pores connected via throat, g is
the fluid conductance of the pore-throat-pore, L is the length
of path between pore body centers, and Δp is the pressure
difference between pores. The computation of the hydraulic

conductance for any 2D cross-section (or fluid menisci for
multiphase flow) g is based on the dimensionless conduc-
tance model of Patzek and Silin [54]:

g = A2~g
μ

, ð3Þ

where A is the area of a cross-section, g̃ is the dimensionless
hydraulic conductance (rigorously established for circle,
square, and triangle within a circle-triangle-square model),
and μ is the fluid viscosity.
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Figure 20: (a) Mercury injection and (b) oil-water two-phase flow simulation of digital core a and sandstone a.
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Figure 21: (a) Mercury injection and (b) oil-water two-phase flow simulation of digital core b and sandstone b.
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As shown in Figures 20–23, it can be observed that the
fluid flow behaviors in digital cores and pore network
models are basically consistent with the corresponding real
cores by comparing the mercury injection curves and oil-
water relative permeability of digital cores and real cores.
Mercury injection curves show better consistency than the
relative permeability curves of oil-water two-phase flow,
which could be explained by the more complex force in mul-
tiphase flow than that in single-phase flow. To be more spe-
cific, the sequence of consistency of relative permeability

curves between digital cores and real cores is core a/d >
core b > core c, which is in line with the results from pore
and throat microstructure parameters. In other words, when
the other parameters show high consistency (except connec-
tivity number), the throat length of digital core b is slightly
less consistent with real core b and worse for core c com-
pared to core a and core d. Nevertheless, we observed high
accuracy between digital cores and real cores. Therefore,
we can conclude that the method used for digital core/pore
network reconstructions in this paper can fully reflect the
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Figure 22: (a) Mercury injection and (b) oil-water two-phase flow simulation of digital core c and sandstone c.
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Figure 23: (a) Mercury injection and (b) oil-water two-phase flow simulation of digital core d and sandstone d.
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microstructure characteristics of real core, which gives con-
venience and paves the road for large-scale fluid flow simu-
lation in oil/gas reservoirs.

4. Conclusions

In this work, we developed a new method for digital core
and core network modeling based on the algorithm pro-
posed by Palágyi and Kuba and also the Markov Chain
Monte Carlo (MCMC) method.

(1) The modeling results show that the digital core of
heavy oil reservoir sandstone reconstructed with this
digital core modeling method can accurately reflect
the microstructure characteristics of the real core.
Moreover, the accuracy could be further improved
when three representative images on the three verti-
cal coordinate planes are available in the digital core
modeling

(2) Considering the low initial input requirement, which
is one binary image of the core cutting plane for the
least and the image can be easily obtained from X-
ray CT scanning, casting thin section imaging or
scanning electron microscope, etc., and high accu-
racy of simulation results, the new proposed method
for digital core/pore network modeling in rock engi-
neering should have wide applied future

(3) As the microstructure properties of core cutting
plane binary image, the only input in the modeling
directly governs the corresponding pore network
characteristics of the reconstructed digital core/pore
network model. Therefore, the quality of input image
highly determines the accuracy of reconstruction
results. In general, the more homogeneous the rock
behaves, the more precise the produced binary map
section will be and the modeling results will be more
accurate. As in this paper, the sequence of homoge-
neity of sandstones is core a/d > core b > core c, so
the reconstructed digital core a and d presents higher
accuracy than digital core b and c

(4) In this work, we extracted the pore network model
based on the obtained digital core. The results of por-
e/throat microstructure parameters and flow behavior
simulation between extracted pore network and real
core show a high consistency. Therefore, the modeling
method of pore network in rock engineering presented
in this paper is accurate and can be used to extract the
pore network model of any other digital core
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Due to the limited space of offshore platform, it is unable to implement large-scale multistage hydraulic fracturing for the
horizontal well in Lufeng offshore oilfield. Thus, multistage hydraulic fracturing technology in directional well was researched
essentially to solve this problem. Modeling of fracture propagation during multistage fracturing in the directional and
horizontal wells in artificial cores was carried out based on a true triaxial hydraulic fracturing simulation experiment system.
The effects of horizontal stress difference, stage spacing, perforation depth, and well deviation angle on multifracture
propagation were investigated in detail. Through the comparative analysis of the characteristics of postfrac rock and pressure
curves, the following conclusions were obtained: (1) multistage fracturing in horizontal wells is conducive to create multiple
transverse fractures. Under relatively high horizontal stress difference coefficient (1.0) and small stage spacing conditions,
fractures tend to deflect and merge due to the strong stress interference among multiple stages. As a consequence, the initiation
pressure for the subsequent stages increases by more than 8%, whereas in large stage spacing conditions, the interference is
relatively lower, resulting in the relatively straight fractures. (2) Deepening perforation holes can reduce the initiation pressure and
reduce the stress interference among stages. (3) When the projection trace of directional wellbore on horizontal plane is consistent
with the direction of the minimum horizontal principal stress, fractures intersecting the wellbore obliquely are easily formed by
multistage fracturing. With the decrease of well deviation angle, the angle between fracture surface and wellbore axis decreases,
which is not conducive to the uniform distribution of multiple fractures. (4) When there is a certain angle between the projection
trace of directional wellbore on horizontal plane and the direction of minimum horizontal principal stress, the growth of multiple
fractures is extremely ununiform and the fracture paths are obviously tortuous.

1. Introduction

With the development of unconventional oil and gas reser-
voirs and the advancement of technology, directional wells,
horizontal wells, and multistage fracturing technology are
combined to increase the drainage area of the reservoir,
hence to improve oil recovery and economic benefits. Cur-
rently, multistage fracturing is the main stimulation technol-
ogy for unconventional resources; the principle of which is
to enlarge the oil and gas discharge area by forming dense
transverse fractures that are perpendicular to the wellbore
[1–4]. However, due to the limited area of offshore plat-

forms, high equipment operating costs, and high operational
safety risks, it is difficult to apply mature onshore staged
fracturing technologies to offshore oilfields. Meanwhile, the
development of offshore horizontal staged fracturing tech-
nologies is far behind that of onshore oilfields [5]. In order
to adapt to the characteristics of offshore platforms and treat
more production zones at the same time, the research on
multistage fracturing technology in directional wells is of
great importance.

Series of theoretical studies on hydraulic fracture initia-
tion and propagation in directional wells have been con-
ducted [6–10]. The models of stress distribution near the
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wellbore of directional wells under different conditions have
been established, and formulas of fracture initiation pressure
and fracture initiation angle have been deduced. Zhou et al.
[11] proposed the prediction model of fracture initiation by
establishing the distribution model of stress field in the sur-
rounding rock of directional wellbore and pointed out that
the initiation mode of hydraulic fractures was affected by
the azimuth of wellbore, in situ stress difference, and well
deviation angle. Since the hypotheses of theoretical
researches often somewhat differ from the actual conditions
and studies of fracture propagation morphology are usually
based on simplified two-dimensional or three-dimensional
models, the results obtained have limitations to a certain
degree. In addition to the theoretical model research, the
physical simulation experiment is also an important means
to study fracture initiation and propagation. Physical
hydraulic fracturing simulation experiments of directional
wells conducted by domestic and foreign scholars showed
[12–17] that the controlling factors of hydraulic fracture ini-
tiation in directional wells mainly include well deviation
angle, borehole azimuth, horizontal stress difference, and
perforation parameters, and the fracture propagation is easy
to deflect to produce complex forms. However, the earlier
experiments mainly focused on the study of a single fracture
in directional wells and did not take into account the inter-
action of simultaneous propagation of multiple fractures in
directional wells. Many studies have shown that multifrac-
ture propagation tends to be unbalanced [4] due to the influ-
ence of (1) reservoir characteristics such as natural fractures,
in situ stress distribution, and rock mechanical properties,
(2) well completion factors such as stage spacing and cluster
spacing, (3) perforation parameters, and (4) stress interfer-
ence between fractures. The smaller the cluster spacing, the
stronger the “stress shadow” effect between fractures, and
the greater the influence on fracture propagation and frac-
ture width [18–27]. In addition, some scholars established
a finite element model for directional well fracturing based
on the basic finite element theory and studied the propaga-
tion morphology of single fracture under uneven confining
pressure [28, 29]. Although many theoretical and experi-
mental studies have been carried out on hydraulic fracture
initiation and propagation in directional wells and horizon-
tal wells, most of the physical simulation experiments on
fracture initiation and propagation in directional wells were
carried out under the condition of single-fracture or multi-
fracture fracturing in a single stage, and there were few stud-
ies on the fracture propagation of multistage fracturing in
directional wells. Therefore, the propagation morphology
of fractures formed in multistage fracturing under stress
interference among stages in directional wells was not taken
into account, and treating parameter optimization of multi-
stage fracturing in directional wells still lacks direct experi-
mental evidence.

To shed a light on the problem mentioned above, this
paper presents the physical simulation research of staged
fracturing and multifracture propagation in horizontal and
directional wells using the true triaxial hydraulic fracturing
physical simulation experiment system. Then, we compared
and analyzed the influence factors that affect multifracture

initiation and propagation of two types of wells. The effects
of horizontal stress difference, perforation depth, stage spac-
ing, well deviation angle, and wellbore azimuth (the angle
between projection of wellbore axis in the horizontal plane
and the direction of maximum horizontal principal stress)
on fracture propagation morphology and pressure curve
characteristics of multistage fracturing were considered.

2. Experimental Method

2.1. Sample Preparation. The research area is located in the
south of Lufeng Sag of Zhu I Depression, Pearl River Mouth
Basin, South China Sea. The facies of research formation are
shallow shore lake and braided river delta, with buried depth
of 3563-4272m. The reservoir varies greatly in vertical and
horizontal directions, including silty mudstone, siltstone,
and fine sandstone, with strong heterogeneity. The reservoir
rocks have elastic modulus of 21.3–34.4GPa, Poisson’s ratio
of 0.18–0.31, tensile strength of 2.1–4.6MPa, maximum hor-
izontal principal stress of 78.4–86.6MPa, and minimum
horizontal principal stress of 64.1–70.3MPa.

The experimental samples were cement cubes (G grade
cement, quartz sand, and water in a 3 : 1 : 1 ratio) with a side
length of 30 cm (Figure 1(a)). The physical properties were
similar to those of the reservoir lithology. The wellbores
were prefabricated in the cement. Each wellbore was divided
into three sections (one perforation cluster in each section
and four perforations in each cluster) to facilitate staged
fracturing in horizontal and directional wells [4]. Since the
size of the core samples and wellbores was limited and the
effect of stress interference among stages on fracture propa-
gation morphology can be reflected by the model with single
cluster in each stage, the design of single cluster in each stage
was adopted. Each wellbore was composed of three parts:
outer casing, inner wellbore, and fluid injection pipelines.
The inner wellbore was a steel pipe with an outer diameter
of 1.5 cm, an inner diameter of 0.8 cm, and a length of
20.0 cm. The outer casing was a steel pipe with an outer
diameter of 2.0 cm, an inner diameter of 1.6 cm, and a length
of 20.0 cm, and a certain number of thread grooves were
processed on its outer surface to strengthen the bond
between the casing and cement. Four drain holes with a
diameter of 3mm were drilled on the outer casing in each
section. A steel tube with the same diameter as the holes
was welded perpendicularly at the position of each hole to
simulate the perforation process. The annulus of each stage
was sealed off with a gasket to simulate stage packer. Each
stage in the inner wellbore was sealed by a steel plate and
linked with an injection line which connected to an individ-
ual intermediate vessel. A six-way valve was connected
between the injection lines and three intermediate vessels
to control the injection. The staged fracturing can be
achieved by operating the valves to have one injection line
and one intermediate vessel connected at one time, while
keeping the others closed.

Figures 1(b) and 1(c) show the layout of horizontal and
directional wellbores inside the sample, respectively. The
well deviation angle (α) is the angle between the axis of the
wellbore and the direction of overburden stress (σv), and
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the azimuth (β) is the angle between the projection trace of
the wellbore on horizontal plane and the direction of maxi-
mum horizontal principal stress (σH). The deviation angle of
horizontal wells was 90°, and the azimuth was set at 90°. The
deviation angle of directional wells varied from 0° to 90°, and
the azimuths were 60° and 90°.

2.2. Experimental Procedures and Parameters. A true triaxial
hydraulic fracturing simulation system was used in fractur-
ing experiments [4]. The experimental steps included the
following. (1) Place the sample into the sample chamber in

the preset direction and use hydraulic pump set to apply tri-
axial stress to the rock sample to simulate the real reservoir
stress condition according to the real in situ stress. (2) Con-
nect three intermediate vessels which were filled with
fracturing fluids mixed with blue, green, and red dye, respec-
tively, and three injection lines to the six-way valve. (3) Dur-
ing staged fracturing, switch off all valves except the one
connected with the injection line of first stage and the other
one connected with the corresponding intermediate vessel.
Then, inject a certain amount of fracturing fluid at a con-
stant displacement rate. Meanwhile, monitor the wellhead

Table 1: Experimental parameter settings.

Sample
number

In situ stress state
Stage spacing

(cm)
Perforation depth

(cm)
Well type

Deviation angle
(°)

Azimuth angle
(°)

σv
(MPa)

σH
(MPa)

σh
(MPa)

Kh

1 20.0 10.0 8.0 0.25 2.0 5.0 Horizontal 90 90

2 20.0 10.0 8.0 0.25 5.0 1.0 Horizontal 90 90

3 20.0 16.0 8.0 1.0 2.0 1.0 Horizontal 90 90

4 20.0 10.0 8.0 0.25 2.0 1.0 Directional 60 90

5 20.0 10.0 8.0 0.25 2.0 1.0 Directional 30 90

6 20.0 10.0 8.0 0.25 2.0 1.0 Vertical 0 90

7 20.0 10.0 8.0 0.25 2.0 1.0 Directional 30 60

8 20.0 10.0 8.0 0.25 5.0 1.0 Directional 30 60
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Figure 3: Fracture morphology for horizontal well under different stage spacing and perforating depth (samples 1 and 2).
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pressure. Repeat the process above until all stages were com-
pleted. (4) After fracturing, observe and distinguish fractures
of different sections in the rock sample by the different
colors of the dye. Then, cut the fractured rock samples into
pieces by the linear cutting machine (see Figure 2) to further
identify the morphology of fractures inside the rock samples.

The stress state of the sample and the injection parame-
ters were determined according to the parameters of experi-
mental instruments and similarity criteria [4, 30]. In the
experiment, the in situ stress difference coefficient (horizon-
tal stress difference coefficient Kh = ðσH − σhÞ/σhÞ was taken
into account to simulate the real formation stress environ-
ment. The fracturing fluid viscosity was 63mPa·s, the pump-
ing rate was 50mL/min, and the cumulative pumping
volume of a single group of experiments was 120-200mL.
Actual stage spacing in the field was mostly within the range
of 30-100m, which was converted to 1.75-5.6 cm (symbol s
in Figure 1(b)). In order to facilitate experimental compari-
son, small stage spacing was set at 2 cm and large stage spac-
ing was set at 5 cm, which were equivalent to 30m and 80m
of actual stage spacing in the field. In order to reduce the

impact of additional wellbore stress field on fracture initia-
tion, the perforation depth was 1-5 times of the wellbore
diameter, namely, 1-5 cm [4]. A total of 8 rock samples were
designed and their experimental parameters are shown in
Table 1.

3. The Fracture Morphology and Pressure
Curve Characteristics

3.1. Fracture Characteristics of Staged Fracturing in
Horizontal Wells

3.1.1. The Influence of Stage Spacing and Perforating Depth.
The stage spacing of sample 1 and sample 2 was set at
2 cm and 5 cm, respectively, and the horizontal stress differ-
ence coefficient was 0.25. The experimental results showed
that stage spacing was an important factor affecting fracture
propagation. The propagation direction in the second and
third stages (fractures 2 and 3) of sample 1 diverged from
that of fractures in the first stage (fracture 1) (Figure 3(a)).
This was because the induced stress field generated by the
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Figure 4: Treating pressure curve for horizontal well under different stage spacing and perforating parameters (samples 1 and 2).
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first fracture changed the distribution of the original in situ
stress and formed stress interference so that the subsequent
fracture propagation paths were no longer parallel to the
first fracture, but deflected at a certain angle. However, the
fractures in the first and second stages of sample 2 with
larger stage spacing were approximately perpendicular to
the horizontal wellbore, while the fractures in the third stage
were deflected at a certain angle from the fractures in the
first two stages (Figure 3(b)). The stress interference
decreased with the increase of stage spacing. For example,
no obvious stress interference was found in the fracture of
the second stage in sample 2. However, due to the superpo-
sition of the stress interference of the first two stages, the
fracture propagation in the third stage showed a certain
angle deflection. By comparing the fracture curves of sample
1 and sample 2, it can be found that the smaller stage spac-
ing, the stronger the stress interference. The propagation
pressure of each fracture in rock sample 1 fluctuated sharply
and was about 1-2MPa higher than that of sample 2
(Figures 4(a) and 4(b)). It also can be found in sample 1 that
the fractures were more tortuous and the width of the frac-
tures was smaller.

In addition, perforating depth was an important factor
affecting the fracture initiation pressure. The perforation
depths of sample 1 and sample 2 were 5 cm and 1 cm,

respectively. According to the pumping pressure curves of
sample 1 and sample 2, the initiation pressures of each stage
of sample 2 were 23.2%, 23.2%, and 10.5% higher than those
of sample 1, respectively (Figure 4). As perforation depth
increased, the area of the perforation hole on which fluid
pressure acted increased, and the energy used for fracturing
formation increased, resulting in the increase of the circum-
ferential stress of the hole and the decrease of the breakdown
pressure [31]. Smaller stage spacing is equivalent to high den-
sity perforation. The higher the perforation density, the stron-
ger the stress concentration effect, and the greater the stress
near the perforations. Therefore, the reduction of initiation
pressure can be attributed to the result of stress concentration
caused by multiple holes on an infinite object [32]. As a result,
high density and deep penetration perforations can be used in
the field to reduce the initiation pressure.

3.1.2. The Influence of Horizontal Stress Difference. The hor-
izontal stress difference coefficient was set at 1.0. The stage
spacing of sample 3 was 2.0 cm, and the perforation depth
was 1.0 cm. The first fracture (fracture 1) formed in stage 1
was a transverse fracture perpendicular to the axis of the
wellbore. The second fracture (fracture 2), formed in stage
2, deflected near the wellbore and merged with fracture 1
on the upper side distally, while its lower side propagated
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Figure 5: Fracture morphology and pressure curve of sample 3 (stress difference coefficient of 1.0).
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toward the direction of the original maximum horizontal
principal stress distally. For the fracture in the third stage
(fracture 3), it propagated a short distance near the wellbore,
and then, both the upper and lower sides of it merged with
fracture 2 (Figure 5(a)), which indicated that under the con-
dition of high horizontal stress difference and small stage
spacing, multiple fractures may merge in staged fracturing
in horizontal wells. The fracture tip of the first stage may
close under the action of fluid friction and filtration effect,
which changed the distribution of induced stress field and
made the maximum horizontal principal stress near the frac-
ture surface deflected to fracture 1 by a certain angle.
Because of the small stage spacing, fracture 2 merged with
fracture 1 after propagating a certain distance, and fracture3
merged with fracture 2 immediately after initiation.

Under the influence of the superposition of induced
stress field, the initiation pressure of subsequent fractures
showed a gradually increasing trend. According to the pres-
sure curve of sample 3 (Figure 5(b)), when the dimensionless
net pressure in the first fracture was 0, the initiation pres-
sures of the last two fractures in sample 3 were 8.1% and
9.0% higher than those of the first fracture, respectively.
Moreover, the propagation pressures of the last two stages
were more fluctuating than those of the first stage. Due to
the influence of stress interference on the last two fractures,

the fractures became narrower and more complex in shape,
thus resulting in greater flow resistance to the fluid. There-
fore, the pumping pressure curve could reflect the state of
stress interference, fracture initiation, and propagation and
has important guiding significance for the optimization of
treating parameters.

3.2. Fracture Characteristics of Staged Fracturing in
Directional Wells

3.2.1. The Influence of Well Deviation Angle When Azimuth
Is 90°. The horizontal stress difference coefficient was set at
0.25. The stage spacing was 2.0 cm, and the perforation
depth was 1.0 cm. When the directional wellbore azimuth
was 90° (the projection trace of directional wellbore on hor-
izontal plane was consistent with the direction of the mini-
mum horizontal principal stress), the effect of different well
deviation angle on the fracture morphology and pressure
curve characteristics of multistage fracturing was analyzed.
As shown in Figure 6, as the deviation angle decreased, the
multiple fractures obliquely intersected with the wellbore
during staged fracturing became a single longitudinal frac-
ture propagating along the wellbore. There were three trans-
verse fractures obliquely across the wellbore in sample 4 and
the wellbore deviation was 60°. The upper side of the fracture
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in the second stage was deflected toward the wellhead due to
the influence of the fracture of the first stage, while the upper
side of the fracture of the third stage was merged with the
that of the second stage when it was far away from the well-

bore (Figure 6(a)). Accordingly, the pressure curve showed
that the initiation pressure and propagation pressure in the
third stage gradually increased (Figure 7(a)). The well devia-
tion angle of sample 5 was 30°, and the first and second
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stages each had a transverse fracture obliquely intersecting
with the wellbore. However, it can be seen that the angle
between the fracture in the second stage and the wellbore
was relatively small (less than 20°), which led to the perfora-
tion hole in the third stage being connected to fracture 2 and
unable to initiate new fractures (Figure 6(b)). In addition,
the initiation pressure of the second stage was 2MPa higher
than that of the first stage, while there was no initiation pres-
sure at the third stage (Figure 7(b)). The well deviation angle
of sample 6 was 0° (vertical well), and a single longitudinal
fracture propagating along the wellbore was formed in the
first fracturing stage. As a result, fractures cannot be formed
in the next two stages (Figure 6(c)). The pressure curve
showed that there was no significant initiation pressure in
stage 2 (only 7.9MPa), while there was no initiation pressure
in stage 3 (Figure 7(c)). Fractures formed in directional wells
with an azimuth angle of 90° propagated along the direction
of the maximum horizontal principal stress on the whole,
but the stress interference was obviously enhanced, and the
subsequent fractures diverted significantly.

3.2.2. The Influence of Stage Spacing When Azimuth Is 60°.
For sample 7 and sample 8, the stage spacing was set at
2 cm and 5 cm, respectively. Other variables of those two
samples were the same: the horizontal stress difference coef-
ficient was 0.25, perforation depth was 1 cm, well deviation
was 30°, and azimuth was 60°. As shown in Figure 8(a), there
were three fractures obliquely across the wellbore in sample
7, and the fractures were relatively tortuous. The fractures in
the second and third stages (fractures 2 and 3) merged with
the fractures in the first stage on the upper left side of the
wellbore, while the fractures of three stages on the lower
right side of the wellbore were mutually repellent. The spac-
ing between fractures (3.9 cm between fractures 1 and 2,
6.4 cm between fractures 2 and 3) was significantly larger
than the stage spacing (2 cm). In sample 8, the stage spacing
was increased to 5 cm. Three fractures obliquely across the
wellbore were also formed. Similar to sample 7, the three
fractures formed in sample 8 had obvious deflection. The

fractures in the second and third stages (fractures 2 and 3)
merged with fracture 1 on the upper left side of the wellbore,
while the fractures of the three stages on the lower right side
of the wellbore were mutually repellent (Figure 8(b)). Over-
all, compared with the directional well whose azimuth angle
was 90°, fractures formed in directional wells whose azimuth
angle was 60°more likely exhibited uneven distribution
(merger or repulsion) under the condition of small stage
spacing, resulting in more tortuous and complex fractures.
In particular, for subsequent fractures, they were more likely
to initiate along the direction perpendicular to the wellbore
and then deflected substantially to propagate in the direction
of the maximum horizontal principal stress.

4. Conclusions

Based on the true triaxial hydraulic fracturing simulation
experiment system, multifracture propagation and pressure
curve of staged fracturing in horizontal well and directional
well were investigated. The understandings and suggestions
are as follows:

(1) In horizontal wells, under the conditions of high
horizontal stress difference coefficient (1.0) and
small stage spacing, multiple fractures tend to merge,
and stress interference among multistage is obvious.
As a response, the increase of initiation pressure for
the subsequent stages is more than 8%. The degree of
stress interference is low for large stage spacing,
resulting in relatively straight fractures. Deepening
penetration hole can reduce the initiation pressure
by more than 10% and reduce the stress interference
among stages

(2) When the projection trace of directional wellbore on
horizontal plane is consistent with the direction of
the minimum horizontal principal stress, multiple
fractures intersecting the wellbore obliquely are eas-
ily formed by staged fracturing. With the decrease
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Figure 8: Fracture morphology in directional wells (azimuth angle 60°) under different stage spacing.
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of well deviation, the angle between fracture surface
and wellbore axis decreases, which is not conducive
to the uniform distribution of multiple fractures.
Only one vertical fracture extending along the well-
bore is formed for the extreme case that the well
deviation angle is 0 degree (namely, vertical well)

(3) When there is a certain angle between the projection
trace of directional wellbore on horizontal plane and
the direction of minimum horizontal principal
stress, the propagation of multiple fractures is
extremely ununiform and the fracture paths are
obviously tortuous. When the stage spacing is small,
multiple fractures tend to merge near the upper part
of wellbore or repel far away from the lower part of
wellbore and deflect to the direction of maximum
horizontal principal stress. The initiation pressure
increases significantly stage by stage and the propa-
gation pressure is relatively high

Nomenclature

s: Stage spacing (cm)
d: Perforation depth (cm)
σh: Minimum horizontal principal stress (MPa)
σH: Maximum horizontal principal stress (MPa)
σv: Vertical stress (MPa)
Kh: Horizontal stress difference coefficient, dimensionless.
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