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Power information is an important guarantee for energy security. As an important technical means of safety management and risk
control, video monitoring is widely used in the power industry. Power video monitoring system uses efficient processing of
multimodal video data and automatically identifies abnormal events and equipment status, replacing human monitoring with
machine. Video monitoring data of power substations usually contain both visual information and auditory information, and the
data types are diversified. )e multimodal video data provides a rich underlying data source for the intelligent monitoring
function, but it requires multiple service forms for efficient processing. Most intelligent edge monitoring equipment are only
equipped with lightweight computing resources and limited battery supply, limited resources, and weak local processing data
capabilities. Power video monitoring system has the characteristics of distribution, openness, interconnection, and intellectu-
alization. Its intelligent edge video equipment is widely distributed, which also brings convenience and also brings security risks in
terms of data security and reliability. For the outdoor multimodal power video monitoring system scenario, this paper adopts the
edge-cloud distributed system architecture to solve the problem of resource shortage and adopts the first proposed service
function virtualization (SFV) to solve the problem of multimodal video data processing. At the same time, the problem of security
protection is solved by introducing blockchain to establish trust among intelligent video equipment and service providers. Under
the security protection of virtualized service consortium blockchain (VSCB), virtualization technology is introduced into the
service function chain (SFC) to realize SFV and solve the resource optimal allocation problem of multimodal video data
processing. )e work mainly involves the joint mapping of virtual resources, physical resources, and the joint optimization of
computing and communication resources. Problems such as large state space and high dimensionality of action space have an
impact on resource allocation. )e stochastic optimization problem of resource allocation is established as a Markov decision
process (MDP) model, and SFV technology is used to optimize cost and delay. )e resource allocation optimization algorithm
(RAOA-A3C) based on asynchronous advantage actor-critic algorithm (A3C) is proposed. Simulation experiments show that the
RAOA-A3C proposed in this paper is more suitable for high-dynamic, multidimensional, and distributed power videomonitoring
system scenario and has achieved better optimization results in reducing time delay and deployment costs.

1. Introduction

Power is the energy basis for economic development, and
power information is an effective guarantee for energy se-
curity. )e power transformer is the most important core
equipment in the operation of the power grid. If they fail, they

will have a significant impact. )erefore, real-time video
monitoring and fault location of the transformer’s operating
states play a key role in ensuring the stable operation of the
distribution network. For example, in order to ensure the
long-term, high-efficiency, and safe operation of unattended
or few-person-attended power equipment, the video
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monitoring system have played an important role in the work
of patrolling field equipment. As an important member of
smart grid security protection, the power video monitoring
system has the characteristics of distribution, openness, in-
terconnection, and intelligence. First of all, most intelligent
edge monitoring equipment equipped with limited battery
supply and lightweight computing resources work without
manual control. )ese equipment have obvious shortages of
computing and storage resources and communication re-
sources. Secondly, the interactive data of various types of
intelligent edge monitoring equipment require multiple
services to provide support. )irdly, the widespread distri-
bution of intelligent edge monitoring equipment makes se-
curity usually difficult to guarantee [1–4].

SFC is constituted by service requests for multimodal
video data of intelligent edge monitoring equipment. SFV
uses virtualization technology to realize the joint allocation
of computing resources and communication resources.

)e distributed power video monitoring system needs
the support of edge computing technology. Edge computing
is close to the edge of the network at the source of things or
data and provides edge intelligent services nearby. It is an
open platform that integrates core capabilities of network,
computing, storage, and applications. It can meet the key
demands of industry digitalization in agile connection, real-
time business, data optimization, intelligence application,
and so on [5–7]. Although the edge computing framework is
suitable for application in the distributed power transformer
video monitoring system scenario, it also faces challenges in
terms of security.

)e distributed power video monitoring system is a
heterogeneous network, and its security needs the strong
support of blockchain technology. Blockchain has the
characteristics of smart contracts, distributed decision-
making, collaborative autonomy, high security against
tampering, openness, and transparency. Blockchain is
similar to the power video monitoring system in terms of
operation mode, topology, and especially security protection
[8, 9]. Blockchain technology is an effective solution to
establish trust among heterogeneous networks and realize
reliable autonomous transaction management [10].

In view of the high dynamic and multidimensional
characteristics of the power video monitoring system, Deep
reinforcement learning (DRL) has gradually become a highly
concerned optimization method [11–13]. DRL combines the
perceptual ability of deep learning (DL) with the decision-
making ability of reinforcement learning (RL). DRL is an
artificial intelligence method that is closer to the way of
human thinking and provides solutions for the perception
and decision-making problems of complex systems [14].
DRL is suitable for solving complex optimization problems.

Edge computing systems can allocate resources to the
edge of the network and provide low-delay network services
for terminal equipment. However, there are still important
issues such as resource management and safety protection in
practical applications in the power video monitoring system
scene [15].

It is very important to allocate resources reasonably and
efficiently. Resources mainly include CPU resources, storage

resources, and communication resources. )ese resources
are allocated by the controller to better solve problems such
as cost and delay. In order to better improve the quality of
service (QoS), edge computing and SFV are combined to
decouple service functions from hardware equipment. SFV
can realize flexible regulation and on-demand allocation of
service resources [16, 17]. )e use of mobile edge computing
(MEC) technology can enable edge nodes to better achieve
transaction autonomy [10]. Factors such as equipment
heterogeneity, power supply status, and resource location of
the power video monitoring system make the resource al-
location more complicated. How to design the optimal
resource allocation policy of SFC is a very challenging
scientific issue [18]. DRL is widely regarded as an effective
method to solve decision-making problems in complex
environments [19, 20]. )e SFC orchestration
method based on DRL is used to solve the NP-hard problem
of high-dimensional and intensive calculation [21–23]. DRL
continuously interacts with the environment, automatically
learns the optimal actions to be taken in different states, and
optimizes resource allocation according to the optimal
strategy.

)e heterogeneity of edge nodes makes edge com-
puting more complex and uncertain [24, 25]. )e central
control node may also suffer a single point of failure,
which may cause data to leakage or malicious tampering
and ultimately lead to task execution failure or economic
loss [26]. Both the equipment themselves and the com-
munications among equipment are facing threats of
various security attacks. For example, the equipment may
malfunction or be malicious so that the transmitted in-
formation may be leaked or tampered with. )erefore, it is
very important to ensure data security. Blockchain is a
kind of cryptology-supported, verifiable, and immutable
ledger. Blockchain ensures interaction through transac-
tion records and distributed consensus on the validity of
transaction records. Blockchain with the characteristics of
pan-central, distributed, and trustworthy provides new
ideas for designing the framework and paradigm of cloud-
edge computing [27].

In summary, the integration of SFV, blockchain, edge
computing, and DRL technology to solve the resource al-
location optimization problem of the power video moni-
toring system is very worthy of discussion.

2. Related Work

At present, there have been some papers that combine edge
computing with blockchain. )e introduction of blockchain
can solve the security problem of the cloud-edge computing
environment. Reference [28] proposes to use blockchain for
decentralized task allocation and scheduling in MEC. )e
purpose is to eliminate the increase in the computational
burden of the central server due to the attacker’s distributed
denial of service attack, so it affects the accuracy of data
transmission. Reference [29] proposes an internet of vehicles
(IoV) file-sharing scheme based on blockchain smart con-
tracts and attribute encryption. Under the premise of en-
suring the efficiency of filesharing, the file-sharing solution
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adopts blockchain smart contract technology to avoid third-
party participation and protect data security. Reference [30]
proposes a blockchain-based energy transaction framework
for energy transactions among electric vehicles and smart
grids. )e autonomous and controllable consensus mech-
anism puzzle generated by the edge server helps increase
transaction speed. References [31, 32] propose that edge
servers and terminal equipment participate in the block-
chain, and the consortium blockchain is used to manage the
virtual resources. Users registered in the consortium
blockchain can define and deploy their own virtual systems
and read and write blocks. )e allocation mechanism of the
virtual network function (VNF) improves the efficiency of
resource allocation while ensuring security. Reference [33]
uses a static VNF allocation policy to reduce the cost of
operators while ensuring users’ QoS. However, the network
environment is dynamically changing, and it is more rea-
sonable to consider long-term optimization. Reference [34]
achieves the purpose of reducing end-to-end delay by re-
ducing transmission delay and processing delay, but it does
not pay attention to the utilization of physical network
resources. Reference [35] realizes the reduction of service
provider’s capital expenditure and operating expenditure,
but it sacrifices reliability and does not consider the end-to-
end delay. Reference [36] proposes an algorithm based on
deep Q-learning (DQL) to solve the decision-making
problem of computing resource allocation at the edge of a
multiuser shared network. Reference [37] applies the DRL
algorithm to jointly optimize the computational efficiency of
the MEC system and the transaction throughput of the
blockchain system for the industrial internet system based
on the blockchain.

Although the above papers have optimized the secu-
rity and system performance of the cloud-edge computing
environment to varying degrees, there are few related
studies in the power video monitoring system scenario,
and there are still some potential problems and challenges.
First of all, although the introduction of blockchain
technology can solve the security problem, the consensus
process in the blockchain is inefficient, and there is a
serious computational overhead in the system. Secondly,
resource allocation still has the following problems. For
example, most studies in many papers are based on the
prerequisite of the known state of the environment and do
not take into account the dynamic changes in the envi-
ronment over time. Nor does it take into account the fact
that the arrival of a large number of service requests will
easily cause a backlog of service requests, which will affect
the stability of the network. It also failed to take into
account the user’s QoS while optimizing the cost of re-
source allocation. )irdly, there are also problems in
solving optimization. )e continuous increase in the
number of agents will explode the dimensions of the state
space, and it becomes infeasible to use the traditional
tabular method to solve the problem. DRL can solve the
problem of state space explosion caused by the increase in
the number of nodes [38, 39]. DRL has been proven to
effectively approximate the Q value of RL by using a deep
neural network (DNN) [20]. )e goal of this paper is to

achieve low-delay, low-cost resource optimization
through the use of blockchain, DRL, and SFV technology
in the cloud-edge computing environment.

A power video monitoring system is a distributed
heterogeneous cloud-edge network. )e key to solving the
problem is how to select server and physical links that
meet service requirements from limited physical re-
sources for allocation [40, 41]. )e goal is to maximize
resource utilization while ensuring network performance.
)is paper combines edge computing and SFV to build a
cloud-edge computing basic model in order to achieve
transaction autonomy at the edge and achieve better QoS.
Power video monitoring system is a distributed hetero-
geneous network involving different public and private
networks. )e unreliability is obvious. )is paper intro-
duces blockchain technology to achieve reliable transac-
tion autonomy. )e resource optimization allocation
problem is an intensive calculation problem. It is a high-
dimensional NP-hard problem. )is paper introduces
DRL technology to solve the NP-hard problem. In
summary, the resource allocation optimization problem is
modeled as an MDP, and the resource allocation policy is
optimized through SFV to maximize long-term utility
performance. )is paper proposed the RAOA-A3C al-
gorithm based on A3C in order to obtain the optimal
resource allocation policy and finally achieved the goal of
improving safety protection and efficient resource
management.

)e main contributions of this paper are as follows:

(1) )e SFV concept was first proposed based on the
characteristics of the power video monitoring sys-
tem. Multimodal video data service requests con-
stitute service function chains, which use SFV
technology to optimize the allocation of computing
resources and communication resources.

(2) SFV, blockchain, edge computing, and DRL tech-
nology are used to solve the resource allocation
optimization problem of the power video monitor-
ing system. )e optimization problem mainly in-
volves the joint mapping of virtual resources and
physical resources and the joint optimized allocation
of computing resources and communication
resources.

(3) )e system architecture is built. )e proposed VSCB
solves the problem of safety protection. )e random
optimization problem of resource allocation is
modeled as an MDP model, and the RAOA-A3C
algorithm is proposed. Simulation experiments show
that the delay and cost of the RAOA-A3C algorithm
are superior to other methods.

)e structure of this paper is arranged as follows.
Section 1 introduces the background. Section 2 introduces
related work. Section 3 gives the system architecture and
workflow. Section 4 proposes the system model. Section 5
proposes the optimization algorithm. Section 6 introduces
performance evaluation and analysis. Section 7 summa-
rizes the work.

Security and Communication Networks 3



3. Blockchain-Enabled SystemArchitecture and
Work Flow

3.1. Blockchain-Enabled System Architecture. �e system
architecture of the power video monitoring system is shown
in Figure 1.

�is paper combines the requirements of the power
video monitoring system in resource management and
safety protection to build a system architecture. �is ar-
chitecture mainly includes the following three layers:

(1) Intelligent Equipment Layer: �e intelligent equip-
ment layer containing multiple types of equipment is
at the bottom. Intelligent equipment mainly com-
plete the work of data acquisition and data intelligent
processing. Because the resources of the intelligent
equipment layer are limited, the intelligent equip-
ment layer that �lters out data that have been pro-
cessed locally send service requests to edge clouds or
the core cloud layer.

(2) Edge Layer: �e edge layer is composed of hetero-
geneous edge clouds. �e distribution and hetero-
geneity of the edge layer make the traditional edge
layer unable to guarantee the reliability of the service.
�e edge layer applied with VSCB has the ability to
ensure service consistency and provide reliable
service management. Each edge cloud in the system
model contains three components: (1) service node,
(2) blockchain module, and (3) controller.

(3) Cloud Layer: �e core cloud layer and the edge layer
reach consensus in the same blockchain. �e power

video monitoring system belongs to a distributed
heterogeneous cloud-side computing environment
involving public and private networks. Its system
architecture uses VSCB to build a trusted cloud-side
computing environment. When the resources of the
edge layer cannot meet the service quality and re-
source constraints of the terminal equipment, it can
continue to send service request information to the
core cloud in order to obtain relevant resources of
the core cloud platform to complete the current
service request. �e cloud layer also mainly includes
three components: (1) service node, (2) blockchain
module, and (3) controller.

Next, the three main components included in both the
cloud layer and the edge layer are introduced.

(1) Service Nodes: Service nodes of the edge cloud and
the core cloud are mainly composed of servers. Each
server node is the actual host of the virtual service
functions (VSF), which speci�cally provides various
resource services.

(2) Blockchain Module: �e blockchain module is
composed of high-performance equipment or other
lightweight equipment. It is responsible for resource
registration, user registration, authentication, smart
contract, and transaction registration to ensure
trusted and reliable resource allocation [10].

(3) Controller: �e controller mainly includes SFV.
�e essence of SFV is to turn dedicated hardware
equipment into general software equipment to
achieve the purpose of sharing hardware

Core Cloud Server (CS)

Edge Server Node (ESN)

Service Function Virtualization
(SFV)

Blockchain Module (BM)

Consensus Node (CN)

SFV

Edge Cloud Edge Cloud Edge Cloud

ESN

BM

SFVESN

BM

SFVCS

CN CN

Core of Cloud

Cloud Layer

Edge Layer

Smart Equipment Layer

Virtualized Service
Consortium Blockchain

CNCN

BM

SFVESN

BM

BlockChain Oracle
resource registration
user registration authentication
transaction registraton with
smart contracts
......

Figure 1: Blockchain-enabled system architecture.
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infrastructures. )e software equipmentcalled
VSFs realize functions such as the rapid estab-
lishment of the network among VSFs and the rapid
allocation of resources. )e quality of resource
allocation by the controller affects the efficiency of
service provision and physical resource usage [42].
)e resource allocation optimization algorithm is
deployed in the controller. )e controller manages,
allocates, and monitors the underlying resources.
)e controller obtains the system information
reported from the bottom layer; analyzes the net-
work topology, equipment operation energy con-
sumption, resource utilization, and so on; and then
performs tasks such as resource mapping, traffic
scheduling, and policy management [21]. )e
controller helps improve the efficiency of resource
management.

3.2. ConsortiumBlockchain. Blockchain is a kind of chained
data structure that combines data blocks sequentially in a
time sequence. It is a distributed ledger that cannot be
tampered with and cannot be forged, and it is guaranteed by
cryptography [43, 44]. )e data of the blockchain is col-
lectively maintained. Data operations are witnessed and
stored by all nodes, so the data cannot be changed, and it is
safe and reliable [45, 46]. Blockchain is a technology that
realizes information security and information transparency
based on a consensus mechanism. )e consortium block-
chain is a relatively new way of applying blockchain tech-
nology to businesses. It is suitable for providing services for
joint collaboration among multiple enterprises, and it has
the characteristics of partial decentralization. )e consensus
participants of the consortium blockchain are a group of
preapproved nodes on the network, and the consortium
blockchain can exercise a greater degree of control over the
network.

Blockchain has been widely used in many fields. Re-
source allocation in the cloudedge computing environment
is one of the typical cases.)e VSCB system proposed in this
paper is based on a limited number of enterprises to form the
consortium blockchain, and the number of nodes is also
limited. Even if there is an expansion of nodes, it will not
increase infinitely. )e workflow trusted authentication
mechanism of VSCB proposed in this paper is described as
follows: For any node in the system, its operation is limited
by the role control and permission control information on
the consortium blockchain to limit its operation scope. )e
node can read the role control and permission control in-
formation to ensure that its work is legal. When the node
completes the work and writes the flow information, the role
control and permission control are authenticated on the
entire consortium blockchain to ensure the normal opera-
tion of the entire workflow. At the same time, when the node
wants to operate, it must reach a consensus on its authority
on the consortium blockchain before writing its operation
into the consortium blockchain. When the workflow

continues to flow to the next link, if there is a problem with
the authority, then data writing and workflow flow cannot
proceed normally.

)is paper adopts the practical Byzantine fault tolerance
(PBFT) algorithm. )e advantages are: first, the system can
be separated from the existence of encrypted tokens, the
nodes of the algorithm consensus are composed of business
participants or supervisors, and the security and stability are
guaranteed by business stakeholders. Secondly, the time
delay of consensus is short, which basically meets the re-
quirements of commercial real-time processing. )irdly, the
consensus efficiency is high, which can meet the needs of the
high-frequency trading volume. Moreover, because of the
independence of the smart contract, its execution process
and the generated transaction information will not be
“maliciously polluted” by the outside world on the con-
sortium blockchain, making the credibility of the transaction
information far more than that of the public blockchain.
)erefore, the consortium blockchain adopts a more
competitive PBFT algorithm, which can improve the ap-
plication level of the consortium blockchain at the enterprise
level to a new level.

)is paper uses the token-free optimized PBFT algo-
rithm [10]. )e master node is not determined by complex
computing puzzles, the master node is determined by cir-
cular selection. )erefore, this optimization algorithm can
better meet the needs of the power video monitoring system
in terms of saving resources.

3.3. Work Flow. )e workflow is roughly described as fol-
lows: In the cloud-edge computing environment, resources
are registered as digital assets on the VSCB, and resource
management is realized through the controller. )e two
main events of this system architecture are resource regis-
tration and resource allocation.

3.3.1. Resource Registration. )e core cloud or edge cloud
needs to register resource information on the blockchain
module before providing services. )ey send information
such as equipment identification and related attributes to the
blockchain module. )e blockchain module is maintained a
list of information to form a resource pool and then uses this
information to form a block. In this way, the core cloud or
edge cloud can provide hosts for VSFs under the supervision
of the VSCB.

3.3.2. Resource Allocation. When the smart equipment layer
sends out a service request, the current request is first al-
located to the adjacent edge cloud in the edge layer. )e
blockchain module in the edge cloud first verifies the user’s
identity. After the identity of the user who sent the service
request is authenticated, the request is passed to the con-
troller to obtain the optimal resource allocation. If the re-
source constraints of the adjacent edge cloud and the QoS of
the user cannot be guaranteed, the service request is sent to
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the controller on the core cloud layer to obtain the optimal
resource con�guration.

Since the important component functions of the core
cloud are the same as those of the edge cloud, their work�ow
is shown in Figure 2.�e process includes the following four
steps:

(1) User Registration and Authentication: User infor-
mation related to equipment identi�cation, en-
cryption data keys, and equipment attributes needs
to be registered on the blockchain module. After a
user sends a service request, the user’s information
will be authenticated.

(2) Resource Optimization Department: �e intelligent
equipment sends a service request to the controller,
and the service request invokes the RAOA-A3C
algorithm in the controller to obtain the optimal
resource allocation.

(3) Provide Services: �e controller controls the relevant
service nodes to provide services to users according
to the optimal resource allocation.

(4) Transaction Registration: �e registration transac-
tions that include information such as intercon-
nection, attributes, sequence of virtual �les, user
information, and QoS trigger the smart contract on
the VSCB. �e registration transaction executes the
consistent process of the optimized PBFTalgorithm.
A new block is generated, the resource allocation
transaction takes e�ect, and the trusted service is
completed.

�is paper uses the RAOA-A3C algorithm to achieve the
parallel execution e�ect. Each controller as an agent extracts
state information from the environment, and then the
controller obtains the action probability by processing the
state information, and then the controller calculates the
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reward based on the agent’s action. During the interaction
between the controller and the local environment, the agent
updates its local action probability according to the reward
and regularly pushes its gradient to the global network.

4. System Model and Problem Formulation

)e physical network of the optimized model in this paper
mainly involves servers and physical links. )ey provide
instantiated computing resources including CPU resources
and storage resources and instantiated bandwidth resources
for the VSFs that constitute each SFC. In this paper, CPU
resources are used to represent computing resources. )e
physical network feeds back the current CPU resources and
bandwidth resources to the RAOA-A3C in the controller.
)e algorithm makes decisions based on the current CPU
resource status of the node, the current resource status of the
link, and the current queue status in the SFC. )en the
controller optimizes the resource allocation policy through
the resource management entity [38]. )is section intro-
duces the network model, service request model, cost model,
delay model, and optimization goals.

4.1.NetworkModel. )e physical network is abstracted as an
undirected graph UGP � (SNP, YP), where SNP represents a
collection of nodes, the nodes are divided into two cate-
gories: (1) server nodes n ∈ NP, which provide instantiated
CPU resources for VSFs, and each server can instantiate
multiple VSFs. And (2) switch nodes, which forward the
traffic. YP represents a collection of physical links. CP

n

represents the CPU capacity of each server n. In order to
ensure the resource utilization of the server and achieve the
purpose of energy-saving, it is necessary to set a CPU re-
source threshold φP

n for the server. As long as the remaining
CPU resources of the server in each time slot are less than φP

n ,
the server can be used. BP

mn represents the bandwidth ca-
pacity of the physical link mn connecting adjacent servers n
and m.

4.2. Service Request Model. SF represents the collection of
SFCs.)e i-th SFC can be formalized as an undirected graph
UGN

i � (VN
i , LN

i ), where VN
i represents the collection of

different types of VSFs on the i-th SFC and LN
i represents the

collection of virtual links on the i-th SFC. VN
i,j represents the

j-th VSF on the i-th SFC; Cn
i,j represents the CPU resource

allocated by the server to the j-th VSF on the i-th SFC; and
Bmn

i,jk represents the virtual link bandwidth resource allocated
by the physical link to the adjacent VSF jk on the i-th SFC.Di

represents the maximum delay limit of the i-th SFC. θn
i,j

represents the mapping of VSF to the server, which is a
Boolean variable. θn

i,j � 1 represents the j-th VSF on the i-th
SFC mapping the server n, and θn

i,j � 0 represents no
mapping relationship. ηmn

i,jk represents the mapping of virtual
links to physical links, which is also a Boolean variable.
ηmn

i,jk � 1 represents the virtual link l
jk
i connecting the ad-

jacent VSF jk on the i-th SFC that is mapped to the physical
link ymn connecting the adjacent server mn, and ηmn

i,jk � 0

represents no mapping relationship. )is paper makes the
following constraints.

In time slot t, each VSF VN
i,j can only select one server for

mapping. )at is,


n∈NP

θn
i,j(t) � 1, ∀i ∈ SF, ∀j ∈ V

N
i . (1)

)e binary variable that represents the mapping of VSF
to the server is expressed as follows:

θn
i,j(t) � 0, 1{ }, ∀i ∈ SF, ∀j ∈ V

N
i , ∀n ∈ N

P
. (2)

In time slot t, the amount of CPU resources allocated by
the server should not exceed its CPU capacity CP

n so that the
system stability can be guaranteed. )at is,


i∈SF



j∈VN
i,j

θn
i,j(t)C

n
i,j(t)≤C

P
n , ∀n ∈ N

P
.

(3)

In time slot t, the remaining CPU capacity Rn(t) of the
server n can be expressed as the CPU capacity CP

n minus the
amount of CPU resources. )at is,

Rn(t) � C
P
n − 

i∈SF



j∈VN
i,j

θn
i,j(t)C

n
i,j(t), ∀n ∈ N

P
.

(4)

And the constraint is as follows:

Rn(t)≤φP
n , ∀n ∈ N

P
. (5)

In time slot t, each virtual link l
jk

i connected to adjacent
VSF jk can only select one physical link ymn connected to
adjacent server mn for mapping. )at is,


n,m∈NP

ηmn
i,jk(t) � 1, ∀i ∈ SF, ∀j, k ∈ V

N
i . (6)

)e binary variable that represents the mapping of
virtual links to physical links is expressed as follows:

ηmn
i,jk(t) � 0, 1{ }, ∀i ∈ SF, ∀j, k ∈ V

N
i , ∀n, m ∈ N

P
. (7)

In time slot t, the amount of bandwidth resources al-
located by physical link mn cannot exceed its bandwidth
capacity BP

mn. )at is,


i∈SF



j,k∈VN
i,j

θn
i,j(t)θm

i,k(t)ηmn
i,jk(t)B

nm
i,jk(t)≤B

P
mn, ∀n, m ∈ N

P
.

(8)

In time slot t, the remaining bandwidth resource Rnm(t)

can be expressed by the bandwidth capacity BP
mn minus the

bandwidth resource. )at is,

Rnm(t) � B
P
mn − 

i∈SF



j,k∈VN
i,j

θn
i,j(t)θm

i,k(t)ηmn
i,jk(t)B

nm
i,jk(t), ∀n, m ∈ N

P
.

(9)

4.3. Cost Model. )e allocation cost of resource allocation
mainly includes the cost of occupying CPU resources OCn

i,j

and the cost of occupying physical link bandwidth resources
OBnm

i,jk [47]. OCn
i,j(t) is inversely proportional to the
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remaining CPU resource Rn(t) of server n in time slot t. )at
is,

OC
n
i,j(t) �

α
Rn(t)

, (10)

where α is a positive number.
OBnm

i,jk is inversely proportional to the remaining
bandwidth resources Rnm(t) of physical link nm, that is,

OB
nm
i,jk(t) �

β
Rnm(t)

, (11)

where β is a positive number.
In summary, in time slot t, the resource allocation cost

on the i-th SFC is

Oi(t) � 

j∈VN
i


n∈NP

θn
i,j(t)

α
Rn(t)

+ 

j,k∈VN
i


n,m∈NP

θn
i,j(t)θm

i,k(t)ηmn
i,jk(t)

β
Rnm(t)

, ∀i ∈ SF.

(12)

4.4.DelayModel. )e optimization model not only gives the
attributes and order of VSFs but also provides QoS con-
straints. )e delay of this model mainly considers the
queuing delay, processing delay, and link transmission delay.
We take the i-th SFC as an example; Qi(t) represents its
queue length in time slot t; Pi(t) represents the size of the
data packet, and it is assumed that the size of the data packet
obeys the exponential distribution of parameter P; and Ai(t)

represents the data packet arrival process of the i-th SFC, and
it is assumed that the arrival of data packets obeys the
Poisson distribution with a parameter of λi [48]. )e update
process of the queue is expressed as follows:

Qi(t + 1) � max Qi(t) − ℓi,1(t) + Ai(t), 0 , (13)

where ℓi,1(t) represents the first VSF service rate of the i-th
SFC and the service rate ℓi,j(t) of the j-th VSF on the i-th
SFC is determined by the amount of CPU resources allo-
cated to the j-th VSF by the server, that is, ℓi,j(t) � Cn

i,j · ε,
where ε is the service rate coefficient, which represents the
ratio between CPU resources and service rate [49]. )e
constraints of the delay model are as follows.

Qmax
i (t) represents the maximum queue length of the i-

th SFC. In order to ensure that the queue length does not
overflow, Qi(t) satisfies

Qi(t)<Q
max
i (t), ∀i ∈ SF. (14)

Twait
i represents the queuing delay of the i-th SFC.

According to little theorem, the queuing delay Twait
i is

T
wait
i (t) �

Qi(t)

λi(t)
. (15)

T
proc
i,j represents the processing delay generated by each

VSF, and T
proc
i,j is

T
proc
i,j (t) �

DRi,j(t)

ℓi,j(t)
. (16)

DRi,j(t) represents the amount of data packets arriving
at VSF VN

i,j in time slot t, and the processing delay T
proc

i (t) of
the i-th SFC is

T
proc
i (t) � 

j∈VN
i

T
proc
i,j (t).

(17)

Ttran
i,jk represents the transmission delay of the amount of

data. Ttran
i,jk is related to the amount of data transmitted and

the bandwidth resources allocated by the physical link. Ttran
i,jk

is

T
tran
i,jk (t) �

DRi,k(t)

B
mn
i,jk(t)

. (18)

DRi,k(t) represents the amount of data from VSF VN
i,j to

VSF VN
i,k, that is, the amount of data packets arriving at VSF

VN
i,k in time slot t. )e transmission delay Ttran

i (t) of the i-th
SFC in time slot t is

T
tran
i (t) � 

j,k∈VN
i

T
tran
i,jk (t).

(19)

In summary, the total delay Ti(t) of the i-th SFC is

Ti(t) � T
wait
i (t) + T

proc

i (t) + T
tran
i (t). (20)

And the constraints are as follows:

Ti(t)<Di, ∀i ∈ SF. (21)

4.5. Optimization Goals. )e main optimization goal of this
paper is to minimize the cost of resource allocation under
the premise of ensuring security and meeting the require-
ments of delay. CPU resources and physical link bandwidth
resources are reasonably allocated, which is conducive to the
realization of low-delay and low-cost resource allocation.
)e utility function U(t) is defined as follows:

U(t) � −e1
i∈SFOi(t)

Omax
− e2

i∈SFTi(t)

i∈SFDi(t)
, (22)

where e1 and e2 are the weight values and e1 + e2 � 1.
Omax represents the maximum value of the allocation cost.
After the algorithm normalizes the allocation cost, the
optimization goal is expressed as follows:
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max
θn

i,j(t),θm
i,k(t),ηmn

i,jk
(t),Cn

i,j
(t),Bnm

i,jk
(t)

U(t),

s.t.C1: 
n∈NP

θn
i,j(t) � 1, ∀i ∈ SF, ∀j ∈ V

P
i ,

C2: 
m,n∈NP

ηmn
i,jk(t) � 1, ∀i ∈ SF, ∀j, k ∈ V

P
i ,

C3: 
i∈SF



j∈VN
i,j

θn
i,j(t)C

n
i,j(t)≤C

P
n , ∀n ∈ N

P
,

C4: 
i∈SF



j,k∈VN
i,j

θn
i,j(t)θm

i,k(t)ηmn
i,jk(t)B

nm
i,jk(t)≤B

P
mn, ∀n, m ∈ N

P
,

C5: Rn(t)≤φP
n , ∀n ∈ N

P
,

C6: Qi(t)<Q
max
i (t), ∀i ∈ SF,

C7: Ti(t)<Di, ∀i ∈ SF,

C8: θn
i,j(t) � 0, 1{ }, ∀i ∈ SF, ∀j ∈ V

N
i , ∀n ∈ N

P
,

C9: ηmn
i,jk(t) � 0, 1{ }, ∀i ∈ SF, ∀j, k ∈ V

N
i , ∀n, m ∈ N

P
,

(23)

where C1 guarantees that each VSF in the virtual network
can only select one server in the physical network for
mapping. C2 guarantees that the virtual link of adjacent
VSFs can only select the physical link of adjacent servers in
the physical network for mapping. C3 guarantees that the
sum of the CPU resources allocated by each server cannot
exceed the CPU capacity of the server. C4 makes the sum of
all communication resources mapped to a certain physical
link not exceed the total bandwidth resources of the physical
link. C5 makes the remaining CPU resources of each server
lower than the threshold, guarantees the resource utilization
of the server, and further achieves the effect of energy-
saving. C6 guarantees that the queue length of each SFC does
not overflow. C7 guarantees that each SFC must meet the
delay requirement in any time slot. C8 and C9 are re-
quirements for binary variables. In summary, the utility
function is restricted by the C1–C7 constraints to ensure the
effectiveness of the optimization objective.

5. Proposed Algorithm

In this section, the resource allocation optimization problem
of the power videomonitoring system is modeled as anMDP
model, and then the RAOA-A3C algorithm is proposed in
the cloud-edge computing environment to achieve the goals
of security protection and efficient resource management.

5.1. Problem Transformation. )e MDP model mainly in-
cludes state space, action space, transition probability, and
reward function [38].

5.1.1. State Space. S represents the state space, which is
mainly composed of the queue status of each SFC, the
remaining CPU resources of the server, and the remaining
resources of the physical link bandwidth. s(t) represents the

state of the network in time slot t, which is expressed as
follows:

s(t) � Qi(t), Rn(t), Rnm(t)  ∀m, n ∈ N
P
, ∀i ∈ SF. (24)

5.1.2. Action Space. A represents the action space, which
mainly includes allocating CPU resourceCn

i,j(t), allocating
bandwidth resource allocation Bnm

i,jk(t), and deploying θn
i,j(t)

and ηmn
i,jk(t). a(t) represents the action taken by the network

in time slot t, which is expressed as follows:

a(t) � C
n
i,j(t), B

nm
i,jk(t), θn

i,j(t), ηmn
i,jk(t)  ∀n, m ∈ N

P
,

∀i ∈ SF, ∀j, k ∈ V
N
i .

(25)

5.1.3. Transition Probability. In time slot t, there is a
probability that the network state s(t) takes action a(t) and
transitions to the network state s(t + 1). Pr(s(t), a(t), s(t +

1)) represents the transition probability, and Pr(s(t), a(t),

s(t + 1)) is expressed as follows:

Pr(s(t), a(t), s(t + 1)) �

Pr Qi(t), a(t), Qi(t + 1)( 

Pr Rn(t), a(t), Rn(t + 1)( 

Pr Rnm(t), a(t), Rnm(t + 1)( 

.

(26)

5.1.4. Reward Function. )is section uses the aforemen-
tioned utility function as a reward. r(s(t), a(t)) represents
the reward function, which is the reward after the network
state s(t) takes an action a(t). r(s(t), a(t)) can be expressed
as follows:

r(s(t), a(t)) � U(t). (27)
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5.2. Algorithm Description. Based on formula (23) and the
MDP model, the key problem to be solved in this paper is to
determine the target server and resource allocation policy.
�e algorithm obtains the optimal value function of the state
of each slot and then obtains the optimal action corre-
sponding to the state, that is, the optimal action of each slot
constitutes the optimal policy π∗. �is paper introduces the
DRL algorithm to solve the optimization problem of the
MDP model. DRL uses DNN to e�ectively identify high-
dimensional state spaces and uses RL algorithms to learn
complex state tasks in an end-to-end manner. DRL does not
require complicated manual preprocessing of state features.

Most intelligent monitoring equipment have the capa-
bility of parallel computing. A3C is an asynchronous actor-
critic parallel learning algorithm based on the advantage
function. It is a lightweight DRL framework. �e framework
uses an asynchronous gradient descent method to optimize
the parameters of the controller, which is suitable for solving
the problems of too large state space and the high dimension
of action space in the optimal allocation of resources. �is
paper proposes the RAOA-A3C algorithm to solve the MDP
model.

As shown in Figure 2, after the user sends a service
request and performs security authentication, the controller
in the server node collects the environment status and takes
actions to react to the status. �e general work�ow of the
algorithm is shown in Figure 3. �e environment state is
provided to the actor network and the critic network, and the
policy and the value function are obtained, respectively. �e
actor executes the action, and then the critic evaluates
whether the action is good or bad. �e policy π is a function
of state s, which returns the probability distribution of all
actions, and sums up to 1. �at is, π(a|s) represents the
probability of choosing action a(t) in state s(t). In the actual
execution process, the actor selects actions based on the
distribution of policy π(a(t)|s(t); θ) or directly selects the
action with the highest probability. Accordingly, the critic
evaluates the current policy based on the TD error between
the value functionV(s(t); θv) and the current reward, where
θ is the actor network parameter, θv is the critic network
parameter, and TD-error is used to update θ to correct the
action probability; θv can improve the accuracy of the value
evaluation.

�e algorithm uses the following iterative de�nition as
the value function V(s) of the expected discount return:

V(s) � Eπ(s) r + cV s′( )( ). (28)

�e return obtained in the current state is the sum of the
return obtained in the next state and reward r obtained
during the state transition, where c represents the discount
factor in RAOA-A3C.

�ere is also an action value function Q(s, a) closely
related to the value function, which is de�ned as follows:

Q(s, a) � r + cV s′( ). (29)

�e advantage function A(s, a) is de�ned as follows:

A(s, a) � Q(s, a) − V(s) � r + cV s′( ) − V(s), (30)

whereA(s, a) represents that action a is good or bad in
state s. If action a is better than average, then A(s, a) is
positive; otherwise, it is negative.

�e algorithm de�nes the objective function J(π) used to
measure the quality of the policy as follows:

J(π) � Eρs0 V s0( )[ ], (31)

where J(π) represents all the average discount rewards
obtained by a policy starting from the initial state s0.

According to the policy gradient theorem, the algorithm
can obtain the de�nition of the gradient of the objective
function:

∇θJ(π) � Es∼ρπ ,a ∼ π(s) A(s, a) · ∇θlog π(a|s)[ ]. (32)

�e function obtains the reward obtained from
sample(s0, a0, r0, s1), and then the function predicts the
value in the next step and provides an estimated approxi-
mation. However, the function uses more steps to provide n-
step return.

V s0( )⟶ r0 + cr1 + · · · + cnV sn( ). (33)

�e advantage of the n-step return is that the change in
the approximate function propagates is faster.

By extending the advantage function A(s, a), the gra-
dient dθ of the update policy π in the actor network can be
obtained as follows:

dθ⟵dθ + ∇θ′ log π at|st; θ′( )

× ∑
k−1

i�0
cir(t + i) + ckV st+k; θv′( ) − V st; θv′( )  + δ∇θ′

H π st; θ′( )( ),

(34)

where H represents the entropy to avoid premature con-
vergence to the suboptimal deterministic policy. δ is the
entropy hyperparameter, which is used to control the
strength of the entropy regularization term. θv′ is a parameter
of the state value function in the critic network, descending

Actor
(Policy)

Environment

reward

state
actionCritic

(Value Function)

TD-error

Figure 3: Algorithm basic work�ow.
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by a gradient in TD mode. )e updated gradient dθv in the
critic network is as follows:

dθv←dθv+

z


k−1
i�0 c

i
r(t + i) + c

k
V st+k; θv

′(  − V st; θv
′(  

2

zθv
′

.

(35)

)e network structure of the RAOA-A3C algorithm
mainly uses convolutional neural networks and fully con-
nected neural networks, and the output of the fully con-
nected layer is used as the input of the actor network and the
critic network.)e actor network outputs the corresponding

action value to select actions; the critic network outputs a
state value to calculate the advantage.

We use Algorithm 1 to solve equation (23). )e pseu-
docode of the RAOA-A3C Algorithm 1 is described as
follows:

)e RAOA-A3C algorithm consists of two parts. It
mainly includes network initialization and resource allo-
cation optimization. Xn,v represents a feasible resource al-
location scheme. )e mapping service node x of the VSFs in
the edge cloud needs to be authenticated through the
blockchain module. If it is not registered on the VSCB, x will
be deleted from the configuration scheme set. )en, when
the edge cloud resource configuration scheme is empty,

Input:
(1) Initialize the actor network with parameter θ
(2) Initialize the critic network with parameter θv

(3) Initialize the actor network parameters θ′ for each thread
(4) Initialize the critic network parameters θ’v for each thread
(5) for each SFC f ∈ SF do
(6) for each VSF resource allocation scheme x in Xn,v in edge cloud do
(7) if x is not registered in the VSCB then
(8) remove x from Xn,v

(9) end for
(10) if Xn,v is empty then
(11) Calculate Xn,v in core cloud
(12) Select the VSF allocation method θn

i,j from Xn,v

(13) Select the VSF allocation method ηmn
i,jk from Xn,v

(14) Calculate the total cost
(15) end for
(16) while the SF set is not empty do
(17) Set the gradient of the two networks dθ ←0 and dθv←0
(18) Synchronize the parameters of the thread θ′←θ and θv

′←θv tstart � t

(19) Obtain state st

(20) Repeat:
(21) )e state features are extracted from the network based on a multiple threshold mechanism, and action at is executed

according to policy π(at|st; θ′)
(22) Get the reward rt of environmental feedback and the next state st+1
(23) t←t + 1
(24) Until termination status St, or t − tstart� � tmax

(25) Obtain R �

0for termin al st

V(st, θv
′)

for non − termin al st

//Boot strap from last state

⎧⎪⎨

⎪⎩
from the critic network

(26) for each step t←t − 1, . . . , tstart do
(27) R � rt + cR

(28) Calculate the gradient of the actor network about θ′:
dθ ←dθ+

∇θ′ log π(at|st; θ′)×
[

k−1
i�0 c

i
r(t + i) + c

k
V(st+k; θv

′) − V(st; θv
′)] + δ∇θ′

H(π(st; θ′))

(29) Calculate the gradient of the critic network about θ’v:
dθv←dθv+

z(
k−1
i�0 c

i
r(t + i) + c

k
V(st+k; θv

′) − V(st; θv
′))2/zθv
′

(30) t←t − 1
(31) end for
(32) Use dθ and dθv to asynchronously update the global shared parameters θ and θv. Send the dθ and dθv to SFC agent
(33) end while

Output: π∗(s)

ALGORITHM 1: RAOA-A3C algorithm.
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select the core cloud and authenticate again. VSF resource
allocation methods are randomly selected from the available
con�guration scheme Xn,v. �e resources can be optimally
allocated.

6. Performance Evaluation and Analysis

6.1. Simulation Settings. In the experiment, Docker 18.06,
Python 3.0, TensorFlow, and OpenAI Gym were installed in
Ubuntu 16.04 to con�gure the environment, and MATLAB
was used for simulation experiments. Other related settings
are as follows: the virtual machines are interconnected via a
1Mbit/s virtual LAN card, and each blockchain node has a
2.0GHz 8-VCPUs attribute. �ere are 30 nodes (10 server
nodes and 20 switches) and 50 links. �e discount factor c is
0.9, and the entropy hyperparameter δ is 0.1 [10]. �e
maximum delay limit of SFC Di is 30ms; the data packet
arrival process follows the independent identical distributed
Poisson process; and the parameter value is λi � 2.�e packet
size is 500 kb/packet; the physical link bandwidth resource is
640MB; the CPU resource capacity of server n is 8 cores; the
service rate of a single CPU is ℓ � 25MB/s; the positive
number is α � 30; and the positive number β � 20 [38].

6.2. Performance Evaluation. Firstly, eight and ten consor-
tium peers were deployed on the core cloud and the edge
cloud, respectively; for comparison, it is veri�ed that the
RAOA-A3C algorithm has the performance of consistent
delay.

As shown in Figure 4, the consensus e¦ciency of the core
cloud is higher than the edge cloud. �e delay increases
signi�cantly as the number of SFCs increases. �e reason is
that users who send service requests need to be authenti-
cated; SFC transactions also need to be registered on the
VSCB; and when the number of consortium partners in-
creases, the consensus delay also increases with the increase
in the number of SFCs.

�e weighted values e1 and e2 are iterated by using max
equality constraints, optimality constraints, and max in-
equality constraints. Assuming that 200 SFCs arrive in the
virtual network, and after 10,000 iterations, the allocation
cost and average delay are shown in Figures 5 and 6.

As shown in Figures 5 and 6, after 10,000 iterations, the
allocation cost and the average delay under di�erent con-
straints are obtained. When the number of iterations reaches
about 6,000, the convergence is obvious. �e algorithm is
e�ective.

In the following, the RAOA-A3C algorithm is compared
with DQN [21] and A3C [10] algorithms in the three aspects
of total allocation cost, average delay, and utility function.

As shown in Figures 7 and 8, as the number of SFCs
increases, the average delay and total allocation cost of the
three algorithms are increasing. �e RAOA-A3C algorithm
has a lower allocation cost than DQN and A3C algorithms.
DQN algorithm is mainly suitable for solving the discrete
action space, but the action space in this paper is a con-
tinuous value, which causes the DQN algorithm to be

signi�cantly weaker than the A3C algorithm and the RAOA-
A3C algorithm in optimizing the delay and allocation cost.

As shown in Figure 8, when the number of SFCs is less
than 100, the RAOA-A3C algorithm is higher than the A3C
algorithm in the system average delay. �e reason is that
there is a time delay in the resource authentication stage.
However, as the number of SFCs increases, the proportion of
time delay in the blockchain becomes smaller, and the in-
�uence becomes weaker, and advantages of the RAOA-A3C
algorithm are revealed.
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As shown in Figure 9, the total system delay and total
allocation cost increase; as the number of SFCs increases, the
utility will also decrease as the number of SFCs increases, but
the utility of the RAOA-A3C algorithm proposed in this
paper decreases the slowest.

As shown in Figure 10, when the number of SFCs is less
than 200, the RAOA-A3C algorithm �uctuates due to the
in�uence of the consortium blockchain. When the number
of SFCs is greater than 200, the advantages of RAOA-A3C

are better re�ected, and the variance of server usage of
RAOA-A3C is lower than that of DQN and A3C.

As shown in Figure 11, the variance of the utilization rate
of the link of RAOA-A3C is lower than that of DQN and
A3C on the whole.

As shown in Figures 10 and 11, the experiment compares
the variance of the link usage rate and the variance of the
server usage rate of the DQN, A3C, and RAOA-A3C al-
gorithms. It can be seen that a smaller di�erence indicates
that the service is more evenly distributed on the server and
the link. �e RAOA-A3C algorithm congestion control
results are better.

150

200

250

300

350

450

400

500

550

Av
er

ag
e d

el
ay

 (m
s)

0

10
00

20
00

40
00

60
00

70
00

90
00

90
00

50
00

30
00

10
00

0

Iteration

Max equality constraints

Optimality constraints

Max inequality constraints

Figure 6: Comparison of average time delays under di�erent
constraints.

0

1000

2000

3000

4000

6000

8000

5000

7000

9000

10000

To
ta

l c
os

t

50 10
0

15
0

20
0

25
0

30
0

35
0

40
0

Number of SFCs

DQN

A3C

RAOA-A3C

Figure 7: Total cost of allocation comparison.

160

180

200

220

240

280

260

300

Av
er

ag
e d

el
ay

 (m
s)

50 100 150 200

Number of SFCs

250 300 350 400

DQN

A3C

RAOA-A3C

Figure 8: Average delay comparison.

–0.75

–0.65

–0.55

–0.5

–0.45

–0.35

–0.7

–0.6

–0.4

–0.3

U
til

ity
 F

un
ct

io
n 

U
se

d

50 100 150 200

Number of SFCs

250 300 350 400

DQN

A3C

RAOA-A3C

Figure 9: Utility function comparison.

Security and Communication Networks 13



7. Conclusion

Although the power video monitoring system based on the
cloud-edge computing architecture brings many bene�ts.
�e problems of distribution and heterogeneity cannot
guarantee the reliability and durability of the service. In
order to establish trust between service providers and users,
VSCB is integrated into the management of the power video
monitoring system. In addition, the SFV technology was �rst
proposed to realize the optimal allocation of resources; the

MDP model was constructed; and then the RAOA-A3C
algorithm was proposed. Simulation experimental results
show the advantages of the resource allocation optimization
model in cost-saving, time-saving, and security.
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With the convergence of IT and OT networks, more opportunities can be found to destroy physical processes by cyberattacks.
Discovering attack paths plays a vital role in describing possible sequences of exploitation. Automated planning that is an
important branch of artificial intelligence (AI) is introduced into the attack graph modeling. However, while adopting the
modeling method for large-scale IT and OTnetworks, it is difficult to meet urgent demands, such as scattered data management,
scalability, and automation. To that end, an automatic planning-based attack path discovery approach is proposed in this paper. At
first, information of the attacking knowledge and network topology is formally represented in a standardized planning domain
definition language (PDDL), integrated into a graph data model. Subsequently, device reachability graph partitioning algorithm is
introduced to obtain subgraphs that are small enough and of limited size, which facilitates the discovery of attack paths through
the AI planner as soon as possible. In order to further cope with scalability problems, a multithreading manner is used to execute
the attack path enumeration for each subgraph. Finally, an automatic workflow with the assistance of a graph database is provided
for constructing the PDDL problem file for each subgraph and traversal query in an interactive way. A case study is presented to
demonstrate effectiveness of attack path discovery and efficiency with the increase in number of devices.

1. Introduction

Since information technology (IT) was introduced into all
walks of life, the threat from hackers and virus attacks have
never been got rid of. However, it does not prevent industrial
enterprises from adopting the commercial-off-the-shelf
software and hardware and the general network connectivity
into operational technology (OT) networks, such as industrial
control networks [1]. +e IT/OT convergence provides at-
tackers more opportunities to launch targeted attacks whose
consequences can be disastrous against the real physical
world. +e industrial control security incidents in the past
decade are the best proof that cyberattacks are gradually
infiltrating from the IT networks to the OT networks [2].

Apart from the cyberattacks migrated from ITnetworks,
some inherent issues exist in the OTnetworks, such as design

defects in industrial control network protocols [3] and
vulnerabilities of proprietary devices [4]. On account of
frequent interactions between IT devices and OT compo-
nents, there are no clear boundaries between IT and OT
partitions in the current industrial environment. In other
words, any compromise that occurred on the devices or
networks in either IT or OT side has an undesirable impact
on the overall safety and security. +erefore, both ITand OT
aspects should be taken into consideration simultaneously
for cybersecurity analysis in a comprehensive assessment
[5].

In general, the security assessment mostly relies on a
standalone vulnerability scanning for services or devices in
the IT and OT networks. Although more specific vulnera-
bility information can be obtained by scanning, they are
difficult to be used to understand means and intents of
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sophisticated attacks, let alone to suit for the comprehensive
assessment. To that end, the concept of the attack path is
presented to describe an alternative sequence of exploitation
steps that can lead to a successful attack [6]. Direct, indirect,
and subliminal attack paths are concerned by security
practitioners and researchers. +e process of generating
those paths can be treated as that of simulating specific
attack behaviors [7].

Focusing on finding all possible attack paths, depen-
dencies of topologies, vulnerabilities, exploitations, and tar-
gets are integrated into a graph, called attack graph [8]. Since
the attack graph model was first constructed in 1997,
quantities of generation methods for it have been widely used
in a variety of scenarios to discovery attack paths [6]. Among
them, automated planning, a branch of the artificial intelli-
gence (AI), is adopted in the attack graph generation, which
transforms finding valid paths into solving problems of a
given attack scenario by a planner [9]. It has two obvious
characteristics compared with other attack graph generation
methods. For one thing, various mature domain-independent
planners on the graph plan algorithm can be utilized to ac-
complish path discovery tasks. For another, a standardized
planning domain definition language (PDDL) has favorable
data representation with rich-level semantics and the nu-
merical logic deduction to support the planner, which is
suitable for modeling changeable attack scenarios by
encoding domain knowledge and variable conditions [10, 11].

Nevertheless, when implementing into the IT and OT
networks, the planning-based method also suffers from
several problems mainly in three aspects: (1) Despite the
advantage of the PDDL descriptions in the modeling, it loses
some heterogeneous and scattered information with the
abstraction of the attacking knowledge and the network
topology, which is unconducive to make sense of attack
paths. (2) Most attack graph generation methods are limited
by the scalability with the increasing scale of the network
topology. Unfortunately, there is no exception for the
planning-based method whose bottleneck restrictions exist
in parsing the complex PDDL problem file of encoding a
complete and larger attack scenario and attack path enu-
meration to call the planner. (3) Enhancing the automation
in each stage is a long-standing topic for the attack graph
modeling. Faced with frequent changes in the attack sce-
narios, a challenge comes from how to reconstruct corre-
sponding PDDL descriptions.

To cope with the problems as mentioned above, we
proposed an automatic planning-based attack path dis-
covery approach on the basis of the literature [9]. We aim to
extend planning-based method for large-scale attack graph
generation. +e main contributions of this work are sum-
marized as follows:

(1) We present a formal data description method for
attacking knowledge and network topology. Mod-
eling by PDDL still possesses the advantage in de-
scriptions.+e combination with a graph data model
does favor to globally understand attack paths with
the integration of scattered information in the form
of entities and relations.

(2) We improve the conventional planning-based attack
graph generation method for a large-scale network.
A device reachability graph partitioning algorithm is
introduced to obtain subgraphs that are small
enough and of limited size, facilitating the discovery
of solution by planner, and reducing the burden of
parsing the PDDL files.

(3) We provide an automatic workflow with the assis-
tance of a graph database. In response to the attack
scenarios changing, an automatic construction for
the PDDL files is implemented for each subgraph.
+e graph database with the model makes it possible
for subsequent visualization and assessment in an
interactive way.

+e rest of the paper is organized as follows: A related
work is summed up in Section 2. An overview of our
proposed approach is given in Section 3. Section 4 provides a
formal representation method including the PDDL and a
graph data model. In Section 5, 4 algorithms are elaborated
to complete a series of tasks on the attack path discovery. A
case study demonstrated the function and performance of
our proposed approach in Section 6. Finally, we conclude the
research in Section 7.

2. Related Work

In this section, we simply review methodologies and tech-
niques to generate various types of attack graphs, such as
model checking, deductive reasoning, automated planning,
parallel computing, and graph data modeling. We mainly
focus on the following two perspectives, namely, the scal-
ability and the formal data representation.

In general, model checking is a technique for deter-
mining whether a formal model satisfies a given property or
not. By finding counterexamples on attack sequences, paths
that breach security attributes are represented in a state
attack graph [12]; however, it also confronts exponential
state-space problems even used in middle-scale networks.
Different from the state attack graph, logical attack graphs
are built by deductive reasoning to demonstrate attack steps
and their prerequisites for each action [13–16]. A well-
known and open-source reasoning framework, called
MulVAL (Multihost, Multistage Vulnerability Analysis), is
utilized to infer attack paths among attack goals and con-
figuration information [15, 16], which is fit for risk as-
sessment in the large-scale enterprise environment.

+ose two kinds of attack graphs belong to the complete
graph, probably involving attack paths that cannot reach the
attack goal, whereas a minimal attack graph is defined as all
attack paths terminated to the specific goal [9]. Planning-
based methodologies can be adopted to generate the min-
imal attack graph [17–20]. A set of domain-independent
planners can be used to build attack graphs, such as
GraphPlan, FF, Metric-FF, LPG-td, and SGPlan [11].
Nevertheless, it is universal acknowledge that the planning-
based methodologies has limitations in scalability. Conse-
quently, a graph reduction method is introduced to simplify
the task of searching without sacrificing the quality of attack
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paths in [17]. Concentrating on penetration information of a
testing goal, a compact planning graph algorithm is pro-
posed in [20] to prune redundant attack path branches for
the improvement of the scalability.

Compared to the serial approaches mentioned above,
another attack graph generation has a dependence on
parallel computing [21–23]. Its core idea is using a partition
algorithm to split a large-scale complex network topology
and processing each subgraph by multiple agents at the same
time, which emphasizes the load balancing to enhance the
efficiency of the attack graph generation.

Besides the methodologies and techniques, an appro-
priate formal data representation of the expert knowledge
and the network configuration is important for the attack
graph generation as well. It is not only meaningful to de-
scribe multisource information in each corresponding
modeling approach, but also helpful to promote readability
for understanding attack paths. +ere is a research direction
for modifying a generated attack graph. For instance, a
process-mining algorithm is employed to extract the
chronological order and logical relationship among cyber-
attack behaviors, generating an attack graph on massive
security alerts [24].+en, the complex graph is split based on
some branches without changing its original structure,
which makes it easier to understand. In [25], an ontology is
constructed for the MP (multiple prerequisite) graphs that
scales nearly linearly as the network size growing. It enables
network administrators to make sense of the semantics of
attack paths by knowledge inferences. In order to build a
simplified attack graph, the concept of abstracted visuali-
zations is implemented by aggregating part of the original
attack steps according to an asset [26].

Since the input and output information of attack graphs
are manifested as connected data, it can be naturally stored
as graph data in the form of nodes and edges. With the
recent popularity of the graph database, the graph data
model is paid more attention by researchers to represent
data, such as the topology and vulnerabilities [27–30]. In
addition to in consideration of the data storage form, gaining
the valid information among the large-scale and isolated
data is still an impending demand for building attack graphs.
Graph traversal queries can provide an efficiency and
scalable solution for the difficulty. In [28], a cyberattack-
oriented graph data model is given around attack paths to
capture relationships among entities in the security domain
allowing for the division of graph models into inter-
connected layers, which is convenient for supporting other
collaborative assessment tasks.

Inspired by the researches listed in this section, we at-
tempt to solve the problems in three aspects described in the
introduction part. Our proposed approach innovatively
combines twomethodologies that are graph partitioning and
graph data modeling to mainly promote automation and
scalability for the IT and OT network environment.

3. Proposed Method

Our method aims to find attack paths from IT to OT net-
works in a rapid and automatic way. We applied the PDDL

for formal representation to model the network topology
and attacking knowledge as inputs of an independent AI
path planner. To further improve the scalability of attack
path enumeration using the planner, a device reachability
graph partitioning is introduced before the attack path
planning phase. Subsequently, calling the enumeration al-
gorithm in a multithreading manner for each subgraph, all
attack paths can be discovered. As a core component of our
method, a graph database has advantages in the aspects of
the storage and traversal query. It manages entities and
maintains relationships in the phases of information gath-
ering, key element extraction, and attack path planning.
Moreover, automatically constructing PDDL files is realized
by obtaining property fields lying in the entities. Particularly
for the large-scale networks, the interactive query plays a
vital role inmultisource information on attack paths, and the
graph database makes it possible for the attack path visu-
alization or assessment in a limited time.

As illustrated in Figure 1, the proposed framework for
attack path discovery consists of information gathering, key
element extraction, topology analysis, graph data con-
struction, formal representation, attack path planning, and
its application. We accomplish attack path discovery tasks of
different phases with the generation and exchange of data
workflow. +e descriptions of the major function modules
are provided as follows:

(i) Topology analysis is as follows: it analyzes basic data
from information gathering to parse network
reachability among devices, calculating the overall
network complexity. According to a preset value of
subgraph scale, the network topology in a large scale
is split intomultiple parts for subsequent attack path
planning in a multithreading way.

(ii) Graph data construction is as follows: the data from
information gathering, key element extraction, and
topology analysis is stored in the form of graph data.
By means of fast traversal query APIs in the graph
database, it is possible to obtain essential infor-
mation for both formal representations using the
PDDL and attack path application. Besides, the
dependency between vulnerabilities, stemming
from attack paths, can be added into graph data
relations.

(iii) Formal representation is as follows: using the results
of the graph database queries, two PDDL files on
domain and problem can be generated automati-
cally for the AI planner. +e domain is a set of
actions which focuses on the state transition of
attacking, and the problem contains initial states of
devices, vulnerabilities, topology, as well as the goal
states.

(iv) Attack path planning: the AI planner generates a
shortest attack path based on the specific PDDL
files. In order to find all attack paths, an enumer-
ation algorithm is developed for each subgraph,
which needs to modify the problem file for
replanning paths. When a set of attack paths is
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available, a global attack graph is generated for
further analyzing exploitation dependencies.

In the following sections, we discuss themain parts of the
proposed method in detail.

4. Formal Data Representation

In this section, we formally define a network model, a device
reachability, an attack path, and an attack graph. After that, the
definitions of domain and problem in PDDL, as well as AI
planner, are given. Considering the demands of the attack path
generation as aforementioned, a graph data model is con-
structed to represent entities and relationships in a network.

4.1. Preliminaries. Given a formal network model, the first
and core step in building an attack graph is determining its
reachability. An attack graph is an abstraction of repre-
senting all paths that an attacker is able to exploit inter-
dependencies among existing vulnerabilities:

(i) Definition 1. A network model is defined as
N � <D, R, V> , where D is a set of devices
Di (i � 1, 2, 3 . . .), R⊆D × D is a set of reachable
conditionsRij(i � 1, 2, 3 . . . , j � 1, 2, 3 . . .), andV is
a set of vulnerabilities Vi (i � 1, 2, 3 . . .).

(ii) Definition 2. A device reachability refers to whether
some ports on the device can be accessed via TCP or
UDP connections from other devices in the net-
work, which can be analyzed from firewall rules and
the network topology. Boolean Rij � 1 denotes that
Di reaches Dj via an open port.

(iii) Definition 3. An attack path (AP) is a finite acyclic
path of a sequence on devices Di and vulnerabilities
Vi, where AP � (x1, x2, . . . , xn)|xn ∈ (D × V)⋃

(V × D)}, n � 1, 2, 3 . . ..
(iv) Definition 4. An attack graph (AG) is a data

structure that represents the intersection of all at-
tack paths, where AG � APi|APi

is an attack path inN}, i � 1, 2, 3 . . ..

4.2. Domain and Problem in PDDL. +e PDDL and its
variants are often used for encoding domain knowledge.
Given that the information has been represented into PDDL
files of domain action models and problem statements, there
are a variety of classical and heuristic planners accessible to
generate attack plans:

(i) Definition 5. A PDDL domain is an abstract de-
scription on a series of problems, including re-
quirements, functions, predicates, and available
actions with the preconditions and postconditions.
It models a variety of attacks which corresponds to
vulnerabilities, tactics, and techniques.

(ii) Definition 6.A PDDL problem is a concrete instance
of a certain PDDL domain, including objects, initial
states with numerical predicates, and a goal state. It
models the device reachability, service running on
the devices, and attacker abilities, such as privileges,
credentials, and even an entry point of a compro-
mised network.

(iii) Definition 7. An AI planner is a search algorithm
designed for a specific purpose, finding out a plan
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Figure 1: Overview of our automatic planning-based attack path discovery method.
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that satisfies a PDDL problem. In this paper, we
choose a domain-independent planner, called
SGPlan (https://wah.cse.cuhk.edu.hk/wah/
programs/SGPlan/sgplan5.html), to solve the
planning problem in PDDL, which generates a
shortest attack path at a time.

Figure 2 depicts our running example that a simple
network scenario is modeled by domain and problem using
the PDDL and the planner finds out a valid attack path. +e
simple network scenario contains two devices where they
both run services with vulnerabilities. One vulnerability
exists in the TIA portal used on engineering workstations
(EWS) owing to the improper input validation. +e other
vulnerability affects the CPU of Siemens S7-300 PLCs where
it can be arbitrarily switched to a defect mode. +e planning
attack path is <Attacker⟶ Improper InputValidation
⟶ EWS⟶ Improper Control⟶ PLC>.

Note that we expect to express that an attacker may send
specially crafted packets to gain privileges on the EWS and
then exploit the vulnerability of the PLC CPU to take an
improper control of it. However, the output of the planner
tends to miss some key information, which is used to de-
scribe an attack path. For that reason, we next devise entities
and relationships in graph data to make up for the missing
semantics.

4.3. Graph Data Model. In our approach, we construct a
graph data model to represent around devices, networks, and
vulnerabilities. It is made up of a set of nodes and edges,
where nodes represent entities and edges represent rela-
tionships between entities.+ere are five entities in this model
including the Device, the Vulnerability, the Component, the
Domain, and the Tactic & Technique. +e properties of each
entity are shown in Table 1. Facts corresponding to the
entities are taken from the phases of the information gath-
ering and the key element extraction. Particularly, the
Component is a general term, referring to services, operating
systems, or even the hardware, using type field in the property
to distinguish.+e term “Tactic & Technique” is derived from
ATT & CK for ICS (https://collaborate.mitre.org/attackics/
index.php/Main_Page) to describe individual techniques
under the tactics on some specific vulnerabilities.

In addition, seven relationships are summarized in
Table 2. In the initial stage of the construction, the top five
relationships described in the table can be provided among
the node of facts. However, the relations between the attack
and the exploit are added into the graph data model when
attack paths are generated by the proposed enumeration
method.

As illustrated in Figure 3, we further expand the se-
mantics of the attack path mentioned in the previous
section. Take the PLC in the simple network scenario as
an example. In the process control domain, the CPU of
the PLC may be affected by a vulnerability so that the PLC
switches from run mode to defect mode. To that end,
attacker gains privilege on the EWS which connects to the
PLC and exploits the vulnerability of an improper con-
trol, launching the attack to make the PLC denial of

service (DoS). As a result, the PLC may inhibit response
functions (IRFs) to message feedback by sensors or ac-
tuators in the field. To some extent, the combination of
the graph data model with the original discovery method
is a desirable way to enhance the readability of attack
paths.

5. Attack Path Discovery Approach

In this paper, an automatic, multithreading, AI planning-
based enumeration approach is proposed as the core attack
path discovery algorithm. Based on the device reachability
defined in Section 4.1, a graph partitioning method is in-
troduced to generate subgraphs within the preset numbers of
nodes. Each subgraph is assigned to a thread and then the
planner is called separately to complete the attack path
enumeration. Using the graph data model mentioned in
Section 4.3, files of the domain and problem in PDDL can be
combined automatically with the help of traversal query for
properties, which follows the principles of PDDL syntax.

Given a pair of the domain and problem for a specific
situation, a fixed shortest attack path can be solved. By
modifying the problem in PDDL, all attack paths can be
generated. For that end, an attack path enumeration needs to
be developed. We improved the enumeration algorithm
mentioned in [9], where it can adapt to a larger network scale
for the attack path discovery. Once all attack paths are
obtained, an attack graph can be built for analyzing the
relations of the attack and the exploitation, which need to be
added for the device nodes and vulnerability nodes in the
aforementioned graph data model. In the following sections,
we will give implementations for the graph partitioning
(Algorithm 1), the PDDL files combination (Algorithm 2),
the attack path enumeration (Figure 4), and the multi-
threading execution (Algorithm 3).

5.1. Device Reachability Graph Partitioning. Reachability
determines the accessibility conditions among the services
running on the target devices. With an increase of
numbers of devices in a large-scale IT and OT networks,
finding attack paths is a huge burden in a limited time. As
we know, the original planning and enumerating attack
paths are also not suitable for the large-scale networks,
due to the time-consuming process of parsing large PDDL
files and the repeated path traversal. Naturally, it is an
urgent demand for the attack path discovery to divide the
device reachability graph into small-scale subgraphs.
Subsequently, we use a multithreaded method to find the
attack path for each subgraph.

+e complex graph segmentation algorithm is presented
in [24], which is originally used to enhance the readability of
an attack graph. +e idea of the algorithm is that it searches
for the branch nodes to split the whole graph and complete
subgraphs based on their structure. However, we simplify
the above algorithm to partition a device reachability graph
in this paper. +e input contains a device reachability graph
and the subgraph size. +e output is all subgraphs. More
details are shown in the pseudocode of Algorithm 1.
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5.2. Automatic PDDL Domain and Problem Construction.
As discussed in Section 4.2, it is critical for the planner to
define domain and problem files. +e domain file encodes
predicates and actions. +e problem file encodes objects,
initial states, and goals. When the planner was run for the
different subgraphs, respectively, some pairs of domain and
problem files are needed at the same time. As a result, it is
necessary to construct these two files in an automatic way,
particularly for the situation of large amount subgraphs. To
realize the above purpose, we build two templates for do-
main and problem in PDDL. Combining with the query
results from the graph database and the templates, domain
and problem files can be generated within a short time, even

if the reachability and device configuration are modified in
the previous phases. More details are shown in the pseu-
docode of Algorithm 2.

5.3. Attack Path Enumeration. According to a pair of do-
main and problem PDDL files, the planner provides a so-
lution to find the shortest attack path. Nevertheless, an attack
path enumeration strategy is supposed to be developed to
look for all attack paths. Referring to the literature [9], a
customized algorithm is given by modifying the problem
PDDL file to generate new attack paths until an exclusive
path set is found. +e way of modifying is to automatically

(:requirements :strips :fluents :equality)
(:predicates 
(TIA_Portal ?H)

Domain.pddl

(:goal (and (= (DoS Attacker PLC) 1))))

Problem.pddl

Planning Path

(define (problem Attack)
(:domain attackpath-demo)
(:objects

EWS
Attacker
PLC)

(:init
(= (root_priv) 3)
(= (user_priv) 2)
(= (none_priv) 1)
(= (has_priv Attacker Attacker) 3)
(= (has_priv Attacker EWS) 1)
(= (has_priv Attacker PLC) 1)
(= (DoS_done) 1)
(= (DoS_not_done) 0)
(= (DoS Attacker PLC) 0)
(TIA_Portal EWS)
(CPU_Defect_Mode PLC)
(improper_input_validation EWS)
(improper_control PLC)
(CPU_Defect_Mode_port_connectivity EWS PLC)
(TIA_Portal_port_connectivity Attacker EWS))

(define (domain attackpath-demo)

(CPU_Defect_Mode ?H)
(improper_input_validation ?H)
(improper_control ?H)
(TIA_Portal_port_connectivity ?S ?T)
(CPU_Defect_Mode_port_connectivity ?S ?T))

(:functions (has_priv ?A ?H)
(root_priv)
(user_priv)
(none_priv))

(:functions (DoS ?A ?H)
(DoS_done)
(DoS_not_done))

(:action improper-input-validation 
:parameters (?A ?S ?T) 
:precondition 
(and (>=(has_priv ?A ?S) (user_priv))

(TIA_Portal ?T)
(TIA_Portal_port_connectivity ?S ?T) 
(improper_input_validation ?T) 
(<(has_priv ?A ?T) (root_priv)))

:effect (and (assign (has_priv ?A ?T)(root_priv))))

(:action improper -control 
:parameters (?A ?S ?T) 
:precondition 
(and (=(has_priv ?A ?S) (root_priv)) 

(CPU_Defect_Mode ?T)
(improper_control ?T)
(CPU_Defect_Mode_port_connectivity ?S ?T)
(=(DoS ?A ?T) (DoS_not_done)))

:effect (and (assign (DoS ?A ?T)(DoS_done)))))

; Time 0.00
; ParsingTime 0.00
; NrActions 2
; MakeSpan
; MetricValue
; PlanningTechnique Modified-FF (enforced hill-climbing search) as the 
subplanner

0.001: (IMPROPER-INPUT VALIDATION ATTACKER ATTACKER EWS) [1]
1.002: (IMPROPER-CONTROL ATTACKER EWS PLC) [1]

Attacker EWS PLC

Gain Privilege DoS

Improper Input
Validation

Improper
Control

Figure 2: Definition of the domain and problem using the PDDL for a simple network scenario.

Table 1: Entity information in the graph data model.

No. Entity name Properties
1 Device ID, name, type, vendor, version, firmware/OS, fubgraph_ID
2 Vulnerability ID, name, type, ATT_vector, CVE_ID, precon, postcon, brief_info
3 Component ID, name, type, vendor, version
4 Domain ID, name, network, access_rules (service_port)
5 Tactic & technique ID, name, brief_info, data_source

Table 2: Relation information in the graph data model.

No. Relation name Descriptions
1 conn A reachability exists between two devices.
2 consist A device belongs to a domain divided by a network.
3 offer A component is offered by the devices.
4 has A component has a vulnerability.
5 depend +e tactic and technique depend on a vulnerability.
6 attack A device is affected by the vulnerability, leading to an attack.
7 exploit A compromised device exploits a vulnerability in another devices.
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block nodes on the attack path, which is implemented by
commenting out some contents encoded in the file that
relates to services.

In terms of the customized algorithm, a series of data
structures are defined to be used in attack path enu-
meration. One of them, called critical nodes, denotes
whether a node is always blocked to generate a new path or
not. On the contrary, the other data structure, called
noncritical nodes, denotes the nodes rely on some critical

nodes, and no new paths are obtained if the nodes are
blocked alone. Although these two data structures are
applied for indicating how to block nodes, there exist
fields of them to be predefined by analyzing the services in
a manual way. It is not conducive to enumerate attack
path in larger-scale networks. Hence, we remove these two
data structures in our improved method.+e modification
of the attack path enumeration algorithm is shown as a
flowchart in Figure 4.
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Figure 3: Graph data model for a simple network scenario.
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Figure 4: Flowchart for the improved attack path enumeration method (the improved parts are marked in red color).
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In our improved algorithm, we introduce two new data
structures, named Nodetmp and Path_tmp, respectively,
which are used to store the information during the enu-
meration. +e Nodetmp is defined to record the services of
the nodes in one path, and the Path_tmp is defined to record
the path, which is not completely processed. +e rest of the
data structures are in accordance with the definitions in the
literature [9].

5.4. Attack Graph Generation. In this part, we integrate the
above three algorithms into a multithreading program. Each
thread is assigned for one subgraph to call the subprogram of
attack path enumeration, and creating and submitting a
thread is managed by a thread pool. Particularly, we remove

some irrelevant items for each subgraph from the problem
PDDL file to reduce file parsing time. It greatly shortens the
time to generate an attack graph in a large scale, and the
result is discussed in Section 6.

+e input is the number of threads. +e output is a
complete attack graph, merged by a set of attack graphs of
subgraphs. After generating an attack graph, the exploit and
attack edges among the nodes of devices and vulnerabilities
are added in a graph database as mentioned in Table 2. More
details are shown in the pseudocode of Algorithm 3.

6. Case Study

In this part, the proposed automatic planning-based attack
path discovery approach is evaluated. At first, an

Input: device reachability graph Gr, subgraph size subg_size
Output: all subgraphs

(1) function GENERATE SUBGRAPHS (Gr, subg_size)
(2) if nodes_num of Gr more than subg_size then
(3) push Gr to Qp
(4) while Qp is not empty do
(5) pop a subgraph G from Qp
(6) find branch nodes Ns from G
(7) get edges from Ns and push them into Qe
(8) while Qe is not empty do
(9) pop an edge qe from Qe
(10) find successor subgraph Gs from edge qe in G
(11) if nodes in Gs less than subg_size then
(12) push Gs into Qp
(13) else
(14) push Gs into Qo
(15) output all subgraphs from Qo
(16) else
(17) output Gr
(18) end function

ALGORITHM 1: Device reachability graph partitioning.

Input: pddl file template domain_temp and problem_temp
connection object to a graph database hg; planning goals

Output: constructed pddl domain and problem files
(1) function GENERATE PDDL FILE (domain_temp, problem_temp, hg)
(2) query device nodes, device reachability, vulnerability and component via hg
(3) generate domain file:
(4) generate predicates of vulnerability, reachability, pre and postconditions
(5) generate actions of vulnerability from pre- and postconditions of vulnerability
(6) end
(7) generate problem file:
(8) generate objects from device nodes
(9) generate initially satisfied conditions
(10) generate goals based on your input
(11) end
(12) return generated domain and problem files
(13) end function

ALGORITHM 2: Automatic construction of PDDL domain and problem files.
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experimental setup is introduced by a hypothetical network
topology from IT to OTnetworks in Section 6.1.+en, attack
paths are illustrated, and the corresponding data is stored in
the form of graph data in Section 6.2. Finally, we discuss the
performance in terms of device reachability graph parti-
tioning, attack path planning, and its enumeration in Section
6.3, which allows us to examine the scalability with the
increasing devices in the IT and OT networks.

6.1. Experimental Setup. As shown in Figure 5, a hypo-
thetical network topology is constructed whose structure
stems from the real-world practice, but its size is simplified.
It is separated into six subnets according to the different
functions. +e Enterprise Control Network is a corporate
network with respect to the product lifecycle management,
the resource planning, the business planning, and so on. +e
Perimeter Network manages servers to provide information
for users on the Enterprise Control Network via a variety of
services, such as web and mail. +e Manufacturing Oper-
ations Network is a bridge of information exchanges be-
tween control systems and enterprise resources planning
systems to support the top-down decision-making. +e
Process Control Network is used to transmit instructions
and data between control and measurement units and Su-
pervisory Control and Data Acquisition (SCADA) devices.
+e Automatic Control Network is connected to numbers of
HMIs and PLCs in fields, which are responsible for logic and
control computing tasks to manipulate and regulate sensors
or actuators in the Physical Control Network. Among them,
the IT networks are made up of the Enterprise Control
Network and the Perimeter Network, and other subnets
belong to the OT networks [1].

+e hypothetical network topology contains twenty
heterogeneous devices so as to introduce many services and
vulnerabilities, as shown in Tables 3 and 4. +e vulnera-
bility information is extracted from descriptions of the
NVD (https://nvd.nist.gov/) and the ATT & CK ICS
(https://collaborate.mitre.org/attackics/index.php/

Main_Page). Considering the device type and applied
technologies, we divide the whole network topology into
two parts, namely, Zones A and B. In Zone A, more devices
adopt the commercial-off-the-shelf software and hardware,
where more vulnerabilities may be exploited for the pur-
pose of lateral movements to the OT networks. Due to
factors, such as time and continuity, less security protection
devices are deployed in Zone B. Once some devices are
compromised in that zone, sophisticated attackers can take
multiple measures to launch control process-oriented at-
tacks to affect physical operations. In order to highlight
dependencies of vulnerabilities, we define access control
rules among services in detail, as shown in Table 5.

6.2. Attack PathDiscovery. Based on the model constructed
in Section 4.3, we store the experimental data in the form of
the graph data. Utilized in this paper, the graph database,
HugeGraph (https://hugegraph.github.io/hugegraph-doc/
), is efficient, universal, and open source. It is fully com-
patible with Gremlin query language and implements with
the Apache TinkerPop3 framework. +e stored graph data
is the basis of subsequent automatic generation of the
PDDL files and the final attack graph generation. To
demonstrate the feasibility of our proposed method, we
give the results in a reversed order as it is described in
Section 3. In this experiment, we define the entry point of
the attack as the Manger PC, and its compromised goal is
the PLC2 that is a slave station connected to a set of
physical equipment.

Figure 6 is a complete attack graph for the experimental
environment, which is output by the Graphviz (http://www.
graphviz.org/) library of the Python. +ere are 189 attack
paths that can reach the attack goal. We separately show the
attack paths for Zones A and B in Tables 6 and 7, because of
display convenience. Obviously, it is difficult to find a node
like the Historian node (Dev12) of the hypothetical network
topology, which can be viewed as a cut point in the Graph
+eory to partition a network topology.

Input: number of threads thread_num
Output: attack graph AG; adding exploit and attack edges in a graph database

(1) create an empty attack graph AG
(2) get domain.pddl and problem.pddl via GENERATE PDDL FILE (domain_temp, problem_temp, hg)
(3) get all subgraphs from GENERATE SUBGRAPHS (G, subg_size)
(4) create threads pool threads_pool and set maxim workers corresponding to thread_num
(5) foreach subgraph in subgraphs do
(6) modify problem.pddl and domain.pddl based on subgraph
(7) create a thread and bind it to enumerate attack paths using a planner
(8) submit this thread to threads_pool
(9) while True do
(10) check the status of threads in threads_pool
(11) if all tasks in threads_pool have done do
(12) break
(13) generate subag from paths returned from each thread and merge them into AG
(14) get ag_edges from AG
(15) create attack and exploit edges in a graph database according to ag_edges

ALGORITHM 3: Attack graph generation in a multithreading manner.
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Figure 5: A hypothetical network topology from IT to OT networks.

Table 3: Device information in the experimental environment.

Dev.ID Device name Port Vulnerability Affected component

Dev1 Manager PC — LNK remote code execution Icon of the shortcut in windows platform
— Credentials leak Connected device login

Dev2 Application server 22 OS command injection OpenSSH(SCP)
Dev3 ERP server 3389 BITS improper privilege management Windows background intelligent transfer service
Dev4 Data server 3306 Permissions and access controls MySQL
Dev5 Web server 80 Memory buffer overflow Internet information services
Dev6 Mail server 80 Improper access control Roundcube
Dev7 DNS server 53 DNS server remote code execution Windows DNS server
Dev8 Proxy server 8090, 4900 Path traversal Lanproxy server
Dev9 Proxy client 12000 Plaintext credential Lanproxy client

Dev10 MES client 445 SMBv3 remote code execution Microsoft server message block protocol
— Credentials leak Connected device login

Dev11 MES server 22 Kernel improper privilege management Linux kernel
Dev12 Historian 80 SQL server remote code execution Microsoft SQL server reporting services
Dev13 EWS1 445, 139 Code injection MSRPC over SMB
Dev14 EWS2 3389 Brute force Remote desktop services
Dev15 OWS 445 SMB remote code execution Microsoft server message block protocol
Dev16 OPC server 8080 Unrestricted upload of file Apache tomcat
Dev17 HMI1 (master) 2308, 1033 Modify configuration project HMI configuration project in WinCC

Dev18 HMI2 (slave) 2308, 1034 Modify configuration project HMI Configuration project in WinCC
Fake MAC address HMI and PLC communication

Dev19 PLC1 (master) 102
Modify parameters/modes PLC automatic operation/states

Modify control logic PLC program project in TIA portal
Plaintext control command Legacy S7Comm protocol

Dev20 PLC2 (slave) 102, 502

Fake MAC address HMI and PLC communication
Modify parameters/modes PLC automatic operation/states

Modify control logic PLC program project in TIA portal
Plaintext control command Modbus protocol

Uncontrolled resource consumption Protocol common used port
Improper control CPU defect mode
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+e paths in the attack graph are a mix of the Device
nodes and the Vulnerability nodes, which represents that an
attacker can reach a device and exploit vulnerability. As
discussed in Section 3, attack graph generated by our pro-
posed approach is to analyze exploitation dependencies, and
the corresponding edges are added among nodes in the
graph database. Afterward, it is convenient to find attack
paths arbitrarily with a fixed entry point and an attacking
goal by the Gremlin query. In that way, attack paths in
Table 6 are listed from the Attacker to the Historian device.
Similarly, attack paths in Table 7 are listed from the His-
torian device to the PLC2.

6.3. Performance Evaluation. Performance evaluation tests
of our proposed approach are carried out in the following
environments. +e domain and problem of the hypothetical

network topology are described in the PDDL (Version 2.2)
(https://planning.wiki/ref/pddl22). +e attack path planning
is executed on the SGPlan (Version 5.2.2). All programs on
the four algorithms mentioned in Section 5 are implemented
in Python (Version 3.5.2), running on a Linux server with
the Intel Xeon Silver 4110 CPU at 2.1GHz and 125GB RAM.
HugeGraph (Server Version 0.11.2) runs standalone in a
Docker (Version 19.03.12) container.

Initially, we implement the method introduced in the
literature [9] to validate its scalability. Assuming that a one-
to-one correspondence exists between the number of vul-
nerabilities and the number of devices, changes in the
network topology are only reflected in the complexity of the
problem file in PDDL that has a great impact on the
planning. +e results are shown in Table 8. Column 2 on the
left concerns the size of each test network topology, while the
remaining columns, respectively, fucus on the performance

Table 4: Vulnerability information in the experimental environment.

Vul.ID Vulnerability ATT_Vector Precondition Postcondition Tactics/techniques

Vul1 LNK remote code execution Local USB access/crafted LNK files Execute any code IA/replication through
removable media

Vul2 Credentials leak Local Plaintext record file Credential acquisition LM/valid accounts
Vul3 OS command injection Remote SSH password Execute any code LM/remote services

Vul4 BITS improper privilege
management Local USER login Administrator

(windows)
PE/exploitation for privilege

escalation

Vul5 Permissions and access
controls Remote USER login Root (linux) PE/exploitation for privilege

escalation

Vul6 Memory buffer overflow Remote Crafted URL Execute any code IA/exploit public-facing
application

Vul7 Improper access control Remote Crafted e-mail messages Execute any code IA/exploit public-facing
application

Vul8 DNS server remote code
execution Remote Malicious requests Execute any code IA/exploit public-facing

application

Vul9 Path traversal Remote Port scan Credential acquisition CA/exploitation for
credential access

Vul10 Plaintext credentials Remote Credential Login LM/valid accounts

Vul11 SMBv3 remote code
execution Remote USER Execute any code LM/exploitation of remote

services

Vul12 Kernel improper privilege
management Local USER login Root (linux) PE/exploitation for privilege

escalation

Vul13 SQL server remote code
execution Remote Incorrect page request Execute any code IA/exploit public-facing

application

Vul14 Code injection Remote Crafted RPC request Execute any code LM/exploitation of remote
services

Vul15 Brute force Remote Credential Login LM/valid accounts

Vul16 SMB remote code execution Remote USER Execute any code LM/exploitation of remote
services

Vul17 Unrestricted upload of file Remote JSP file/HTTP request Execute any code IA/exploit public-facing
application

Vul18 Modify Configuration
project Remote Malicious Configuration

project
Impair HMI control

function P/modify program

Vul19 Modify control logic Remote Malicious control logic PLC denial of service P/modify program
Vul20 Modify parameters/Modes Remote Malicious operations PLC denial of service IPC/modify parameter

Vul21 Plaintext control command Remote Crafted control command PLC denial of service IPC/unauthorized
command message

Vul22 Uncontrolled resource
consumption Remote High volume of requests PLC denial of service IRF/denial of service

Vul23 Fake MAC address Remote Scan devices/traffic forward/
Modify data PLC denial of service C/man in the middle

Vul24 Improper control Remote Crafted packets PLC denial of service E/change operating mode

Security and Communication Networks 11
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surrounding the CPU time and memory, including the total
planning time in the SGPlan, the parsing time for PDDL
files, the enumeration time for all attack paths, and the
memory consumption. With the increase of devices (nodes)
in the network topology, it is clear that both the running
time and the memory consumption grow exponentially. +e
SGPlan provides the planning time and the parsing time for
PDDL files as outputs, and the planning time involves the
parsing time and pure solution time for each valid attack
path. By summing the planning time and the parsing time,
we find that the parsing time accounting for more than 90%
dominates in the planning time with the complexity of the
problem file in the PDDL growing. Moreover, it is worth
noting that the enumeration time is even more unsatis-
factory for a small network topology, taking nearly 2 hours
to generate all attack paths for a network topology with a size
of 41 devices.

To overcome those two shortcomings in the attack
path enumeration method using the planner while ap-
plying in the large-scale networks, we introduce the graph
partition algorithm into our proposed approach.+ere is a
key parameter, namely, the subgraph size subg_size,
which is set to 10 in Algorithm 1. Performance results of
each stage are shown in Table 9. From row 2 to 4 in the
table, the results are better than those shown in Table 8 in
the case of 21 topology nodes. +e reason why the time-
consuming process of planning and parsing drastically
decreases is that partitioning algorithm on the basis of
branch points reduces the complexity of each problem file
in PDDL, which helps make it easier for the planner to
parse the file and solve a solution for each subgraph. In
addition, we further provide running time in the graph
partitioning (row 6) and operations with the HugeGraph,
such as importing and traversal query (rows 7 and 8), and
they take a small proportion in the running time of our
proposed approach. +e remaining rows list the

information on the attack graph of the hypothetical
network topology in Section 6.1.

Finally, we validate that each stage of our proposed
approach is suitable for a large-scale network by the ex-
periment. +e hypothetical network topology with in-
creasing size of devices and complexity are considered and
discussed. It simply achieves that goal by integrally repli-
cating several times those devices contained in the topology
to build scenarios of different network sizes, the number of
devices ranging from 100 to 1000. Experimental results are
shown from Figures 7 to 10. In Figure 7, running time and
memory usage of device reachability graph partitioning are
shown, considering different numbers of devices. It is ob-
served that the running time is less than 0.2 seconds, even
though topological scale reaches more than 1000 devices.
Figures 8 and 9, respectively, show the comparison between
multithreading and single-threading modes in running time
and the memory usage. We set the thread number of the
threading pool in Algorithm 3 as 20. Apparently, the time
consumption in the multithreading way is less than that in
the single-threading way. Simultaneously, its growth ratio is
also slower with the increasing of devices. But the cost of our
proposed approach has higher memory usage than that in
the single-threading way, which is almost linear growth. +e
overhead of multithreading exists in parsing the problem
files and enumerating attack paths. Hence, we remove the
irrelevant content encoded in the problem files based on the
devices of each subgraph to reduce time of parsing and
planning in each thread. It makes it possible to avoid
blocking or restarting invalid services in attack path enu-
meration algorithm as well. What is more, the efficiency of
operations, such as importing data and traversal query,
determines the process of automatic constructing PDDL files
and searching attack paths. Figure 10 shows the running
time of the two key operations of the HugeGraph in Al-
gorithms 2 and 3, considering different numbers of devices.

Table 5: Device access control rules in the experimental environment.

Dom.ID Domain name Source device Destination devices

Dom1 Internet

Manager PC (Application server, 22) (ERP server, 3389) (web server, 80) (proxy server, 8090&4900)
Application server (Data server, 3306)

ERP server (Data server, 3306)
Data server (Mail server, 80) (DNS server, 53)

Dom2 DMZ

Web server (Historian, 80)
Mail server (Proxy server, 8090 & 4900)
DNS server (Proxy server, 8090 & 4900)
Proxy server (Proxy client, 1200)

Dom3 Scheduling

Proxy client (Historian, 80) (MES client, 445)
MES client (MES server, 22)
MES server (Historian, 80)
Historian (OPC server, 8080)

Dom4 Supervision

OPC server (EWS1, 445 & 139) (EWS2, 3389) (OWS, 445)
EWS1 (HMI1, 2308 & 1033) (HMI2, 2308, & 1033)
EWS2 (PLC1, 102) (PLC2, 102 & 502)
OWS (HMI2, 2308 & 1033) (PLC1, 102) (PLC2, 102 & 502)

Dom5 Process
HMI1 (PLC1, 102)
HMI2 (PLC2, 102)
PLC1 (PLC2, 502)
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Figure 6: Attack graph of the experimental environment.
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Table 9: Performances of our proposed method.

No. Metrics Statistics
1 Topo_nodes 21
2 Plan_time (s) 0.11
3 Parse_time (s) 0.1
4 Enum_time (s) 53.94
5 Memory (KB) 19292
6 partition_time (s) 0.019
7 import_time (s) 0.27
8 tranversal_time (s) 0.007
9 ag_nodes 43
10 ag_edges 63
11 att_paths 189

Table 7: Attack paths in Zone B.

No. Attack paths
1 Dev12⟶Vul17⟶Dev16⟶Vul14⟶Dev13⟶Vul18⟶Dev18⟶Dev20
2 Dev12⟶Vul17⟶Dev16⟶Vul14⟶Dev13⟶Vul18⟶Dev17⟶Dev19⟶Dev20
3 Dev12⟶Vul17⟶Dev16⟶Vul15⟶Dev14⟶Vul19⟶Dev20
4 Dev12⟶Vul17⟶Dev16⟶Vul15⟶Dev14⟶Vul19⟶Dev19⟶Dev20
5 Dev12⟶Vul17⟶Dev16⟶Vul15⟶Dev14⟶Vul22⟶Dev20
6 Dev12⟶Vul17⟶Dev16⟶Vul15⟶Dev14⟶Vul24⟶Dev20
7 Dev12⟶Vul17⟶Dev16⟶Vul15⟶Dev14⟶Vul20⟶Dev20
8 Dev12⟶Vul17⟶Dev16⟶Vul15⟶Dev14⟶Vul20⟶Dev19⟶Dev20
9 Dev12⟶Vul17⟶Dev16⟶Vul16⟶Dev15⟶Vul20⟶Dev20
10 Dev12⟶Vul17⟶Dev16⟶Vul16⟶Dev15⟶Vul20⟶Dev19⟶Dev20
11 Dev12⟶Vul17⟶Dev16⟶Vul16⟶Dev15⟶Vul22⟶Dev20
12 Dev12⟶Vul17⟶Dev16⟶Vul16⟶Dev15⟶Vul18⟶Dev18⟶Dev20
13 Dev12⟶Vul17⟶Dev16⟶Vul16⟶Dev15⟶Vul23⟶Dev18⟶Vul21⟶Dev20

Table 8: Performances of attack path enumeration in [9].

No. Topo_nodes Plan_time (s) Parse_time (s) Enum_time (s) Memory (KB)
1 11 2.23 1.66 14.72 39256
2 21 44 40.96 184.49 164360
3 31 363.88 354.19 1398.11 644428
4 41 1954.15 1928.19 7319.67 1857944
5 51 7033.4 6973.02 26486.55 4524044
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Figure 7: Running time and memory usage considering different numbers of devices in Algorithm 1.
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7. Conclusion

+ere is an overwhelming trend that IT and OT networks
appear to be deeply integrated into the current industry,
whereas their existing security issues still cannot be ignored.
Concentrating on attack paths, in contrast with a standalone
vulnerability scanning, security assessment takes consider-
ation of dependencies among devices, vulnerabilities, and
networks as a whole. Focusing on all attack paths terminated
to the specific goal, we present an automatic planning-based
approach for the attack graph generation. +e conventional
planning-based attack path discovery approach is improved
with the graph data management, topology partitioning, and
the parallel execution, adapted to the large-scale IT and OT
networks.+e formal data representation adopts the PDDL for
describing attack scenarios, which still possesses the advan-
tages in the modeling. Meanwhile, multisource and scattered
data is managed by a graph database, providing opportunities
for users to query attack paths and corresponding information.

Experimental results indicate that our proposed ap-
proach manifests improvements in automation and scal-
ability compared with the conventional planning-based
method. Device reachability graph partitioning algorithm
helps to reduce the time consuming of parsing the PDDL
problem file and planning a single attack path. Calling the
attack path enumeration in a multithreading manner has
more desirable performance with the number of devices
growing. Using the graph database like HugeGraph guar-
antees the efficiency of importing data and traversal query,
which does favor to complete tasks, such as automatic
construction of the PDDL files and search attack paths.

In the future work, we attempt to utilize variety of
domain-independent AI planners to discovery attack paths,
but it is not limited to finding the shortest path in each
iteration. +e research direction will shift to quantitative
security assessment to analyze the attack paths, integrating
with probabilities of critical nodes. To further predict attack
behaviors, we introduce logical reasoning and the uncer-
tainty theory into the graph data model. Additionally, visual
optimization of attack paths is worthy to implement for
large-scale IT and OT networks.
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,e current detection schemes of malicious nodes mainly focus on how to detect and locate malicious nodes in a single path;
however, for the reliability of data transmission, many sensor data are transmitted by multipath in wireless sensor networks. In
order to detect and locate malicious nodes in multiple paths, in this paper, we present a homomorphic fingerprinting-based
detection and location of malicious nodes (HFDLMN) scheme in wireless sensor networks. In the HFDLMN scheme, using
homomorphic fingerprint and coding technology, the original data is divided into n packets and sent to the base station along n
paths, respectively; the base station determines whether there are malicious nodes in each path by verifying the validity of the
packets; if there are malicious nodes in one or more paths, the location algorithm of the malicious node is implemented to locate
the specific malicious nodes in the path; if all the packets are valid, the original data is recovered. ,e HFDLMN scheme does not
need any complex evaluation model to evaluate and calculate the trust value of the node, nor any monitoring nodes. ,eoretical
analysis results show that the HFDLMN scheme is secure and effective. ,e simulation results demonstrate promising outcomes
with respect to key parameters such as the detection probability of the malicious path and the locating probability of the
malicious node.

1. Introduction

With the rapid development of the Internet of ,ings,
wireless sensor networks (WSNs) are not only widely used in
transportation, agriculture, home furnishing, military, en-
vironmental monitoring, and other fields [1] but also used in
smart city environments [2], smart grid [3], and smart
healthcare system [4], and Underwater Sensor Networks
(USNs) have become widespread and are being deployed in a
wide range of applications ranging from harbor security to
monitoring underwater pipelines and fish farms [5] recently.
Since WSNs are constructed by a large number of sensor
nodes in a wireless and multihop way, and the sensor nodes
are restricted by calculation, storage, and communication,
they are easy to be captured as malicious nodes by attackers.
,e existence of malicious nodes is a great threat to the
network; by manipulating these malicious nodes, attackers
can launch a variety of internal and external attacks [6], for

example, monitoring the important confidential informa-
tion passing through these malicious nodes, injecting a large
number of false data into sensor networks, destroying the
normal data aggregation process by tampering with the data,
launching various DoS attacks, and so on [7, 8]. Malicious
nodes in multipath are more harmful because malicious
nodes will send false data or pollution data to nodes in
multiple paths at the same time, which is easy to cause the
pollution data to continue to spread, thus consuming a large
number of valuable resources of intermediate forwarding
nodes and ultimately shorten the life cycle of the entire
wireless sensor network; therefore, it is very important to
detect, locate, and isolate the malicious nodes in multipath.

Detection of malicious nodes has always been a hot topic
in wireless sensor networks; many scholars have proposed
some effective detection schemes of malicious nodes. ,e
current detection schemes of malicious nodes mainly focus
on how to detect and locate malicious nodes in a single path;
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however, for the reliability of data transmission, many
sensor data are transmitted by multipath in wireless sensor
networks [9–13]. In order to detect and locate malicious
nodes in multiple paths, in this paper, we present a ho-
momorphic fingerprinting-Based detection and location of
malicious nodes (HFDLMN) scheme in wireless sensor
networks. In the HFDLMN scheme, if the source node wants
to send sensor data to the base station (BS), it divides the
sensor data into n fragments and then encodes the n
fragments to n new fragments; then, using homomorphic
fingerprint technology, n packets are generated and sent to
the base station along n paths, respectively. After receiving n
packets with the same data number from n paths, the base
station determines whether there are malicious nodes in
each path by verifying the validity of the packets; if there are
malicious nodes in one or multiple paths, the location al-
gorithm of the malicious node is implemented to locate the
specific malicious nodes in the path; if all the packets are
valid, the original data will be recovered.

,e main contributions of this paper are as follows. (1) A
homomorphic fingerprinting-based detection and location
of malicious nodes (HFDLMN) scheme in wireless sensor
networks is presented; using homomorphic fingerprint and
coding technology, the HFDLMN scheme can detect and
locate malicious nodes in multiple paths. (2) In order to
detect and locate malicious nodes, the HFDLMN scheme
does not need any complex evaluation model to evaluate and
calculate the trust value of the node, nor any monitoring
nodes. (3) ,e HFDLMN scheme can resist the malicious
node interfere with the base station to detect malicious
nodes. (4) ,eoretical analysis results show that the
HFDLMN scheme is secure and effective, and the simulation
results show it can detect and locate malicious nodes with
high probability by sending a small number of packets.

,e rest of the paper is organized as follows. Section 2
introduces the related work. Preliminaries and the system
model are described in Section 3. ,e HFDLMN scheme is
described in Section 4. Proof and analysis of related theo-
rems are described in Section 5. Security analysis is described
in Section 6. ,e performance evaluation is implemented in
Section 7. Section 8 concludes this paper.

2. Related Work

At present, scholars have done a lot of work for detecting the
malicious nodes in wireless sensor networks and have
proposed some effective detection schemes. ,ese schemes
can be divided into multihop acknowledgment-based de-
tection schemes, trust evaluation-based detection schemes,
and statistics classification-based detection schemes.

Balakrishnan et al. [14] proposed a two-hop acknowl-
edgment detection scheme (TWOACK) based on the
checkpoint node. In the TWOACK scheme, each node in the
forwarding path is the checkpoint node. If a node i receives a
packet, it will send an acknowledgment packet to node j that
two hops away from it. If node j does not receive the ac-
knowledgment packet, it suspects the link between i and j to
be a malicious link and sends a warning to the source node.
However, the TWOACK scheme greatly increases conflict

and collision of network messages. To solve this problem,
Xiao et al. [15] proposed a multihop acknowledgment-based
detection scheme (CHEMAS). In the CHEMAS scheme,
some nodes in the path from the source node to the base
station are randomly selected as checkpoint nodes. After the
checkpoint node receives a packet, it will send an ac-
knowledgment packet to its upstream node. If an inter-
mediate forwarding node in the path does not receive the
specified number of acknowledgment packets, it will suspect
that its next-hop node is a malicious node and send a
warning to the source node. Although CHEMAS can greatly
reduce the conflict and collision of network messages, if two
or more malicious nodes are selected as checkpoint nodes in
the CHEMAS scheme, the collusion of these malicious nodes
will make the CHEMAS scheme invalid. In order to solve
this problem, Liu et al. [16] proposed a new scheme based on
multihop acknowledgment mechanism (PHACK). In the
PHACK scheme, in order to detect and locate malicious
nodes, each node in the forwarding path not only needs to
forward normal packets but also needs to generate an ac-
knowledgment packet for each packet and send it to the
source node along a different path. However, these schemes
based onmultihop acknowledgment need to transmit a large
number of confirmation packets, which will increase high
communication overhead and greatly reduce the network
life.

To improve the effect of malicious nodes detection, Yang
et al. [17] proposed a malicious node detection model based
on reputation with enhanced low energy adaptive clustering
hierarchy, MNDREL. Based on the enhanced routing pro-
tocol, the cluster head nodes are selected and other nodes
form different clusters by choosing the corresponding
cluster head. By analyzing the reputation value for the parent
node evaluated by the child node, the malicious nodes in the
network are effectively identified. ,e MNDREL model
outperformed in detecting malicious nodes in WSN with
lower false alarm rate; however, the real-time performance
of the MNDREL model has to be improved. Xiao et al. [18]
proposed a sensor network reputation model based on
Gaussian distribution (GRFSN). In this model, the trust
value of each node is obtained by calculating the weight sum
of direct reputation and indirect reputation, and finally,
compared with the trust threshold, if the trust value of the
node is less than the trust threshold, the node is a malicious
node.,is scheme only needs to determine a trust threshold,
but the trust threshold is static, and the misjudgment rate of
normal nodes being judged as malicious nodes is high. In
order to detect the untrusted nodes in the network quickly
and effectively and ensure the reliable operation of the
network, Zheng et al. [19] proposed a network security
mechanism based on trust management to deal with the
threats faced by WSNs (DNSMTM). Based on the trusted
access of nodes, this mechanism firstly calculates the local
trust degree of nodes according to existing interaction be-
havior and further obtains the comprehensive trust degree of
nodes that can reflect the trust degree of nodes, and the
detection of malicious nodes is carried out according to the
comprehensive trust degree of nodes. ,e mechanism can
effectively detect malicious nodes, with a higher detection
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rate, and reduce the energy consumption of nodes. Liao et al.
[20] proposed a hybrid strategy monitoring-forwarding
game detection scheme to detect selective forwarding attack
(MSGSFS). In this scheme, a set of strategies is constructed
by integrating factors such as packet loss, data corruption,
and forwarding delay. ,e data sending node and its one-
hop neighbor nodes select strategies from the set to perform
the monitoring-forwarding game and collect the routing
trust value of the suspicious node. In order to locate and
isolate malicious nodes in the cluster, a distributed watchdog
is run on each cluster head node to monitor and record the
forwarding behavior of its one-hop neighbor cluster head
node. ,is scheme can effectively alleviate selective for-
warding attack in wireless sensor networks and has less
energy consumption. Zhou et al. [21] proposed an improved
trust evaluation model based on Bayesian and Entropy
(ITEMBB). In this model, the direct trust value of the node is
first calculated, and if the direct trust value is not reliable
enough, the indirect trust value of the node is calculated. By
integrating the direct trust value and the indirect trust value,
a comprehensive trust value is obtained, and entropy is used
to assign a greater weight to highly trusted nodes. To a
certain extent, the model overcomes the limitations of
subjective weight allocation, but the problem of static
reputation value has not been solved. Zhou et al. [22]
combined the neighbor node monitoring and watchdog
mechanism to propose a cluster-based selective forwarding
attack detection scheme (SMCSF). In this scheme, the nodes
in the cluster are divided into three types: cluster head nodes,
monitoring nodes, and cluster member nodes; by selecting
the monitoring node in the cluster, the monitoring node
performs the calculation and adjustment of the compre-
hensive reputation of the cluster head nodes and cluster
member nodes in the cluster. And in this scheme, the
monitoring nodes are not only responsible for calculating
and adjusting the reputation of the node and judging and
detecting malicious nodes in the cluster but also responsible
for monitoring whether the cluster head node has malicious
behaviors such as data tampering or packet loss during the
data forwarding process. Although this scheme can quickly
and accurately locate malicious nodes, the responsibility of
monitoring nodes is too heavy.

Silva et al. [23] proposed a detecting scheme of malicious
nodes based on statistics (IDSBS). ,e scheme matches and
detects the abnormal behavior of nodes through a series of
predetermined rules. Because there is no interaction between
nodes, the false detection rate of the system is high in the
initial stage. Liu et al. [24] proposed a detecting scheme of
malicious nodes based on classification (MCMND). In this
scheme, first, the multiple attributes of the node are mod-
eled, and then, the known sensor nodes are learned by the
multiple classification method based on likelihood. ,e
posterior probability is used to generate a classifier, for any
unknown type of nodes, the nodes are classified according to
the class with the maximum posterior probability, so as to
determine whether a node is a malicious node, but when the
number of active nodes in the network is insufficient or the
number of packets processed by nodes is small, the false
detection rate is high. Aiming at the problem that the

existingmalicious node detectionmethods in wireless sensor
networks cannot be guaranteed by fairness and traceability
of detection process, She et al. [25] present a blockchain trust
model (BTM) for malicious node detection in wireless
sensor networks. In BTM, through 3D space, it is realized by
using blockchain intelligent contract andWSN quadrilateral
measurement for localization of the detection of malicious
nodes, and the consensus results of voting are recorded in
the blockchain distributed. ,e model can effectively detect
malicious nodes in WSNs and ensure the traceability of the
detection process, but the consensus method in the model is
the traditional POW workload proof method, which re-
quires relatively large computational power and high energy
consumption, so it is not especially suitable for the running
environment of wireless sensor networks.

Li et al. [26] proposed a distributed and randomized
detection algorithm to locate the attackers who inject pol-
luted packets (IPAs). In this scheme, each node imaintains a
set of suspicious nodes. In the beginning, all the neighbors of
node i are added to a set of suspicious nodes; if the packets
sent by its neighbor nodes are invalid, then the neighbor
nodes that send valid packets are deleted from the suspicious
nodes set; after n rounds of detection, the nodes in the set of
suspicious nodes are malicious neighbors. Although the
scheme can effectively detect malicious nodes in the net-
work, it needs n rounds of detection, which will greatly
increase the network communication overhead.

To sum up, all kinds of current research schemes have
their own characteristics (Table 1). Comparison of advan-
tages and disadvantages of each scheme makes a compar-
ative analysis of relevant work. ,e detection schemes
[14–16] based on multihop acknowledgment need to
transmit a large number of acknowledgment packets, which
will lead to high communication overhead. ,e detection
schemes [17–22] based on trust evaluation need more
monitoring nodes, which greatly increases the overhead of
the network. And the current detection schemes of malicious
nodes mainly focus on how to detect and locate malicious
nodes in a single path. ,e HFDLMN scheme proposed in
this paper does not need any complex evaluation model to
evaluate and calculate the trust value of the node, nor any
monitoring nodes, and the HFDLMN scheme can detect and
locate malicious nodes in multiple paths.

3. Preliminaries and System Model

3.1. Preliminaries

Homomorphic Fingerprinting. Hendricks et al. first proposed
homomorphic fingerprinting in [27]. ,e fingerprinting
functions of homomorphic fingerprinting belong to a family
of universal hash functions also. Let IFqω denote a field of
order qω, let K be the set of fingerprinting key, and let
Pqω : K⟶ IFqω[x] be a deterministic algorithm that out-
puts monic irreducible polynomials of prime degree c with
coefficients in IFqω ; the polynomials are chosen with
probabilities taken over the choice of input r ∈ K uniformly
at random; then a fingerprinting function
fp(r, d): K × IFδ

qω⟶ IF
c
qω can be defined as

Security and Communication Networks 3



fp(r, d(x)): p(x)←Pqω(r); return(d(x)mod · p(x)). A
fingerprinting function fp(r, d): K × IFδ

qω⟶ IF
c
qω is ho-

momorphic if fp(r, d) + fp(r, d′) � fp(r, d + d′) and b ·

fp(r, d) � fp(r, b · d) for any r ∈ K and
d, d′ ∈ IF

c
qω , b ∈ IFqω . Let (encode, decode) be a linear

erasure code with coefficients bij ∈ IFqω , for
i ∈ [1, n] and j ∈ [1, m]; if d1, . . . , dn←encode

δ(B), then for
a homomorphic fingerprinting function
fp(r, d): K × IFδ

qω⟶ IF
c
qω , the following equation holds:

fp(r, di) � encodec
i (fp(r, d1), . . . , fp(r, dm)), where

r ∈ K and i ∈ [1, n].

3.2. Network Model. ,e sensor network is composed of
ordinary nodes, malicious nodes, and base station (BS).
Before deployment, each node i is assigned a unique identity
IDi, a random number r, r ∈ IF2ω , and a symmetric key
Ki,BS shared with a base station. After the network is
deployed to the target area, all nodes do not move. Adopting
the method of [13], each node establishes multiple disjoint
paths with the base station, and each node sends the data to
the base station through multiple paths, for example. In
Figure 1, the source node D and the base station have
established n data transmission paths. Assuming that nodeD
wants to send the data to the base station, it first divides the
data into n fragments that are different from each other and
encodes the n fragments to n new fragments; then, using

homomorphic fingerprint technology, n packets are gen-
erated and sent to the base station along n different paths,
respectively. When the base station receives n packets, if all
the packets are valid, it will recover the original data.

3.3. Attack Model and Security Goal. ,e HFDLMN scheme
assumes that any intermediate forwarding nodes can be
captured as malicious nodes by the attackers. ,ese mali-
cious nodes can launch pollution attacks by injecting false
data into the network, forging or modifying the packets. ,e
HFDLMN scheme does not consider other attacks such as

Table 1: Comparison of advantages and disadvantages of each scheme.

Schemes Advantages Disadvantages
TWOACK
[14]

Can be easily added to source routing protocols such as the
DSR protocol Greatly increases conflict and collision of network messages

CHEMAS
[15] Reduce the conflict and collision of network messages Cannot resist the collusive attacks

PHACK [16]
Not only can detect a selective forwarding attack but also
can recover the routing from the location at which the data

were dropped

,e scheme produces more ACK packets, which will consume
more energy

MNDREL
[17]

By analyzing the reputation value for the parent node
evaluated by the child node, the malicious nodes in the

network are effectively identified

,e real-time performance of the deletion model has to be
improved

GRFSN [18] ,is scheme only needs to determine a trust threshold
Need complex evaluation model and the trust threshold is
static, and the misjudgment rate of normal nodes being

judged as malicious nodes is high
DNSMTM
[19]

Can effectively detect malicious nodes and, with a higher
detection rate, reduce the energy consumption of nodes

Need a complex evaluation model and the responsibility of
monitoring nodes is too heavy

MSGSFS
[20]

Can effectively alleviate selective forwarding attack and has
less energy consumption

Need a complex game model and it can only solve the
malicious packet loss behavior of single-hop nodes

ITEMBB
[21]

,e model overcomes the limitations of subjective weight
allocation

Need complex evaluation model and the problem of static
reputation value has not been solved

SMCSF [22] Combine the neighbor node monitoring and watchdog
mechanism ,e responsibility of monitoring nodes is also heavy

IDSBS [23] ,e collected information and its treatment are performed
in a distributed way ,e false detection rate of the system is high in the initial stage

MCMND
[24] Use multivariate classification to classify nodes ,e false detection rate is high

BTM [25] Using a blockchain intelligent contract, which can ensure
the traceability of the detection process

,e consensus method in the model is the traditional POW
workload proof method, which requires relatively large
computational power and high energy consumption

IPA [26] Each node maintains a suspicious node set Need n rounds of detection, which will greatly increase the
network communication overhead

D BS

(Data1)

(Data2)

(Datan-1)

(Datan)

…… ……

……

……

……

……

……

Figure 1: Source node D transmits data to a base station through
multiple paths.
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selective forwarding attacks but only considers pollution
attacks. When the malicious node in the path receives the
data, it will forge or modify the data with probability q and
then forward it to the next-hop node. In the HFDLMN
scheme, it is assumed that the calculation, storage, and
communication capabilities of the base station are not
limited, and the attackers can only capture ordinary sensor
nodes, but not the base station.

Nowadays, there are several WSN standards (e.g., IEEE
802.15.4) that use different security levels at each layer. For
instance, the network part of a packet is signed and
encrypted with a network key and a data link layer with a
DLL key. When an intermediate node receives a packet to
retransmit, the DLL part needs to be verified; if it is not
signed, the intermediate node drops the packet. Although
the signature and encryption method can verify whether the
packet has been modified, it cannot locate the malicious
node that modifies the packet. ,e security goal of the
HFDLMN scheme is not only to verify whether the packet is
polluted but also to detect and locate the malicious nodes
that launch pollution attacks.

4. Homomorphic Fingerprinting-Based
Detection and Location of Malicious Nodes

,eHFDLMN scheme proposed in this paper is divided into
five steps: the source node generates the packets, the in-
termediate node forwards the packet, the base station detects
the path of pollution attack, the base station locates the
malicious node or malicious link, and base station recovers
the original data.

4.1. Generating the Packets

4.1.1. Generating Data Segmentation. If the source node
wants to send the data to the base station, it first divides the
data into n fragments that are different from each other,
namely, data � <f1, . . . , fn > .

4.1.2. Coding Data Segmentation. ,en, the source node
generates n linearly independent vectors, the elements of the
vectors are randomly picked from the field IF2ω , and the
vector is denoted as [gi,1, . . . , gi,n], i � 1, . . . , n. According

to the following equation, the source node can get n new
fragments, which are denoted as Yi, i � 1, . . . , n .

g1,1 · · · g1,n

⋮ ⋱ ⋮

gn,1 · · · gn,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ×

f1

⋮

fn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Y1

⋮

Yn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (1)

4.1.3. Generating and Sending the Packets. After coding data
segmentation, the source node generates n packets, which
are denoted as Packeti � < Seq Numberk, hp(r, fi),

Gi, Yi >, i � 1, . . . , n, where the n packets have the same
number which is denoted by Seq Numberk, hp(r, fi) de-
notes the fingerprinting of fi, which is computed by fin-
gerprinting function hp(.) and the random number r,
r ∈ IF2ω , Gi � [gi,1, . . . , gi,n] denotes the coding vector of fi,
and Yi denotes the new data fragment after coding; then, the
Packeti is sent to the base station along n different paths,
respectively.

4.2. Forwarding the Packets. All intermediate forwarding
nodes maintain a data forwarding table (DFT), which is
shown in Table 2, where the Seq_Number field stores the
packet number, and the Finger_printing field stores the
fingerprinting of fi, the Encoding_Vector field stores the
coding vector of fi, the Encoded_DataBlock field stores the
new data fragment after coding, and the DFTonly stores the
packets that were forwarded the last three times. When the
intermediate forwarding node j receives
Packeti � < Seq Numberk, hp(r, fi), Gi, Yi >, it will delete
the first record stored in the DFT and store the currently
received packet in the DFT, which makes the DFTonly store
the packets that were forwarded the last three times and
facilitate the base station query, and then it forwards the
Packeti to the next intermediate forwarding node.

4.3. Detecting the Path of Pollution Attack. After the base
station receives n packets with the same number from n
paths, it first gets hp(r, fi) Yi and Gi from the Packeti �

< Seq Numberk, hp(r, fi), Gi, Yi >, i � 1, . . . , n and com-
putes hp(r, Yi), i � 1, . . . , n respectively; then, it randomly
picks t1, . . . , tn from the field IF2ω and constructs a new
vector V � [v1, . . . , vn] according to

v1, . . . , vn  � t1, . . . , tn 

G1

. . .

Gn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � 
n

i�1
tigi1, . . . , 

n

i�1
tigin

⎡⎣ ⎤⎦, (2)

v1hp r, f1(  + · · · + vnhp r, fn(  � t1hp r, Y1(  + · · · + tnhp r, Yn( . (3)

,e base station can validate the validity of n packets
according to equation (3). If equation (3) holds, all the n
packets are valid, and it will be performed in Section 4.5 to
recover the original data; otherwise, it means that malicious
nodes polluted the packets in one path or more paths. ,en,

the base station can detect which packet is polluted
according to equation (4). If equation (4) does not hold, the
Packeti is polluted, and there aremalicious nodes in the path;
the base station will execute Algorithm 1 in Section 4.4 to
detect and locate the malicious node.
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hp r, Yi(  � Gi × hp r, f1( , . . . , hp r, fn(  
T
, i � 1, . . . , n.

(4)

4.4. Locating theMalicious Node. When the base station finds
the path of pollution attack and the pollution packet
Packetm � < Seq Numberk, hp(r, fm), Gm, Ym >, it assumes
that there arem hops in the attack path from the source node to
the base station, it is represented by (n1, n2, . . . , nm,BS), where
n1 represents the source node, and the remaining nodes rep-
resent intermediate forwarding nodes in the path. In order to
locate themalicious nodes in the path, from the source node, the
base station first informs each node to send the response packet
to the base station along the attack path in turn, and the re-
sponse packet pi is generated according to equation (5). In
equation (5), IDi represents the identity of node ni, and
SPacketi � < ni.DF T.Seq Numberk

����ni.DF T.hp(r, fi)
����ni.

DF T.Gi

����ni.DF T.Yi > , pi−1 represents the response packet
sent by the previous hop node ni−1, Timestamp represents the
timestamp, and || represents the connection operation.

pi � EKi,BS
IDi SPacketi| pi−1|Timestamp




���� . (5)

After the base station receives the response packet pm, it
will execute Algorithm 1 to locate the malicious node or the
malicious link. From back to front, first, it sequentially
decrypts pi with the symmetric key Ki,BS shared with the
node ni and gets the IDi and SPacketi ; then, from the node
n1, the base station compares SPacketi with the pollution
packet Packetm received by the base station in turn; if it is
equal, it means that node ni is a malicious node or the link
between node ni and node ni−1 is a malicious link.

4.5. Recovering the Original Data. After the base station
receives n linearly independent packets with the same
number from n paths, it can validate the validity of n packets
according to equation (3); if equation (3) holds, all the n
packets are valid, and it will recover the original data. It first
gets Yi and Gi from the Packeti � < Seq Numberk, hp

(r, fi), Gi, Yi > , i � 1, . . . , n, and generates the vector coef-
ficient matrix T, as shown in equation (6). Because n vectors
Gi are vector linearly independent, the coefficient matrix T is
full rank, and the base station can get the inverse matrix T− 1

and recover the original Data � <f1, . . . , fn > according to
equation (7).

T �

g1,1 · · · g1,n

⋮ ⋱ ⋮

gn,1 · · · gn,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (6)

f1

⋮
f2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � T

− 1
Y1

⋮
Yn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (7)

5. Proof and Analysis of Related Theorems

5.1. Proof of Malicious Path Detectability. ,e base station
can validate the validity of n packets according to equation
(3); if equation (3) holds, all the n packets are valid, and it
will recover the original data; otherwise, the base station can
detect which packet is polluted according to equation (4); if
equation (4) does not hold, the Packeti is polluted, and there
are malicious nodes in the path of sending the pollution
packet. ,is section will prove the correctness of equations
(3) and (4).

Theorem 1. After the base station receives n linearly inde-
pendent packets with the same number from n paths, if all the
packets it receives are valid, then equation (3) holds; if there
are t (t< n) packets that are polluted, then equation (3) does
not hold.

Proof

(1) If all the packets received by the base station are valid,
then

v1hp r, f1(  + · · · + vnhp r, fn(  � hp r, v1f1(  + · · · + hp r, vnfn( 

� hp r, v1, . . . , vn  f1, . . . , fn 
T

 

� hp r, t1, . . . , tn 

G1
. . .

Gn

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ f1, . . . , fn 

T⎛⎜⎝ ⎞⎟⎠

� hp r, t1, . . . , tn 

g1,1 · · · g1,n

⋮ ⋱ ⋮
gn,1 · · · gn,n

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

f1
⋮
fn

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦⎛⎜⎜⎝ ⎞⎟⎟⎠

� hp r, t1, . . . , tn 

Y1
. . .

Yn

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦⎛⎜⎝ ⎞⎟⎠

� hp r, t1Y1 + · · · + tnYn( 

� t1hp r, Y1(  + · · · + tnhp r, Yn( 

hp r, v1f1(  + · · · + hp r, vnfn( .

(8)
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,at is, Eq. (3) holds.
(2) Assuming that one of the n packets received by the

base station is polluted by the forwarding malicious node ni

in the path, and the polluted packet is
Packeti
′ � < Seq Numberk, hp(r, f

p
i ), G

p
i , Y

p
i >, where

f
p
i , G

p
i , Y

p
i are false data injected by the malicious node ni,

hp(r, f
p
i ) denotes the fingerprinting of f

p
i , computed by

fingerprinting function hp(.) and the random number r,
r ∈ IF2ω , then,

v1hp r, f1(  + · · · + vihp r, f
p
i  + · · · + vnhp r, fn(  � hp r, v1f1(  + · · · + hp r, vif

p
i  + · · · + hp r, vnfn( 

� hp r, v1, . . . , vi, . . . , vn  f1, . . . , f
p
i , . . . , fn 

T
 

� hp r, t1, . . . , tn 

G1
. . .

G
p
i

. . .
Gn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

f1, . . . , f
p
i , . . . , fn 

T
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� hp r, t1, . . . , tn 

g1,1
. . .

. . .

. . .

g1,n

. . .

g
p
i,1 . . . g

p
i,n

. . .

gn,1

. . .

. . .

. . .

gn,n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

f1
. . .

f
p
i

. . .
fn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� hp r, t1, . . . , tn 

Y
p
1

. . .

Y
p
i

. . .

Y
p
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� hp r, t1Y
p
1 + · · · + tiY

p
i + · · · + tnY

p
n 

� t1hp r, Y
p
1  + · · · + tihp r, Y

p
i  + · · · + tnhp r, Y

p
n( 

hp r, v1f1(  + · · · + hp r, vif
p
i  + · · · + hp r, vnfn( .

(9)

Because the malicious node ni has no 〈f1, . . . , fi−1, fi

+1, . . . , fn〉 and 〈G1, . . . , Gi−1, Gi+1, . . . , Gn〉, it cannot
construct 〈Y

p
1 , . . . , Y

p
n 〉 and make 〈Y

p
1 �� Y1,

. . . , Y
p
n �� Yn〉; as a result, t1hp(r, Y

p
1 ) + · · · +tihp (r, Y

p
i ) +

· · · + tnhp (r, Y
p
n )≠ v1hp(r, f1) + · · · + vihp

(r, f
p
i ) + · · · + vnhp(r, fn).
So, without considering the link error of the network, if

one or more packets are polluted, then Eq. (3) does not hold.
,eorem 1 is proved. □

Theorem 2. After the base station receives n linearly inde-
pendent packets with the same number from n paths, if all the
packets received by the base station are valid, then equation
(4) holds; otherwise, equation (4) does not hold, and the path
of sending pollution packet is the malicious path.

Proof

(1) Assuming that Packeti � < Seq Numberk, hp

(r, fi), Gi, Yi > is valid, then,

Gi × hp r, f1( , . . . , hp r, fn(  
T

� gi,1, . . . , gi,n  × hp r, f1( , . . . , hp r, fn(  
T

� gi,1hp r, f1(  + · · · + gi,nhp r, fn( 

� hp r, gi,1f1  + · · · + hp r, gi,nfn 

� hp r, gi,1f1 + · · · + gi,nfn 

� hp r, gi,1, . . . , gi,n 

f1

⋮

fn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� hp r, Yi( .

(10)
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,at is, if the packet has not been modified,
Gi × [hp(r, f1), . . . , hp(r, fn)]T � hp(r, Yi), therefore, (4)
holds.

(2) Assuming that one of the n packets received by the
base station is polluted by the forwarding malicious node ni

in the path, and the polluted packet is

Packeti′ � < Seq Numberk, hp(r, f
p
i ), G

p
i , Y

p
i >, where f

p
i ,

G
p
i , Y

p
i are false data injected by the malicious node ni,

hp(r, f
p
i ) denotes the fingerprinting of f

p
i , computed by

fingerprinting function hp(.) and the random number r,
r ∈ IF2ω , then

G
p
i × hp r, f1, . . . , hp r, f

p
i , . . . , hp r, fn(   

T

� g
p
i,1, . . . , g

p
i,i, . . . , g

p
i,n  × hp r, f1, . . . , hp r, f

p
i , . . . , hp r, fn(   

T

� g
p
i,1hp r, f1(  + · · · + g

p
i,ihp r, f

p
i  + · · · + g

p
i,nhp r, fn( 

� hp r, g
p

i,1f1  + · · · + hp r, g
p

i,if
p

i  + · · · + hp r, g
p

i,nfn 

� hp r, g
p
i,1f1 + · · · + g

p
i,if

p
i + · · · + g

p
i,nfn 

� hp r, g
p
i,1, . . . , g

p
i,i, . . . , g

p
i,n 

f1

. . .

f
p
i

. . .

fn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� hp r, Y
p′
i .

(11)

Because the malicious node ni has no 〈f1, . . . ,

fi−1, fi+1, . . . , fn〉, it cannot construct Y
p′
i and make

Y
p′
i �� Y

p
i ; as a result, hp(r, Y

p′
i )≠ hp(r, Y

p
i ).

So, without considering the link error of the network, if
one or more packets are polluted, then (4) does not hold, and
the path to send the pollution packet is the malicious path.

,eorem 2 is proved. □

5.2. Probability Analysis of Legitimate Nodes BeingMisjudged
as Malicious Nodes. Because of the link error, a legitimate
node will be misjudged as a malicious node by forwarding a
packet distorted by the link error. ,is section will analyze
the probability of the legitimate node being misjudged as a
malicious node in the case of a link error.

Theorem 3. Assuming that the probability of link error is q,
and the number of packets transmitted in the path is S in time
period T, the probability of legitimate nodes being misjudged
as malicious nodes is

Pm � 
S

k�1

S

k
 q

k
(1 − q)

S− k
. (12)

Proof. Let X be the times that misjudged packets are de-
tected, it is obvious that X satisfies the binomial distribution
of parameters S and q, that is, X-b (S, q), and the distribution
law of X is as follows:

P X � k{ } �
S

k
 q

k
(1 − q)

S− k
, k � 0, 1, . . . , S. (13)

,erefore, the probability of legitimate nodes being
misjudged as malicious nodes is

Pm � P X≥ 1{ }

� 
S

k�1

S

k
 q

k
(1 − q)

S− k
.

(14)

So, ,eorem 3 is proved. □

5.3. Time Complexity Analysis of the Algorithm. If there are
malicious nodes in the path, the base station will execute
Algorithm 1 in Section 4.4 to detect and locate the malicious
node or malicious link, this section will analyze the time
complexity of Algorithm 1.

Basic operations of Algorithm 1 are to get the SPacketi
from the response packet and the comparison of SPacketi
with the pollution packet Packetm. Getting the SPacketi from
the response is mainly to perform m cyclic operations;
therefore, the time complexity of basic operation of getting
the SPacketi from the response is O(m). ,e comparison of
SPacketi with the pollution packet Packetm is to search
whether the pollution packet Packetm is in the array SPacket;
therefore, the time complexity of basic operation of the
comparison of SPacketi with the pollution packet Packetm is
O(m), too. So, the time complexity of the two basic oper-
ations is O(2m); that is, the time complexity of Algorithm 1
is O(n).
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6. Security Analysis

In the HFDLMN scheme, the malicious nodes not only can
launch pollution attacks by injecting false data into the
network, forging or modifying the packets, but also can also
modify or delete the response packet pi sent by its previous
node, so that the malicious nodes can avoid or interfere with
the base station to perform the detection of the malicious
nodes. Because the pollution attack launched by a malicious
node can be detected by (3) and (4), and if the malicious
node normally forwards the[[parms resize(1),pos(50,50),si-
ze(200,200),bgcol(156)]] scheme resists to the malicious
nodes avoiding or interfering with the base station to per-
form the detection of the malicious nodes.

Theorem 4. Any malicious node can be detected after
modifying, deleting, or not sending response packets.

Proof. In order to interfere with the detection of malicious
nodes performed by the base station, when the base station
informs each node to send the response packet pi to the base
station along the path, in turn, the malicious node ni can
perform the following operations: (a) Attempt to modify the
data of the response packet pi−1 sent by its previous node;
however, the response packet pi−1 is a key chain generated by
encrypting the time stamp, pi−2, the identity of the node ni−1,
and SPacketi−1 with the symmetric key Ki−1,BS shared by
node ni−1 and base station; that is,
pi−1 � EKi−1,BS

(IDi−1
����SPacketi−1||pi−2||Timestamp), because

the malicious node ni does not have the symmetric key
Ki−1,BS shared by the node ni−1 and the base station, and it
cannot modify the data in the response packet pi−1 sent by its
previous node. (b) Try to delete the data in the response
packet pi−1 sent by its previous node, also because the
malicious node ni does not have the symmetric key Ki−1,BS
shared by the node ni−1 and the base station, so it cannot
delete the data in the response packet pi−1 sent by its pre-
vious node. (c) Try not to send its own query response packet
to the base station, that is, directly forwards the received
response packet pi−1 from its previous node to its next node
ni+1. In this case, according to Algorithm 1, when the base
station tries to decrypt the response packet pi with the
symmetric key Ki,BS shared with the malicious node ni, the
malicious node did not send its own response packet, so the
base station cannot correctly decrypt the response packet pi;
therefore, it can be determined that the node ni is a malicious
node. (d) Try to send false data to the base station and
interfere with the detection of malicious nodes. For example,
the malicious node sends unmodified data to the base sta-
tion; according to Algorithm 1, the base station can correctly
locate the malicious link composed of the malicious node
and its next-hop node; similarly, the malicious node can also

send a modified data to the base station; according to Al-
gorithm 1, the base station can correctly locate the malicious
link composed of the malicious node and its next-hop node.

In summary, in the HFDLMN scheme, any malicious
node can be detected after modifying, deleting, or not
sending response packets.

So, Theorem 4 is proved. □

7. Simulation

In this paper, the performance of the HFDLMN scheme is
evaluated from the aspects of the detection probability of
malicious path, the location probability of malicious node,
and the false detection probability of normal nodes and
paths.,e simulation experiment environment is carried out
on OMNeT++ platform, with 100 nodes randomly dis-
tributed in a square area of 400m× 400m, each node is
assigned a unique ID, the nodes will not move after de-
ployment, and the base station is deployed in the center of
the area. By adjusting the communication range of each
node, each node has at least four neighbor nodes, and each
node establishes four disjoint paths to the base station. Some
nodes in the network are randomly selected as data source
nodes and malicious nodes, and others as intermediate
forwarding nodes. ,e source node sends the packet to the
base station by multihop every 1 second, and the length of
each packet is 256 bytes.,e initial energy of each node is 1J,
and the energy consumption of transmission and receiving is
50 nJ/bit. When a malicious node becomes an intermediate
forwarding node, it will forge or modify packets with a
probability from 0.1 to 0.7. For each set parameter, the
average value obtained by 100 simulations is taken. ,e
parameter settings of the experimental simulation are shown
in Table 3.

Figure 2 describes the detection probability of a mali-
cious path when the malicious node forges or modifies
packets with a probability of 0.1, 0.3, 0.5, and 0.7, and there is
a malicious node in one of the four paths from the source
node to the base station. From Figure 2, it can be seen that
the number of packets that need to be sent to successfully
detect malicious paths is related to the probability q of
malicious nodemodifying data.,e higher the probability of
malicious node modifying data, the less packets need to be
sent to successfully detect the malicious path; for example,
when the probability q of malicious node modifying data is
0.3, in order to detect the malicious path successfully, the
source node needs to send 14 packets; when the probability q
of malicious nodes modifying data is 0.5, the base station can
successfully detect the malicious path by only sending 9
packets.

Figure 3 describes the detection probability of a mali-
cious path when the malicious node forges or modifies

Table 2: Data forwarding table (DFT).

Seq_Number Finger_printing Encoding_Vector Encoded_DataBlock
. . .. . . ...... . . .. . . . . .. . .

Seq Numberk hp(r, Yi) Gi Yi

. . .. . . ...... . . .. . . . . .. . .
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packets with a probability of 0.1, 0.3, and 0.5, and the
number of paths with malicious nodes is 2 and 3. From
Figure 3, it can be seen that the number of packets that need
to be sent to successfully detect malicious paths is not only
related to the probability q of malicious node modifying data
but also related to the number of paths withmalicious nodes.
,e higher the probability of malicious node modifying data
and the more number of paths with malicious nodes, the less
packets need to be sent to successfully detect the malicious
path; for example, when the probability q of malicious node
modifying data is 0.1 and the number of paths with mali-
cious nodes is 2, in order to detect the malicious path
successfully, the source node needs to send 8 packets; when
the probability q of malicious node modifying data is 0.3 and
the number of paths with malicious nodes is 3, the base
station can successfully detect the malicious path by only
sending 4 packets.

Figure 4 describes the locating probability of the mali-
cious node when the malicious node forges or modifies
packets with a probability of 0.1 and 0.3, and the number of
paths with malicious nodes is 1, 2, and 3. From Figure 4, it
can be seen that with the probability increase of the mali-
cious node modifying data and the number increase of
malicious paths, the probability of successfully locating
malicious nodes will increase; for example, when there is a
malicious node in only one path and the probability q of

malicious node modifying data is 0.1, the source node sends
15 packets and the probability of successfully locating the
malicious node is about 84%; when there are malicious
nodes in two paths and the probability q of malicious nodes
modifying data is 0.3, the source node only sends 10 packets

Input: the path of pollution attack，the pollution packet Packetm, and the response packet pm
Output: malicious node or malicious link
For (i�m; i> 1; i--) do
pi′ � DKi,BS

(pi)
If cannot get accurately pi′ then
Return IDi-1

End if
SPacket[i]� SPacketi
ID[i]� IDi

End for
For(i� 1; i≤m; i++) do
If SPacket[i]�� Packetm then
Return IDi−1 and IDi

End if
End for

ALGORITHM 1: Location of malicious nodes.

Table 3: Experimental simulation parameters.

Parameter Value or range
Network deployment area (m) 400× 400
Number of nodes in the network 100
Initial energy of each node (J) 1
,e energy consumption of the transmission and receiving (nJ/bit) 50
Time interval of sending packet (S) 1
,e number of malicious nodes 20
,e probability of malicious nodes modifying packets 0.1–0.7
,e probability of link error 0.005–0.06
,e simulation time (S) 600
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Figure 2: ,e detection probability of a malicious path when there
is a malicious node in only one path.
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and the probability of successfully locating the malicious
node is about 94%.

Because of the link error, a legitimate node will forward a
packet distorted by the link error, so that the legitimate node
and path are misjudged as malicious node and path. Figure 5
describes the probability of the legitimate node and path
being misjudged as malicious node and path when the
probability of link error is from 0.005 to 0.06 and the number
of packets transmitted in the path is 100 in a certain period of
time. From Figure 5, it can be seen that with the probability
increase of the link error, the probability of the legitimate
node and path being misjudged as malicious node and path
will increase; for example, when the probability of link error
is 0.01, the probability of the legitimate node and path being
misjudged as malicious node and path is about 5%, and
when the probability of link error is 0.05, the false detection
probability of the legitimate node and path is about 19%.

8. Conclusions

To detect and locate malicious nodes in multiple paths,
this paper presents a malicious node detection and lo-
cation scheme based on homomorphic fingerprint and
coding technology in wireless sensor networks, HFDLMN.
In the HFDLMN scheme, the source node generates n
packets and sends them to the base station along n paths,
respectively; the base station determines whether there are
malicious nodes in each path by verifying the validity of
the packets; if there are malicious nodes in one or some
paths, the location algorithm of a malicious node is
implemented to locate the specific malicious nodes in the
path. ,e HFDLMN scheme does not need any complex
evaluation model to evaluate and calculate the trust value
of the node, nor any monitoring nodes. Using a key chain,
the HFDLMN scheme can resist malicious nodes to avoid
or interfere with the base station to detect malicious
nodes. ,eoretical analysis results show that the
HFDLMN scheme is secure and effective, the simulation
results demonstrate that the HFDLMN scheme can ef-
fectively detect malicious paths and malicious nodes, with
a higher detection rate; for example, if there are malicious
nodes in two paths and the probability q of malicious
nodes modifying data is 0.3, the source node only sends 10
packets and the probability of successfully locating the
malicious node is about 94%. In the future, we aim to
extend this work into designing a new detection and lo-
cation of malicious nodes scheme among Internet of
,ings devices.
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Mobile video communication and Internet of )ings are playing a more and more important role in our daily life. Mobile Edge
Computing (MEC), as the essential network architecture for the Internet, can significantly improve the quality of video streaming
applications. )e mobile devices transferring video flow are often exposed to hostile environment, where they would be damaged
by different attackers. Accordingly, Mobile Edge Computing Network is often vulnerable under disruptions, against either natural
disasters or human intentional attacks. )erefore, research on secure hub location in MEC, which could obviously enhance the
robustness of the network, is highly invaluable. At present, most of the attacks encountered by edge nodes in MEC in the IoTare
random attacks or random failures. According to network science, scale-free networks are more robust than the other types of
network under the random failures. In this paper, an optimization algorithm is proposed to reorganize the structure of the
network according to the amount of information transmitted between edge nodes. BA networks are more robust under random
attacks, while WS networks behave better under human intentional attacks. )erefore, we change the structure of the network
accordingly, when the attack type is different. Besides, in theMEC networks for mobile video communication, the capacity of each
device and the size of the video data influence the structure significantly. )e algorithm sufficiently takes the capability of edge
nodes and the amount of the information between them into consideration. In robustness test, we set the number of network
nodes to be 200 and 500 and increase the attack scale from 0% to 100% to observe the behaviours of the size of the giant component
and the robustness calculated for each attack method. Evaluation results show that the proposed algorithm can significantly
improve the robustness of the MEC networks and has good potential to be applied in real-world MEC systems.

1. Introduction

MEC is defined as providing IT service environment and
cloud computing capability at the edge of mobile network
[1–9]. In the view of the service providers, the network is
actually divided into three parts: wireless access network,
mobile core network, and application network. Among
them, the wireless access network is composed of base
stations, which are responsible for the access of mobile
terminals [10–12].)emobile core network is composed of a
bunch of high-performance routers and servers, which are
responsible for connecting the wireless base station to the

external network [13–15]. )e application network is where
all kinds of application servers work, in fact, all kinds of data
centres, servers, and even PCs [16, 17]. )e server providers
are basically only in charge of the wireless access network
and the mobile core network. )e application network is
usually in the hands of OTT. )ese three kinds of networks
transfer data alternately between the user terminal and the
application server to meet the various Internet needs of
users. However, with the emergence of various new types of
services, such as AR/VR, connected cars, and so on, this
traditional network structure is gradually overburdened
[18–21]. )erefore, the emergence of MEC, that is, network
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services “sink” to the wireless access network side closer to
users, brings about three benefits: (1))e transmission delay
perceived by users is significantly reduced; (2) network
congestion is controlled remarkably; and (3) more network
information and network congestion control functions can
be opened to developers.

)ere are many service scenarios for MEC. In the white
paper “Mobile Edge Computing-A Key Technology towards
5G” of ETSI [22], the following typical scenarios are listed:

(1) Augmented Reality (AR). Augmented reality (AR) is
a technology that uses additional information gen-
erated by computer to enhance or expand the real-
world scene that users see. )e MEC server caches
the AR audio and video content that needs to be
pushed. Based on the location technology and
geographic location information, it corresponds to
the way of one by one. According to the application
request initiated by the terminal, MEC server judges
the application content through deep packet analysis,
determines to push AR content combined with lo-
cation information, and sends it to the user. On the
one hand, MEC solution reduces content delay and
improves user experience through content locali-
zation; on the other hand, it greatly enhances the
application effect and value of AR based on location.

(2) Intelligent Video Acceleration. On the Internet,
media and file transfer is usually in the form of
stream or HTTP download based on TCP protocol.
)e change of channel environment, terminal access,
and departure will lead to the change of link capacity.
TCP may not be able to quickly adapt to the rapid
changes of Ran, so using MEC for video acceleration
can solve this kind of problem.

(3) Connected Cars. MEC servers can be deployed on
LTE base stations along the road, receiving and
analyzing local information from on-board appli-
cations and road sensors, so as to transmit some
emergency information to other vehicles in the
region.

(4) Convergence Gateway of Internet of 3ings. IOT
devices are usually resource constrained in terms of
processor and memory capacity, so it is necessary to
use aggregation gateway to aggregate all kinds of IOT
device information, which can reduce the response
time of analysis and processing.

During the process of transferring video flow, mobile
devices could be easily attacked, which would seriously
influence the function of the whole systems. In this paper, in
order to improve the robustness of MEC network for mobile
video communication, we proposed a novel method for hub
location to generate a more robust structure of the network.
)eMEC networks discussed in this paper include the edges
nodes for edge computation and the information transferred
between the nodes. To optimize the structure of the network,
we use an optimization algorithm to overall consider the
capability of edge nodes and the amount of the information.

)e main contributions of this work are summarized as
follows:

(1) We address the problem of improving the robustness
of MEC networks. We can show that MEC networks
with different structures perform significantly
uniquely under the same attacks.

(2) We propose a well-tuned optimization algorithm to
improve the robustness of MEC networks.

)e rest of this paper is organized as follows. Section 2
provides the definition of the robustness of the MEC net-
work, and the relationship between the robustness and the
structure. In Section 3, we present the optimization algo-
rithm, which can improve the robustness of the MEC
networks. Section 4 shows the performance of our algo-
rithm, we evaluate the robustness of each generated network
under different kinds of attacks, and the relative size of the
giant component and the robustness under different attacks
are reported in this part. Finally, conclusions are given in
Section 5.

2. Background

2.1. Definition of Network Robustness. In this paper, we
discuss the problem of improving the robustness of an MEC
network. Connectivity is one of the most popular charac-
teristics of network structure and function, and the size of
giant component in the network is used to evaluate the
connectivity.)erefore, the robustness could be evaluated by
the size of the giant component after attacks. )e same
network shows different robustness under different attacks.
In paper [23], the robustness of a network under certain
attacks is defined as follows:

R �
1

|N|


N

Q�1
GCsize(Q), (1)

where |N| is the number of nodes in the network, Q is the
attack on the network, and GCsize(Q) means the size of the
giant component under the attack of Q. Figure 1 shows the
effect of two different attacks on the same example network.
Figure 1(a) is the example network, and Figures 1(b-c) are
under two different attacks of one node in the network. As
we can see, the attack in the middle subfigure results in the
size of the network of only one node, and the attack in the
right subfigure leads to the size of the network of four nodes.
)is reflects the fact that the same network will show dif-
ferent robustness under different attacks of the same scale. In
MEC networks, the size of the giant component means the
subset of the network, where the information could reach
each edge node.)e parameter “R” displays the accumulated
influence of the attacks on the MEC network, in terms of the
giant component. As known by intuition, the area with the
function of information transportation can effectively
evaluate the robustness of the MEC network. In the basis of
the analysis, the parameter R would be used for the eval-
uation of our method to improve the robustness of the MEC
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networks. )erefore, designing a robust network according
to the potential attacks is an important work.

2.2. Popular Attack Method. In MEC networks for mobile
video communication, the mobile edge nodes are exposed to
an open environment, which could cause random damages
to the nodes [24]. )erefore, the first attack method men-
tioned here is random attack, in which the nodes would be
damaged randomly.

One of the simplest metrics in complex network theory is
the degree. )e degree of a node i(degi) is the number of the
node i’s links and is defined in terms of the adjacency matrix
A as [25]

degi � 
j∈N

aij. (2)

)e adjacency matrix storage structure uses a one-di-
mensional array to store the edge information for each
vertex, so that all the points together represent the adjacency
relationship between the vertices in the graph with a matrix.
Amatrix is actually a two-dimensional array. As a method to
attack networks, degree-based methods first attack nodes
with larger degree. In real MEC networks, the edge nodes
with larger degree are often connected to more other nodes,
which reflect the importance of the nodes to some degree.
)e degree-based methods are significantly efficient even for
very large-scale networks.

Betweenness is another very popular network metric.
)e information exchange between two nodes that are not
directly adjacent depends on the nodes on the path con-
necting these two nodes. )e betweenness of a node can
describe the importance in terms of exchanging informa-
tion, and the betweenness of node i is defined as [26, 27]

bi � 
x,y∈N,x ≠y

nxy(i)

nxy

, (3)

where nxy means the number of the shortest paths between
node x and y and nxy(i) is the number of the shortest paths
between node x and y through node i. Similarly to degree-
based methods, in betweenness-based methods, the nodes
with larger betweenness are attacked first. )e ones with
larger betweenness would be more important for infor-
mation transforming in real MEC networks. Betweenness-

based methods are used more frequently in real-world ap-
plications, since they could often identify more important
nodes than degree-based methods.

Based on the attack methods above, we evaluate the
methods on a small example network with only thirteen
nodes. Figure 2 shows the networks under different attacks
with two nodes. As we can see, after the optimal attack on the
example network, the size of the giant component would be
5; the size of the giant component under degree-based
method is 7; and the size of the giant component under
betweenness-based method is 7. To sum up, it can be seen
that different attackmethods lead to different effectiveness of
the attack.)erefore, we will evaluate the networks designed
in our paper under different attack methods.

3. Proposed Algorithm

Given the vulnerability of the MEC network under attacks,
we proposed to improve the robustness of MEC for mobile
video communication with big data. Since the mobile de-
vices need to send and receive video data, the capacity of
each device and the size of the video data should be taken
into consideration in the algorithm. Generally, the structure
and function of MEC network should be related to two
aspects: the video flow transferred in the network and the
type of attacks that the network is facing with.

In this paper, we define the MEC network to be G(E, V),
where E means the mobile device nodes in the network and
V means the links in the network. If there is a link between
two nodes, this means there is a video flow transferring
between them. )e attacks used in the paper are also clas-
sified into two aspects: random attack and human inten-
tional attacks. When the MEC network is under random
attack, the mobile devices will break down randomly, maybe
due to hardware damage or being out of power. When it
comes to human intentional attacks, the attackers would aim
at some important nodes, which would influence the net-
work function and structure seriously. We use some popular
intentional attack methods here to test the effectiveness of
our algorithm. However, different network structure could
show different robustness under the same type of attacks,
and the same network could behave differently under dif-
ferent types of attacks. )erefore, in this paper, the structure
of the MEC network can adapt to the change of attack types
at any time. Firstly, two typical kinds of complex networks

(a) (b) (c)

Figure 1: Different attacks on an example network. )e example network and two situations with different attacks on the network.
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with different structure would be introduced for the use of
our algorithm.

(1) BA Scale-Free Network [28, 29]. In this model, the
construction of BA networks consists of two steps:

(1) Starting with a connected network with m0
nodes, a new node is generated in the network
each time, which would build m(m ≤m0) links
with the existing nodes

(2) When a new node is selecting an existing node to
build a link, the probability of its connection with
node i is pi � ki/jkj

After time t, the above steps will generate a network
with N � t + m0 nodes. In this paper, we set the
parameters N � 200 and N � 500, m is 2 or 3 or 4,
which means the scale of the MEC network.

(2) WS Small-World Network [30]. In this model, the
construction of WS networks also consists of two
steps:

(1) Starting from a regular network: consider a
network with N nodes, which are surrounded by
a ring, in which each node is connected to its left
and right k/2 nodes.

(2) Rewiring randomly: each link in the network is
randomly rewired with probability p, that is, one
endpoint of the link remains unchanged, and the
other endpoint is taken as a randomly selected
node in the network. It stipulates that any two
different nodes can only have one link at most,
and each node cannot have a link connected to
itself.

In the WS network model, it is a regular network when
p � 0, and it is a random network when p � 1. )e char-
acteristic of the network could be controlled through the
variety of parameter p.

According to the knowledge of network science, BA
networks are more robust under random attacks, while WS
networks behave better under human intentional attacks.
)erefore, we should change the structure of the network
accordingly, when the attack types is different. Besides, in the
MEC networks for mobile video communication, the ca-
pacity of each device and the size of the video data influence
the structure significantly. When the capacity of a node is
used up, there could be no more video data it can deal with.

We show the process of our algorithm in Figure 3 and
the pseudocode of our algorithm in Algorithm 1. Our

algorithm consists of three building blocks: (1) collect in-
formation of nodes and attacks, (2) generate networks, and
(3) test the effectiveness of the network. Each step is dis-
cussed in detail as follows:

Block 1: Collect Information of Nodes and Attacks. First,
collect the information of the nodes’ capacity and the
video flow, since this information would directly in-
fluence the structure and function of the networks.
)en, as discussed before, since the robustness of the
same network under different types of attacks is unique,
the types of the attack need to be analyzed before
constructing the network.
Block 2: Generate Networks. In network science, BA
networks and WS networks are two typical kinds of
networks, and they behave differently under the same
attacks. )erefore, we decide to generate BA or WS
networks according to the information of the MEC.
When generating the networks, the capacity and the
video flow need to be concerned.)is means that if one
node total is beyond its capacity, it will not be con-
nected with new nodes.
Block 3: Test the Effectiveness of the Network. After
generating networks, we need to use popular methods
to attack them and to see if the robustness is good
enough. If not, we would improve the parameter in the
process of generating networks.

4. Results and Discussion

In this section, we evaluate the effectiveness of our algo-
rithms on some artificial MEC networks with 200 nodes
(n � 200) and 500 nodes (n � 500). Besides, the capacity of
each node is 200 or 500 in this section, and the video flow to
be transferred on each node varies from 1 to 4. To show the
performance of our algorithm, we evaluate the robustness of
each generated network under different kinds of attacks.)e
relative size of the giant component and the robustness
under different attacks are also reported in this part.

4.1. Random Network Generation. In this section, we would
generate the MEC networks for mobile video communi-
cation under different types of attacks. As introduced above,
different types of networks behaves unique under different
types of attacks: the BA network is more robust under
random attacks, and the WS network behaves better under
intentional attacks.
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Figure 2: )e effectiveness of different attack methods. (a) Original network. (b) Optical method (5). (c) Degree-based method (7). (d)
Betweenness-based method (7).
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4.1.1. Random Attacks. Firstly, for random attacks, we
would use our algorithm to generate BA networks. In this
paper, we set the number of nodes in the network to be 200
and 500, and the parameter m to be 2, 3, and 4. Table 1 and
Figure 4 show the details of the generated networks.

Table 1 displays basic statistics for the three BA networks
generated with our algorithm. In Table 1, “ave. deg” and
“ave. betw” mean the average degree and average

betweenness of all nodes, respectively; ASPL stands for the
average of the distance between all node pairs in the net-
works; CC represents the clustering coefficient of the net-
works, which can show the degree of nodes being in the same
cluster; the nodes in the same community usually have the
same characteristics. As we can see from the table, though
the numbers of the nodes in each network are the same, the
structures of these networks are rather diverse. With the

Start

Collect the capacity and video flow 
of each node

Analyze the types of attack in the 
situation

Change the 
parameters

Change the 
parameters

Generate BA network Generate WS network

Robust or not Robust or not

Transfer the video flow

Random attack

Test the robustness Test the robustness

No

Yes

Intentional attack

No

Figure 3: )e process of our algorithm.

Robust MEC algorithm;
Collect the capacity and video flow of each node;
Analysis the types of attacks in the situation of mobile video communication;
while the robustness of the networks is not good enough
Change the parameter of generating network method
if the attacks are random attacks then:
Generate BA networks
for each node do
if sum of neighbours’ video flow is larger than the node’s capacity then
regenerate the network

else if the attacks are intentional attacks then:
Generate WS networks
for each node do
if sum of neighbours’ video flow is larger than the node’s capacity then
regenerate the network

Test the robustness under different attacks.
Return the generated networks.

ALGORITHM 1: )e robust MEC algorithm.
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Table 1: Basic statistics for the BA networks used in our study.

Metrics 200BA (2) 200BA (3) 200BA (4)
Node number 200 200 200
Link number 400 600 800
Ave. deg 3.95 5.9 7.83
Ave. betw 0.012 0.0097 0.0082
ASPL 3.38 2.91 2.61
CC 0.10 0.07 0.12
Community 12 10 10
Metrics 500BA (2) 500BA (3) 500BA (4)
Node number 500 500 500
Link number 1000 1500 2000
Ave. deg 3.984 5.964 7.936
Ave. betw 0.0058 0.0044 0.0039
ASPL 3.91 3.18 2.93
CC 0.048 0.058 0.067
Community 16 13 11
Ave. deg means average degree; ave. betw is average betweenness; ASPL stands for the average shortest path length; and CC represents clustering coefficient.

(a) (b) (c)

(d) (e) (f )

Figure 4: Structure of the BA networks.
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increase of the link number, the average betweenness and the
ASPL would be smaller. )e community structure is de-
tected by Louvain method in this paper.

Figure 4 visualizes the six BA networks, where the size of
a node is proportional to its degree. )e hub nodes are
obvious in the network. As seen from the figure, the pa-
rameter in the algorithm can significantly influence the
structure of the network.

4.1.2. Intentional Attacks. For intentional attacks, our al-
gorithm would generate a series of WS networks. In WS
network model, there are three parameters: number of
nodes, initial number of each node’s neighbours, and
probability of each node rewiring. In order to evaluate the
effectiveness of our algorithm in experiment with different
parameters, we set the number of nodes to be 200 and 500,
initial number of each node’s neighbours to be 4, and
probability of each node rewiring to be 20%, 30%, and 40%.

Table 2 shows basic statistics for the three WS networks
generated with our algorithm. As we can see from the table,
though the numbers of the nodes in each network are the
same, with the increase of the rewiring probability, the
average betweenness and the ASPL would be smaller. )e
difference of WS networks is less than BA networks.

Figure 5 visualizes the sixWS networks, where the size of
a node is proportional to its degree. )e structure of these
three WS networks looks similar, and there is no obvious
hub node.

4.2. Robustness Test. To test the robustness of the networks,
we will attack the networks with different attack methods.
)e attack methods used in this paper is random attack,
degree-based attack, and betweenness-based attack. Spe-
cially, for the random attack, we attack the network ran-
domly for ten times and choose the one with the best
effectiveness. For intentional attacks, we attack the networks
with two most popular methods: degree-based and be-
tweenness-based methods.

Figure 6 and Table 3 report the size of the giant com-
ponent and the robustness for the six BA networks. In the
evaluation process, we increase the attack scale from 0% to
100% to observe the behaviours of the size of the giant
component and the robustness calculated for each attack
method.

In Figure 6, as we can see, on the whole ranges from 0%
to 100% of the whole network, the generated MEC networks
(BA networks) are more robust under random attacks. At
the beginning of the attacks, the intentional attack methods
(degree-based and betweenness-based methods) can rapidly
influence the structure of the networks. For example, for BA
(2) network, the size of the giant component is nearly 0 when
17% nodes are attacked, while the random attacks could
hardly influence the structure of the network. )rough
comparing the effectiveness on different BA networks, it can

be concluded that as the parameter of BA network increases,
the networks would show better robustness.

When it comes to Table 3, the robustness of generated
MEC networks (BA networks) against random attacks and
two intentional attacks is shown. In all generated networks,
the robustness against random attacks is the largest while
that against degree-based attacks is the smallest. It should be
noticed that since hub nodes are the most important
characteristics of BA networks, the hub-attack method
(degree-based attack) is the most effective.

Figure 7 and Table 4 report the size of the giant com-
ponent and the robustness for the six WS networks. In the
evaluation process, we also increase the attack scale from 0%
to 100% to observe the behaviours of the size of the giant
component and the robustness calculated for each attack
method.

For Figure 7, when the attack range is smaller than 30%,
there is no obvious difference between random and inten-
tional attacks, which reflects the fact that the generated MEC
networks are relatively robust under intentional attacks.
Comparing with Figure 6, WS networks show better ro-
bustness than BA networks, since these WS networks have
more links than most of BA networks.

In Table 4, similarly to the results on BA networks, the
WS networks are more robust under random networks.
However, it should be noticed that the difference between
random attacks and intentional attacks is rather small. )is
means that the MEC networks (WS networks) generated for
intentional attacks show good robustness against intentional
networks. Compared with BA4, which contains the same
number of nodes and links, WS networks’ robustness has
been improved a lot. WS40 network’s robustness is nearly
21.1% larger than BA networks. )e results show that our
algorithm could generate robust MEC networks for mobile
video communication under both random attacks and in-
tentional attacks.

Table 2: Basic statistics for the WS networks used in our study.

Metrics 200WS (0.2) 200WS (0.3) 200WS (0.4)
Node number 200 200 200
Link number 800 800 800
Ave. deg 3.99 3.99 3.99
Ave. betw 0.021 0.018 0.017
ASPL 5.09 4.47 4.28
CC 0.28 0.13 0.12
Metrics 500WS (0.2) 500WS (0.3) 500WS (0.4)
Node number 500 500 500
Link number 2000 2000 2000
Ave. deg 3.99 3.99 3.99
Ave. betw 0.011 0.0090 0.0083
ASPL 6.24 5.47 5.16
CC 0.26 0.18 0.10
Community 22 19 20
Ave. deg means average degree; ave. betw is average betweenness; ASPL
stands for the average shortest path length; and CC represents clustering
coefficient.
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(a) (b) (c)

(d) (e) (f )

Figure 5: Structure of the WS networks.
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Figure 6: Continued.
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Figure 6: Results of the BA networks.

Table 3: Robustness of BA networks under different attacks.

Method 200BA2 200BA3 200BA4
RND 0.367 0.431 0.454
Deg 0.116 0.219 0.261
Betw 0.122 0.230 0.270
Method 500BA2 500BA3 500BA4
RND 0.383 0.433 0.460
Deg 0.118 0.198 0.279
Betw 0.120 0.214 0.291

Security and Communication Networks 9



0.0

0.2

0.4

0.6

0.8

1.0
G

C 
siz

e

20 40 60 80 1000
Percent of attacked nodes (%)

RND10
DEG_S
BETW_S

RND10
DEG_S
BETW_S

(a)

RND10
DEG_S
BETW_S

RND10
DEG_S
BETW_S

20 40 60 80 1000
Percent of attacked nodes (%)

0.0

0.2

0.4

0.6

0.8

1.0

G
C 

siz
e

(b)

G
C 

siz
e

20 40 60 80 1000
Percent of attacked nodes (%)

RND10
DEG_S
BETW_S

RND10
DEG_S
BETW_S

0.0

0.2

0.4

0.6

0.8

1.0

(c)

RND10
DEG_S
BETW_S

RND10
DEG_S
BETW_S

20 40 60 80 1000
Percent of attacked nodes (%)

0.0

0.2

0.4

0.6

0.8

1.0
G

C 
siz

e

(d)

0.0

0.2

0.4

0.6

0.8

1.0

G
C 

siz
e

20 40 60 80 1000
Percent of attacked nodes (%)

RND10
DEG_S
BETW_S

RND10
DEG_S
BETW_S

(e)

RND10
DEG_S
BETW_S

RND10
DEG_S
BETW_S

20 40 60 80 1000
Percent of attacked nodes (%)

0.0

0.2

0.4

0.6

0.8

1.0

G
C 

siz
e

(f )

Figure 7: Results of the WS networks.
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5. Conclusions

In this paper, we designed an MEC network generating
algorithm for mobile video communication to improve the
security and robustness. After evaluation on artificial net-
works, our algorithm could significantly improve the ro-
bustness of the networks under either type of attacks
(random attacks or human intentional attacks). Our algo-
rithm provides a view to improving the security of mobile
video communication and robustness of MEC networks.

In future work, our algorithm can also be improved in
the following ways:

(1) Design an algorithm for more types of attacks. For
the current algorithm, we only concern on two types
of attacks: random or intentional. However, in real-
world MEC systems, the attacks may be a mixture of
the two types. )erefore, it is necessary to make the
algorithm applicable for more situations.

(2) Collect real-world data. In this paper, we evaluate
our algorithm on some artificial networks, and it
shows effectiveness. However, in order to prove that
our algorithm can be applied to real-world MEC
networks, it is necessary to collect some real-world
data for experiments.

Data Availability

In this manuscript, the data used to support the findings of
this study are simulation data and generated by the Net-
workX library in Python. Actually, we have sketched the
basic technological process in this manuscript, but some
contents and specific parameters of this process may be not
completely open details. )erefore, if other researchers want
to verify the results, replicate the analysis, or conduct sec-
ondary analyses, the corresponding author or first author
can be contacted.)e requests for the data will be considered
by them after a confidentiality agreement.
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With the development of wireless communication technology and the automobile industry, the Vehicular AdHocNetworks bring
many conveniences to humans in terms of safety and entertainment. In the process of communication between the nodes, security
problems are the main concerns. Blockchain is a decentralized distributed technology used in nonsecure environments. Using
blockchain technology in the VANETs can solve the security problems. However, the characteristics of highly dynamic and
resource-constrained VANETsmake the traditional chain blockchain system not suitable for actual VANETs scenarios.(erefore,
this paper proposes a lightweight blockchain architecture using DAG-lattice structure for VANETs, called V-Lattice. In V-Lattice,
each node (vehicle or roadside unit) has its own account chain. (e transactions they generated can be added to the blockchain
asynchronously and parallelly, and resource-constrained vehicles can store the pruned blockchain and execute blockchain related
operations normally. At the same time, in order to encourage more nodes to participate in the blockchain, a reputation-based
incentive mechanism is introduced in V-Lattice. (is paper uses Colored Petri Nets to verify the security of the architecture and
verifies the feasibility of PoW anti-spam through experiment. (e validation results show that the architecture proposed in this
paper is security, and it is feasible to prevent nodes from generating malicious behaviors by using PoW anti-spam.

1. Introduction

With the development of wireless communication tech-
nology and the automobile industry, the Vehicular Ad
Hoc Networks (VANETs) have developed significantly,
which brings many conveniences to humans in terms of
safety and entertainment. (rough the collaboration of
Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure
(V2I), Vehicle-to-Pedestrians (V2P), and Vehicle-to-
Cloud (V2C) communication, VANETs can enhance
driving safety and traffic efficiency and realize Intelligent
Traffic System (ITS) better. In ITS, a lot of sensor data
need to be transferred between nodes. In particular, video
data collected by cameras, such as traffic accident infor-
mation and road condition information, need to be
transmitted to other nodes through mobile video com-
munication technology. However, in the process of

communication between the nodes in the VANETs, se-
curity and privacy are the main concerns [1], including the
security protection issues (such as integrity and cor-
rectness) of the VANETs data in transmission process, the
security issues (such as non-tampering) of VANETs data
stored in the data center, the access control issues (such as
identity verification), and privacy protection issues.

(e traditional approach to solve security problems is
based on centralized approach which requires a trusted
central entity. However, through a trusted central entity,
there is a single point of failure problem. Moreover, the data
stored in a trusted central do not have a technical method to
ensure its security (nontampering, traceability), and they are
only guaranteed at the legal level. (ere are also some ap-
proaches based on the distributed approach, but the lack of
trust between distributed entities makes it difficult to im-
plement in actual environments.
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Blockchain is a distributed technology. It uses cryp-
tography and hash functions to store data in a chain to
ensure that data are tamper-resistant and traceable. And the
technology uses a consensus protocol to ensure data con-
sistency. At present, the use of blockchain is very extensive,
including supply chain management, agriculture, Internet of
(ings (IoT), artificial intelligence (AI), and autonomous
vehicles. It can be seen that using blockchain technology in
the VANETs environment can solve the security problems
and the dependence on trusted central entities.

At present, there have been many studies on using
blockchain in the VANETs environment, mainly including
the architecture [1–4], authentication mechanism [5–7],
privacy protection [8–10], trust management [11–13], cer-
tificate management [14, 15], and data sharing [16–18].
(ese studies mainly focus on the architecture of the
combination of blockchain and the VANETs and how to use
the blockchain to solve the security issues in the VANETs
environment. Moreover, they are all based on the traditional
chain blockchain structure. However, the VANETs is self-
organizing and highly dynamic. Moving vehicles will gather
at intersections to form a multidomain network. (e data
sharing between V2V and V2I is mostly temporary and
dynamic, which make it difficult to synchronize data be-
tween nodes and resulting in more forks and low consensus
efficiency. At the same time, vehicles in the VANETs usually
have limited resources.(e compute and storage capabilities
are usually not particularly strong. So, a complete blockchain
cannot be run and stored on the vehicle. It can be seen that
the characteristics of highly dynamic and resource-con-
strained of the VANETs make the traditional chain block-
chain system not suitable for actual VANETs scenarios.

With the development of blockchain technology, the
structure of the blockchain has also evolved from a tradi-
tional chain structure to a directed acyclic graph (DAG)
structure. In the DAG structure, the constituent unit is a
transaction which does not need to be packaged into blocks.
Moreover, in the DAG structure, each transaction can point
to multiple previous transactions, allowing the blockchain to
generate forks. (erefore, the DAG structure can make
transactions reach consensus parallelly, which greatly im-
proves the speed of processing transactions, that is, TPS. It
can be seen that through the DAG structure, the consensus
efficiency and transaction throughput of the system can be
improved, meanwhile the problem of low scalability can be
solved. Currently, the researches using DAG structure in-
clude IOTA [19], Byteball [20], InterValue [21], Nano [22],
and JURA [23]. (ese researches use DAG structure to build
a blockchain that can run stably for a long time. It shows that
the DAG structure can replace the traditional chain struc-
ture to show better performance. In particular, the DAG-
lattice structure is used in both the Nano and JURA projects.
In the DAG-lattice structure, each node account has its own
account chain, and only the node itself can add transactions
to its own account chain. So, the transactions between ac-
counts can be added to the blockchain asynchronously and
parallelly. Moreover, in the lattice DAG structure, the node
can prune the transactions from the account chain of the
node out of communication and only keep their latest

transactions without affecting the system consensus. It can
be seen that using the DAG-lattice structure in the VANETs
environment can solve the problems caused by high dy-
namics and resource constraints.

(erefore, this paper proposes a lightweight blockchain
architecture using DAG-lattice structure for VANETs, called
V-Lattice. (is architecture is general and suitable for
highway and urban road. In this architecture, each node has
its own account chain. (e transactions they generated can
be added to the blockchain asynchronously and parallelly,
and resource-constrained vehicles can store the pruned
blockchain and execute blockchain related operations
normally. At the same time, in order to incentivize vehicle
and roadside unit (RSU) to participate in the blockchain
network actively and without malicious intent, this paper
uses a reputation-based incentive mechanism; that is, each
node participating in the blockchain has a reputation score,
and the reputation score of nodes can be updated dynam-
ically based on the node’s behavior. (e main contributions
to this paper are as follows.

(1) Based on the DAG-lattice structure, this paper
proposes a lightweight blockchain architecture for
VANETs. (e lightweight nature is reflected in two
aspects. One is the small amount of calculation. In
this paper, the PBFT consensus algorithm is used,
which is not discriminatory in computing power.
(e other is the small storage capacity. Vehicles with
limited storage capacity store pruned blockchain
instead of full blockchain.

(2) (is paper introduces a reputation-based incentive
mechanism to encourage more nodes to participate
in the blockchain, and through updating the node’s
reputation score dynamically, it motivates normal
nodes and punishes malicious nodes.

(3) (is paper proposes a consensus method that can
conduct asynchronous consensus on transactions
generated by nodes.

(4) Aiming at the lightweight blockchain architecture
for VANETs proposed, this paper describes how
common applications in the VANETs work under
this architecture.

(e rest of the paper is organized as follows. Section 2
describes research on the architecture introducing block-
chain technology in VANETs and the current using of the
DAG-lattice structure; Section 3 introduces the relevant
components of the architecture proposed in this paper;
Section 4 introduces the proposed lightweight blockchain
architecture in detail; Section 5 describes the malicious
attack scenarios that may occur in this architecture and
analyzes how this paper deals with these malicious attacks;
Section 6 verifies the proposed architecture; finally, the full
paper is summarized in Section 7.

2. Related Work

2.1. Research on the Architecture of Using Blockchain in
VANETs. At present, there have been many researches on
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proposing the security architecture for VANETs using
blockchain. (ese studies mainly include two categories.
One is that the nodes (vehicle and RSU) in VANETs do not
participate in the blockchain, and the other is that the nodes
in VANETs participate in the blockchain.

In the research case where the nodes in VANETs do not
participate in the blockchain, the blockchain is deployed as a
storage service in nodes or platforms which maintain the
operation of the blockchain outside the VANETs. Rahman
et al. [4] proposed a secure Internet of Vehicles (IoV)
framework that allowed vehicle data to be stored in block-
chain and off-chain repositories for secure sharing with one’s
community of interest. In this framework, the blockchain
provides storage as a service. Xu et al. [24] introduced a new
framework for secured intelligent vehicle data sharing,
namely, biometric blockchain (BBC). In the BBC, each vehicle
can be connected to the BBC-based platform and store their
IV-BC through the BBC-based cloud service. Kulathunge and
Dayarathna [25] proposed a VANET communication
framework based on blockchain functions. In this architec-
ture, data are stored in the Hyperledger Fabric blockchain,
and the VANETs nodes communicate with the blockchain
through the REST protocol.

However, the blockchain runs on nodes outside the
VANETs as a distributed storage environment, which can
only guarantee the security of the data in the storage process
and cannot improve the security of the data in the com-
munication process through blockchain technology.
(erefore, researchers have proposed some architectures in
which the nodes in the VANETs participate in the block-
chain. In these architecture studies, the blockchain runs in
vehicles or RSUs in the VANETs, and the operation of the
blockchain is maintained by the vehicles or RSUs. Yuan and
Wang designed a seven-layer conceptual model for ITS in
[26] and proposed a B2ITS framework. Dorri et al. [27]
proposed a blockchain-based distributed privacy protection
and security architecture for smart vehicles.(e nodes in the
architecture are clustered, and only the cluster heads (CHs)
are responsible for managing the blockchain and executing
its core functions. Singh and Kim [28] proposed an Intel-
ligent Vehicle-Trust Point (IV-TP) mechanism for IV
communication among IVs using blockchain technology. In
this mechanism, the IV-TP data are managed through the
blockchain. Leiding et al. [29] proposed a transparent, self-
managed, and decentralized system which combined
Ethereum and VANETs. In this system, each entity has an
Ethereum address, and RSU provides Ethereum-based ap-
plications which have been deployed to the Ethereum
blockchain. Sharma et al. [2] proposed a vehicle network
architecture based on blockchain in the smart city (Block-
VN). Block-VN includes controller nodes, miner nodes, and
ordinary nodes.(e ordinary nodes can send service request
messages to miner nodes (vehicles) or controller nodes.
Jiang et al. proposed a blockchain-based distributed
VANETs architecture in [30]. According to different ap-
plication purposes, the blockchain is divided into 5 types.
(e various blockchains do not communicate with each
other, and they also have 5 different types of blockchain
nodes.

(e current architecture researches are considered from
the perspective of application. (e use of blockchain can
solve some security issues, privacy, and so on. Moreover, the
proposed architectures mainly study that the blockchain
runs on which entities, what information is stored on the
entities, and how the entities interact to ensure security in
the VANETs. However, they do not consider the high dy-
namics of the VANETs and the problems caused by the use
of blockchain under the condition of limited node resources.

2.2. Usage of DAG-Lattice Structure. (e DAG-lattice
structure is a kind of DAG structure. (e first to use this
structure was the Nano project [22]. In this project, each
account has its own blockchain.(e sending transaction and
receiving transaction are separated, which can provide al-
most instantaneous transaction speed and unlimited scal-
ability. Moreover, the transaction tracks the account balance,
so that blockchain can be pruned without affecting the
performance and security. In view of the limitations of
current blockchain technology and the scalability require-
ment of having millions of TPS in the future, the JURA team
proposed the decentralized JURA [23], in which novel data
structure Fusus, PoU consensus mechanism, verifiable
random function technology, dynamic monitored and
distributed sharding, and artificial intelligence is used. (e
essence of Fusus is the DAG-lattice structure. (e trans-
action records of accounts form the lattice, and the trans-
action records of each account are organized by DAG
structure.

Both Nano and JURA are cryptocurrencies based on
blockchain. However, some researchers have used the DAG-
lattice structure in a noncryptocurrency environment. Zhou
et al. [31] used the DAG-lattice structure in data tokeni-
zation and proposed the lattice blockchain model, namely,
DLattice. (is model has a double-directed acyclic graph
(Double-DAG) structure, and each account is composed of a
Token-Chain and a Data-Tree.

At present, the DAG-lattice structure has not been used
in the VANETs environment.

3. The Components of V-Lattice

(is section defines the basic components of V-Lattice from
four aspects: node, account, transaction, and ledger.

3.1. Node. (e node is software that runs on entities in the
blockchain network. It follows the relevant protocols of the
blockchain and can run all or part of the blockchain-related
operations, including generating transaction, verifying
transaction, transaction consensus, and storing transaction.
In the VANETs environment, the entities are mainly mobile
vehicles and RSUs fixed on both sides of the road. When a
blockchain node is running on a moving vehicle, the mo-
bility of the vehicle causes the vehicle to frequently join or
leave the blockchain network. Moreover, the moving vehicle
often forms small clusters at intersections, which makes it
difficult to maintain a unified ledger among vehicles; when
the blockchain node is running in fixed RSUs, the RSUs are
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fixed and can maintain a stable network. However, because
the blockchain ledger is stored on the RSUs, it cannot be
guaranteed to keep communicating with the RSUs during
the movement of vehicles. When the vehicles cannot
communicate with the RSUs through a single hop or
multiple hops, it is impossible to obtain data from block-
chain or synchronize the transactions to the RSUs in real
time.

(erefore, both vehicles and RSUs participate in the
blockchain network as blockchain node and jointly maintain
the blockchain in V-Lattice.(e node running on the vehicle
is called vehicle node, denoted as VNodei ∈ VNode1,

VNode2, . . . ,VNodeN}, where N is the number of vehicles.
(e node running on RSU is called RSU node, denoted as
RNodei ∈ RNode1,RNode2, . . . ,RNodeM , where M is the
number of RSUs.

3.2. Account. (e account is the identity of a blockchain
node participating in the system. For ease of management,
each blockchain node has only one account. Each account
consists of a public key and private key pair Pr, Sr , where
the public key Pr is publicly available on the entire network
to identify each account, and the private key Sr is kept by the
account itself and is not publicly disclosed.

(e public and private key pair of the account is gen-
erated by the Trust Center (TC). (e trusted center is an
absolutely trusted infrastructure that will not be maliciously
attacked and used for generating public and private key pair,
authenticating identity, and issuing certificates. Before
joining the blockchain network, vehicle nodes and RSU
nodes firstly need to generate public and private key pair
through the TC. (e public and private key pair of the
vehicle account is generated by the fixed attributes of the
vehicle (vehicle license plate, vehicle type, vehicle manu-
facturer, vehicle owner information, etc.). (e public and
private key pair of the RSU account is generated by the fixed
attribute (number, etc.) of the RSU.

(e V-Lattice contains vehicle accounts and RSU ac-
counts, which represent vehicle nodes and RSU nodes, re-
spectively. (e vehicle account is denoted as VACi ∈
VAC1,VAC2, . . . ,VACN , where N is the number of ve-
hicles. RSU account is denoted as RACi ∈ RAC1,

RAC2, . . . ,RACM}, where M is the number of RSUs.

3.3. Transaction. (e transaction is a series of operations
that cause state change in the blockchain. In a traditional
blockchain, multiple transactions need to be packaged into a
block firstly. It takes a certain amount of time to pack a
block, and the packed block is generally relatively large,
which is not conducive to transmission in a highly dynamic
and bandwidth limited VANETs environment. (erefore, a
transaction is regarded as a block in V-Lattice. Transaction
and block can be used interchangeably.

In the traditional blockchain, a chain is maintained
between all accounts. One operation is a transaction, and a
transaction may involve two accounts. However, for a
blockchain with a lattice structure, each account maintains
its own account chain. In order to reduce the coupling and

enable transactions to operate asynchronously between
account chains, a transaction under the traditional block-
chain is separated into a sending transaction and a receiving
transaction in V-Lattice, which is stored in sending and
receiving account chains, respectively.

In the VANETs environment, the main behaviors of
nodes include that node creates account, node broadcasts
messages, node obtains messages from other nodes, and RSU
updates node’s reputation score. (erefore, the transaction
types involved in V-Lattice include creating account
transaction (Tacount create), sending message transaction
(Tmessage send), sending reputation score transaction
(Treputation send), and receiving transaction
(Treceive).Tacount create is used to create the node’s account;
Tmessage send and Treceive appear in pairs to complete a
message transmission together; Treputation send and Treceive
appear in pairs to complete a reputation score updating
operation together. In particular, Tacount create only involves
one account, so there is no need for Treceive.

3.4. Ledger. (e ledger is the data maintained by all ac-
counts, and each account has an account chain. For each
account, the transaction content on the account chain in-
cludes message-related transactions and reputation-related
transactions. In order to improve transaction processing
speed, facilitate transaction query, and process transactions
asynchronously, the V-Lattice divides the account chain into
Message Chain (MC) and Reputation Chain (RC). (e
ledger is stored by the structure of a directed acyclic graph
(DAG). (e DAG-lattice structure of the ledger is shown in
Figure 1.

(e genesis block is generated by the system during
initialization, and it is the parent block of all creating ac-
count transaction. Tacount create is the genesis transaction of
the account chain. (e MC and RC are, respectively, linked
to Tacount create. Tmessage send and Treceive exist in pairs, and
Tmessage send must be quoted by the corresponding Treceive.
Similarly, Treputation send and Treceive exist in pairs, and
Treputation send must be quoted by the corresponding Treceive.
(e change of node’s reputation score is caused by the
behavior of the node. In this architecture, the behavior of the
node refers to whether the node sends the correct message.
In other words, the behavior of the node can be reflected by
Tmessage send. (erefore, Treputation send must quote the cor-
responding Tmessage send that resulted in the reputation score
changing.

(rough the DAG-lattice structure shown in Figure 1,
the transactions can be performed asynchronously between
accounts. At the same time, the transactions on MC and RC
can also be performed asynchronously within the same
account.

4. Proposed V-Lattice

(is section introduces the proposed V-Lattice in detail.

4.1. 1e Overview of V-Lattice. In V-Lattice, vehicles, and
RSUs together form a blockchain network. When the
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vehicles and the RSUs join the blockchain network, firstly
they need to obtain the public and private key pair through
the trusted center and then create account according to
public key. (e communication method between vehicles or
between vehicles and RUSs is wireless communication, such
as DSRC and 5G. (e communication method between
RUSs is wire communication. (ey communicate through
the Gossip protocol to ensure the consistency of the
blockchain. Figure 2 shows the network structure diagram.

(e entities of this architecture mainly include Trust
Center, vehicle, and RSU. (e overall workflow chart be-
tween entities is shown in Figure 3.

Trusted Center, as an absolutely trusted entity, is used
to generate public and private key pairs for vehicles and
RSUs. Moreover, it is also used for assisting RSUs to
verify the account information created by blockchain
nodes.
Vehicle, as a lightweight node, has limited storage
capacity and stores the pureed blockchain. In order to
verify transactions and participate in consensus, the
pureed blockchain stored in the vehicle should at least
contain the creating account transaction and the latest
message-related transactions and reputation-related
transactions of the vehicle itself and other surrounding
vehicles. However, as the vehicle is moving, the sur-
rounding vehicles constantly change, which cause the
vehicles to frequently update the locally pureed
blockchain. (erefore, in order to prevent this problem
and to improve the overall security of the blockchain,
vehicles are encouraged to store more transactions.
RSU, as a full node, has the characteristics of large
storage capacity and strong computing power. It can
perform all blockchain functions and store all trans-
action records. (e update of the reputation score
requires a large amount of calculations, and the

transaction information of other vehicles is required, so
it is completed by the RSU. For the message sent by the
node, the RSU needs to judge whether the message is
true or false (the method of judging whether the
message sent by the node is true or false is mainly
realized through trust management in the VANETs.
(is part is not the focus of this paper and will not be
discussed in detail). If it is found that a fake message is
sent by a node, its reputation is reduced; otherwise, its
reputation is increased. For nodes with high reputation
score, there are more opportunities to generate blocks
and get rewards. Meanwhile, the messages generated by
them are processed firstly. For nodes with low repu-
tation score, the messages will not be accepted by other
nodes and they cannot get priority services. (is can
help encourage the vehicle to stay normal.

In V-Lattice, the operations performed by the vehicle
include generating transactions, verifying transactions,
forwarding transactions, and participating in consensus.(e
operations performed by RSU include generating transac-
tions, verifying transactions, forwarding transactions, par-
ticipating in consensus, and updating node’s reputation
score.

4.2. Transaction Structure

4.2.1. Creating Account Transaction. To create an account,
the blockchain node needs to send a creating account
transaction as shown in Table 1. (e type field identifies the
type of transaction, and its value is account_create. (e
account field indicates the address of the account to be
created. (e difficulty field is the difficulty of Proof of Work
(PoW), and the nonce is a random number that meets the
difficulty of PoW. (e difficulty and nonce will be described
in detail in Section 4.5. (e timestamp field indicates the

Taccount_create (VAC1) Taccount_create (RAC1)Taccount_create (VAC2)

Treceive

Treceive

Treceive

Treceive Treceive Treceive
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Treputation_send

Treputation_send

Treputation_send

Treputation_send

Treputation_send

Tmessage_send

Tmessage_send

Tmessage_send Tmessage_send
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Tmessage_sendTmessage_sendTmessage_send

Genesis block

Message chain Message chain Message chainReputation chain Reputation chain Reputation chain

… … … … … …

Figure 1: (e DAG-lattice structure of ledger.
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time when the transaction is created. (e signature field is
the signature of the transaction by the node creating
transaction. (rough signature, on the one hand, the node
cannot deny its signature. On the other hand, it can also
determine whether the transaction content has been tam-
pered by malicious nodes, thereby ensuring the integrity of
the information transmission process. (e signature is
generated by the transaction producer using his own private
key Sr to encrypt the hash value of the transaction content
(except the signature field), that is, signature � ESr

H1(type, account, nonce, difficulty, timestamp) , where H1
is the hash algorithm.

4.2.2. Sending Message Transaction. When the node sends
message content, it firstly needs to send a sending message
transaction as shown in Table 2. (e type field identifies the

type of transaction, and the value is message_send. (e
previous field identifies the hash value of the previous block.
(e source field is the address of the account that sent the
transaction, and the destination field is the address of the
account that receive the transaction. (e msg field is used to
indicate the message sent by node, including desc field and

Vehicle

Road side unit

Trust center

Wireless communication
Wire communication

Blockchain

Figure 2: (e network structure diagram.

TC

RSU

2.1 Get public/private key 2.2 Get public/private key

1 Initialize blockchain

3.1 Create account 3.2 Create account

4.1 Send message

Vehicle

4.2 Send message
5 Update reputation

Blockchain

… … … …

Figure 3: Overall workflow chart.

Table 1: (e structure of creating account transaction.

Tacount create {
type: account_create,
account: f6b4c0685f. . .acc5f7918c,
nonce: 154883521,
difficulty: 0000000111. . .1111111111,
timestamp: 1606128999,
signature: af0c8bb4d5. . .b3786dd6ac

}
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content field. (e desc field is the description information of
content, and content field refers to the specific message
content to be sent which includes public content
plaintext_cont field and encrypted content ciphertext_cont
field. (e desc field and plaintext_cont field are displayed in
plaintext in the transaction, which can be directly read by
other nodes, whereas the ciphertext_cont field is displayed in
ciphertext in the transaction. Only after the sender autho-
rizes it, it can be decrypted and read through the decryption
key. (e signature field is generated by the transaction
producer using his own private key Sr to encrypt the hash
value of the transaction content (except for the signature
field), namely, signature � ESr

H1 (type, previous,
source, destination, nonce, difficulty, timestamp,msg)},
where H1 is the hash algorithm.

4.2.3. Sending Reputation Score Transaction. When RSU
updates the reputation score of nodes, it needs to send a
sending reputation score transaction as shown in Table 3 to
the nodes.(e type field identifies the type of transaction, and
its value is reputation_send.(e destination field indicates the
account address of the node (vehicle or RSU) whose repu-
tation score needs to be updated.(e associate field is the hash
value of the corresponding transaction that causes the node’s
reputation score to change. It is used to associate the change of
node’s reputation score with the node’s behavior. (e
reputation field records the reputation score of the node,
where desc field describes the update method of the node’s
reputation score, and the score field records the updated
reputation score of the node. (e timestampdest field is the
timestamp when the node whose reputation score is updated
signs the transaction. (e signature field and signaturedest
field, respectively, represent the signature of the transaction
producer (i.e., the RSU updating the node’s reputation score)
and the node whose reputation score is updated. As the
reputation score update is completed by the RSU, and the
reputation score needs to be recorded on the Reputation
Chain of the node whose reputation is updated, so the RSU
and the node whose reputation is updated need to sign the
transaction jointly. (rough the joint signature method, the
updated node can not only track the change of reputation
score but also can prevent the updated node from modifying
the reputation score, and at the same time can prevent the
RSU from being attacked andmaliciously updating the node’s
reputation score. (e signature field is generated by the

transaction producer using his own private key to encrypt the
hash value of the transaction content (except for the signature
field and signaturedest field), that is, signature � ESr

H1(type, previous, source, destination, associate, nonce,

difficulty, timestamp, reputation)}, where Sr is the private
key of the transaction producer and H1 is the hash al-
gorithm. (e signaturedest field means that the node
whose reputation score is updated uses its own private
key to encrypt the hash value of the transaction content
(except for the signature field and signaturedest field),
that is, signaturedest � EDSr H1(type, previous, source,

destination, associate, nonce, difficulty, timestamp, reputation,

timestampdest)}, where DSr is the private key of the node
whose reputation is updated, and H1 is hash algorithm.

4.2.4. Receiving Transaction. When node receives a sending
message transaction or a sending reputation score trans-
action, it needs to send a receiving transaction as shown in
Table 4. (e type field is used to identify the type of the
receiving transaction. If a receiving transaction is initiated
for a sending message transaction, the type field is
message_receive. And if a receiving transaction is initiated
for a sending reputation score transaction, the type field is
reputation_receive. (e destination field indicates the ad-
dress of the account that receives the transaction, which is
consistent with the content of the source field. (e associate
field points to the hash value of the corresponding sending
transaction and is used to associate the receiving transaction
with the sending transaction.(e signature field is generated
by the transaction producer using his own private key to
encrypt the hash value of the transaction content (except the
signature field), that is, signature � ESr

H1(type,

previous, source, destination, associate, nonce, difficulty,

timestamp)}, where Sr is the private key of the transaction
producer, and H1 is the hash algorithm. Only after the
receiving transaction and the corresponding sending
transaction are both agreed and added to the blockchain can
an operation be considered complete.

4.3. Transaction Verification. After blockchain node receives
the transaction T sent by the node K, (K ∈ VNodei

����RNodei),

Table 2: (e structure of sending message transaction.

Tmessage send {
type: message _send,
previous: f69bb1178e. . .e5fdc9c7d1,
source: f6b4c0685f. . .acc5f7918c,
destination: 4d9c22f58f. . .7936b855da,
nonce:4565123156,
difficulty: 0000000111. . .1111111111,
timestamp: 1606133657,
msg: {desc, content {plaintext_cont, ciphertext_cont}},
signature: c8dbb6c772. . .6c46aabbf2

}

Table 3: (e structure of sending reputation score transaction.

Treputation send {
type: reputation _send,
previous: 2174a3b1cd. . .5a57e16be9,
source: f6b4c0685f. . .acc5f7918c,
destination: 4d9c22f58f. . .7936b855da,
associate: d24c9bfe35. . .fcefebeb64,
nonce: 423426631123,
difficulty: 0000000111. . .1111111111,
timestamp: 1606133830,
reputation: {desc, score},
signature: 3af4cdace5. . .b326438866,
timestampdest: 1606133840,
signaturedest: b9bec112d8. . .63e65bd294

}
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it needs to verify the transaction T. (e verification content
includes (1) whether the transaction is received for the first
time; (2) the nonce value; (3) the timestamp; (4) the signature
of the transaction; (5) the associated transaction. (e specific
verification procedures of transaction T are shown in
Figure 4.

4.3.1. Whether the Transaction Is Received for the First Time.
Upon receiving a transaction T, first it is necessary to verify
whether the transaction is received for the first time. (e
verification method is to check the recent historical trans-
action information under the account that sent the trans-
action T to determine whether there is a copied transaction.
If there is a copied transaction, that is, the transaction has
been received before, it may be a copied transaction gen-
erated by a malicious node, and the transaction needs to be
discarded.

4.3.2. 1e Nonce Value. (e correctness of the nonce value
can determine whether the blockchain node K has com-
pleted proof of work. Only when the node has completed the
proof of work can it send transactions to the blockchain
network. So, the verification of the correctness of the nonce
value is very important. (e method of verification is to
combine the type field, the difficulty field, the timestamp
field, and the nonce field of the transaction to calculate the
hash value and determine whether the
Hash(type, difficulty, timestamp, nonce) meets the PoW
difficulty. If the nonce value meets the value of the difficulty
field in the transaction, it means that the node has completed
the corresponding proof of work; otherwise, the transaction
is discarded.

4.3.3. 1e Timestamp. (e purpose of verifying the time-
stamp is to determine whether the node K sends the
transaction immediately after it generates the transaction
and to prevent malicious nodes from generating pre-
computed POW attacks (detailed in Section 5.3). (e
method to verify the correctness of the timestamp is to verify
whether the time internal Δt between the timestamp of the
transaction timestamp or timestampdest and the time of
receipt of the transaction Time satisfies Δt<ThresholdT,
where Δt � Time − timestamp

����timestampdest. If Δt exceeds
the threshold ThresholdT, it means that the node does not

send the transaction immediately and the verification failed.
It should be noted that, for the sending reputation score
transaction, it contains the timestamp and timestampdest. If
the transaction is issued by the RSUs which update the
reputation score, the timestamp will be verified. If the
transaction is issued by the node whose reputation score is
updated, then verify the timestampdest.

Under normal circumstances, the determinants of the
time interval Δt include the PoW time t

pow
T of the trans-

action, the queue time t
que
T of the transaction in the node, and

the transmission time ttransT from the sending node to the
destination node of the transaction. (erefore, the threshold
ThresholdT is expressed as follows:

ThresholdT � t
pow
T + t

que
T + t

trans
T + ηT. (1)

t
pow
T is the time required for the node to complete PoW
for the transaction. (is time usually varies and is
specifically related to the node’s reputation score and
computing power. However, the computing power
between nodes is usually similar, so the main influ-
encing factor of this time is the reputation score of the
node.
t
que
T is the queuing time of transactions in the node,
which is determined by the frequency of the sending
packets and the frequency of generating transactions. If
there is no malicious attack (e.g., Denial of Service), the
frequency of transactions generated by the node is
generally not too high.
ttransT is the transmission time of the transaction from
the sending node to the receiving node, and this time is
related to the network topology.
ηT is the error time. Since there may be error in the
calculation of the times t

pow
T , t

que
T and ttransT , they need to

be corrected by ηT. (e value of ηT needs to be de-
termined according to the real network environment
and historical experience. If ηT is too small, it will cause
normal transactions to fail to be verified. On the
contrary, if the value of ηT is too large, transactions
generated by malicious nodes may be mistaken for
normal transactions.

4.3.4. 1e Signature of the Transaction. By verifying the
signature of the transaction, it can be determined that the
transaction is indeed generated by the producer of the
transaction rather than forged by other malicious nodes.(e
method to verify the signature is firstly to calculate the hash
value of the transaction (except for the signature field or
signaturedest field)
hash1 � H1(type, account, nonce, difficulty, timestamp)

(here we take the creating account transaction as an ex-
ample), where H1 is the hash algorithm, which is the same
hashing algorithm as when signing. (en, it needs to use the
public key Pr of the transaction producer to decrypt the
signature and obtain the decrypted hash value
hash2 � DPr

signature . Finally, it needs to judge whether
hash1 and hash2 are the same. If hash1 � hash2, the signature

Table 4: (e structure of receiving transaction.

Treceive{
type: reputation _receive/message _receive,
previous: 34676fa04c. . .97c2d3e2a2,
source: f6b4c0685f. . .acc5f7918c,
destination: f6b4c0685f. . .acc5f7918c,
associate: 1a6a65ede0. . .62d93672a1,
nonce: 551354523,
difficulty: 0000000111. . .1111111111,
timestamp: 1606133858,
signature: abf7727736. . .9854bae5d9

}
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verification is passed; otherwise, the transaction is discarded.
(e specific verification process is as shown in Figure 5.

It is particularly important to note that, for the
sending reputation score transaction, if the transaction is
generated by the RSU that updates the node’s reputation
score, it only needs to verify the signature. If the trans-
action is sent by the node whose reputation score is
updated, the signature and the signaturedest need to be
verified at the same time.

4.3.5. 1e Associated Transaction. For the creating account
transaction and sending message transaction, this process
can be ignored because they do not involve related trans-
actions. However, for the sending reputation score trans-
action, it is necessary to associate the corresponding
transaction that causes the reputation score change. For the
receiving transaction, the corresponding sending message
transaction and the sending reputation score transaction
need to be associated. (erefore, after receiving the sending
reputation score transaction and receiving transaction, it is
necessary to verify whether the associated transaction has
been added to the blockchain. If the associated transaction
exists, the transaction verification is passed; otherwise, the
transaction is discarded.

Transactions that have passed the above 5-step verifi-
cation are added to the transaction candidate set. (e
transaction candidate set is used to temporarily store verified
transactions and wait for consensus.

4.4. Consensus Scheme. Consensus algorithm is the core part
of the blockchain, and it can guarantee the consensus of
distributed blockchain nodes. Common consensus algo-
rithms currently include Proof of Work (PoW) used in
Bitcoin system, Proof of Stake (PoS) used in Ethereum, and
Practical Byzantine Fault Tolerance (PBFT) used in
Hyperledger. By comparing PoW, PoS, and PBFT, Ayaz et al.
[32] believe that PBFT has the most potential to become the
consensus algorithms in the VANETs environment. (e
PoW consensus algorithm is discriminatory in computa-
tional power, and the POS consensus algorithm is dis-
criminatory in stakes owned. However, the PBFT consensus
algorithm is based on voting, which is not discriminatory in
computational power and stakes owned. It can be seen that it
is suitable for use in the VANETs environment. (erefore,
PBFT-based consensus algorithm is adopted in this
architecture.

(e PBFT consensus algorithm has relatively high
communication complexity, and its complexity is Ο(n2),
where n is the number of nodes participating in the con-
sensus. As you can see, performance degrades dramatically
when there are many nodes in the network. Moreover, in
PBFTconsensus algorithm, if the byzantine nodes exceed 1/3
of the total number of participating consensus nodes, the
consensus algorithm will fail. Based on these two consid-
erations, this architecture selects nodes within M hop
around the transaction producer rather than all nodes in the
network, which can improve consensus efficiency. As a
parameter in the consensus process, M is dynamically

Start

Whether T is
received for the

first time

Does the nonce
meet the difficulty?

Is the timestamp
correct?

Does related
transaction exist?

Is the signature
correct?

End

No

No

No

Verified successfully

Transaction T

No

No

Yes

Yes

Yes

Yes

Yes

Figure 4: Transaction verification flow chart.

Security and Communication Networks 9



adjusted according to the network environment. At the same
time, node with reputation score greater than a certain
threshold T is selected to participate in the consensus, so as
to avoid the byzantine nodes participating in the consensus
from exceeding 1/3 of the total number of nodes. If a node
participating in the consensus is attacked and behaves
maliciously, the RSU can quickly find and reduce its rep-
utation score, thus preventing the attacked node from
participating in the consensus process.

In this architecture, transaction consensus can be
asynchronous, that is, transactions of different accounts, or
transactions related to messages and reputation scores of the
same account can be asynchronously agreed. (erefore, in
the consensus process, all nodes can become the master node
and present a consensus on transaction. But for a certain
transaction, only one node can become the master node to
avoid the occurrence of forks. However, in the traditional
PBFT consensus algorithm, the selection method of the
master node has the problem of forecasting in advance. In
order to avoid amalicious attack on a certain transaction, the
master node proposing a certain transaction should not be
predicted in advance.

(e verifiable random function VRF [33] maps the input
value to a verifiable output. It is characterized by not being
able to predict the random result and verifying the cor-
rectness of the result. In Algorand [34] and Ouroboros Praos
[35], the authors use VRF to select the node proposing block,
which has high security.(erefore, VRF is used to determine
the master node of the consensus in this paper and PBFT
consensus algorithm is improved. To achieve asynchronous
consensus, this paper appends transaction information (the
account‖source field and the timestamp field) to the VRF
verification information. Transaction can be uniquely
identified by additional transaction information. (e de-
tailed procedures are as follows.

(1) Each node Gi of scheduled generation block selects a
transaction from the local transaction candidate set,
uses the timestamp of transaction and the private key
G

Sr

i of node Gi as the input of VRF to generate the
hash output of hash value and proof_value through
the VRF calculation function VRF_HASH and VRF
proof function VRF_Proof. (e calculation method
of hash_value and proof_value is shown in the
following:

hash value � VRF HASH G
Sr

i , timestamp , (2)

proof value � VRF Proof G
Sr

i , timestamp . (3)

(2) (e node Gi sends the VRF verification message
hash value, proof value, account‖source,

timestamp, accountGi
} to the surrounding nodes in

the preprepare phase of the PBFT consensus algo-
rithm, where the accountGi

is the account of the node
Gi. In particular, it should be noted that the nodes
participating in the consensus are both the master
node and the client node in this architecture.
(erefore, the request phase is not involved in this
architecture.

(3) After the surrounding nodes as VRF verifier re-
ceiving hashvalue, proofvalue, account‖source,

timestamp, accountGi
}, firstly they need to verify

whether hash value � VRF P2H(proof value) is
true. If true, then zero-knowledge proof is performed
through the VRF verification function
VRF Verify(G

Pr

i , timestamp, proof value), where
G

Pr

i is the public key of the node Gi. If the verification
result is true, this means that the hash value is
generated by the node Gi through timestamp.

(4) Among the verified VRF verifiers for the same
transaction account‖source, timestamp , only the
node whose hash value meets a certain condition is
selected as themaster node to perform other stages of
the PBFT consensus, including prepare stage, com-
mit stage, and reply stage. It should be noted that the
client is not involved in this architecture, so the
message is sent to the master node during the reply
phase.

(rough the above process, the master node can be
randomly generated without being predicted in advance. At
the same time, the asynchronous transaction consensus can
be achieved.

As the vehicle moves, it may not be able to communicate
with the RSU. In this case, the transaction that has reached
consensus can only synchronize with the surrounding ve-
hicles but cannot synchronize with the RSUs in real time.
(erefore, it is necessary to use the Delay Tolerant Network
(DTN). (e vehicle firstly saves the transaction that has
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reached consensus locally, and when it moves to the com-
munication range of the RSU, it synchronizes the transaction
to the RSU. In this way, all the transactions that have reached
consensus can eventually be synchronized with the RSUs.

4.5. PoW Anti-Spam. Before nodes send a transaction, they
first need to compute a random number satisfying a par-
ticular difficulty to complete the proof of work. Transactions
cannot be sent until PoW is complete. When other nodes
receive a transaction, they first need to verify whether nonce
value is correct. Unlike PoW in Bitcoin, it is only used as an
anti-spam tool in this paper. Since the amount of calculation
is consumed during PoW, this can prevent malicious nodes
from always sending malicious messages to occupy network
bandwidth and perform DoS attacks.

In this paper, the difficulty of POW is related to the
node’s reputation score. (e higher the node’s reputation
score, the lower the difficulty of POW. On the contrary, the
lower the node’s reputation score, the higher the difficulty of
POW. (e specific calculation method is shown in the
following equations:

Nzero � e
− (ϑ·Score+μ) ∗Nhash , (4)

difficulty⇐ 0 · · · 0√√√√
Nzero

+ 2Nhash− Nzero − 1 B, (5)

where Nhash is the length of the hash value, which depends
on the specific hash algorithm (e.g., the MD5 algorithm is
128 bits, the SHA-1 algorithm is 160 bits, and the SHA-256
algorithm is 256 bits). (e specific selection of hash algo-
rithms needs to be determined according to the application
requirements. Nzero is the number of the first 0 in the POW
difficulty string. (e Score is the node’s reputation score. ϑ
and μ are two preset parameters, which are used to control
the change rate and upper limit of POW difficulty. ⌊ · ⌋

indicates that the number is rounded down to the integer
part. (·)B means convert a decimal number into a binary
number.

As shown in Figure 6, POW is relatively difficult when
the node’s reputation score is very low. But with the increase
of reputation score, the difficulty of PoW decreases
gradually.

After the difficulty is determined, the PoW can be carried
out for the transaction. (e method is to try random
numbers until a random number is found that satisfies the
difficulty. (e specific PoW method is shown in the
following:

Hash(type, difficulty, timestamp, nonce)≤ difficulty. (6)

4.6. Application Cases. In the VANETs environment, the
communication between vehicles or between vehicles and
RSUs is mainly used to improve traffic safety and efficiency
and realize intelligent traffic management. (erefore, in the
proposed architecture, application cases mainly include
node creates accounts, node broadcasts messages, node
obtains messages from other nodes, and RSU updates nodes’

reputation score. Under this architecture, the working
methods of these four application cases are as follows.

4.6.1. 1e Node Creates Accounts. When a node joins the
blockchain for the first time, an account needs to be created.
(e specific procedures are as follows:

1) Node A ∈ VNodei

����RNodei registers information in
the trusted center and obtains the public and private
key pair APr , ASr .

(2) Node A generates a creating account transaction
Tacount create, signs the transaction, and sends it to the
RSU. (e account field is the public key APr of node
A.

(3) RSU B ∈ RNodei that receives Tacount create verifies
whether the public key account APr has been reg-
istered in the TC.

(4) If the verification is successful, Tacount create will be
verified, reached consensus, and added to the ac-
count chain of the account as the genesis transaction
of the account.

4.6.2. 1e Node Broadcasts Messages. Vehicles or RSUs need
to frequently broadcast some warning messages, road
condition messages, and so on to improve traffic safety and
efficiency. (e specific procedures are as follows:

(1) Node A ∈ VNodei

����RNodei generates a sending
message transaction Tmessage send, signs it, and
broadcasts it to surrounding nodes. It should be
noted that the broadcast message does not have a
definite destination node, and the transaction cor-
responding to the message needs to be stored in the
node A’s Message Chain. So, the destination field
and the source field have the same content, that is,
the account address of node A. (e description
information infodesc of the message is recorded in the
desc field of msg, and the content infopub that is
publicly accessible by other nodes is recorded in the
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plaintext_cont field. (e content infoauth that needs
to be authorized for other nodes to access is
encrypted and recorded in the ciphertext_cont field,
that is, ciphertext_cont � EAPr (infoauth).

(2) After receiving Tmessage_send sent by node A, other
nodes verify it, reach a consensus, and add it to the
node A’s Message Chain.

(3) After Tmessage_send is added to the blockchain, node A

generates a receiving transaction Treceive, signs it, and
sends it to the network.

(4) Once Treceive is received, other nodes verify the
transaction, reach a consensus, and add it to the node
A’s Message Chain.

4.6.3. 1e Node Obtains Messages from Other Nodes.
Node B ∈ VNodei

����RNodei in network needs to obtain
content from another node A ∈ VNodei

����RNodei or obtain
access to encrypted content in the Message Chain from node
A. For node A, decrypting the ciphertext on the blockchain
every time, encrypting it with the public key of node B, and
then sending it to node B would undoubtedly cause a lot of
trouble for node A as the data owner. (erefore, using proxy
reencryption technology [36] in this paper adopts, node A

only needs to encrypt the ciphertext with the reencryption
key and send it to node B. (e specific procedures for node B

to obtain a message from node A are as follows:

(1) Node B generates a sending message transaction
Tmessage_send, signs it, and broadcasts to the sur-
rounding nodes. (e destination field is the account
address of node A, and the desc field in the msg field
records the content name that will be obtained from
node A or the hash value of a block in the node A’s
Message Chain.

(2) After receiving Tmessage_send sent by node B, other
nodes verify it, reach a consensus, and add it to the
node B’s Message Chain.

(3) Node A generates a receiving transaction Treceive,
signs it, and sends it to the network. At the same
time, node A generates ciphertext DataEncry based on
what node B needs to obtain. (e procedures of
generating DataEncry are as follows:

(a) Node A generates a reencryption key
Re − KeyA⟶B based on its own public key APr

and public key BSr of node B.
(b) Node A generates the data Datas sent to node B.

If the content that node B needs to obtain is
common content Ccomm which is not on the
blockchain, then Ccomm needs to be encrypted
with its own public key; that is, Datas �

EAPr (Ccomm). If the content that Node B needs to
obtain is content Mencry on the blockchain, then
Datas � Mencry.

(c) Node A encrypts the data Datas sent to node B by
the reencryption algorithm; that is,
DataEncry � Re − Enc(Datas,Re − KeyA⟶B).

(4) Node A generates a sending message transaction
Tmessage_send, signs it, and broadcasts it to sur-
rounding nodes. (e destination field is the account
address of node B, and the ciphertext DataEncry of the
message that needs to be sent to node B is recorded in
the ciphertext_cont field.

(5) After receiving Tmessage_send sent by node A, other
nodes verify it, reach a consensus, and add it to the
node A’s Message Chain.

(6) Node B decrypts DataEncry with its own private key to
obtain the required content and at the same time
generates a receiving transaction Treceive and sends it
to the network.

(7) After receiving Treceive sent by node B, other nodes
verify it, reach a consensus, and add it to the node B’s
Message Chain.

4.6.4. 1e RSU Updates Nodes’ Reputation Score. (e RSU
A ∈ RNodei in network can update the reputation score of
node B ∈ VNodei

����RNodei according to its behavior, so as to
motivate or punish node B. (e specific procedures for node
A to update the reputation score of node B are as follows:

(1) Node A generates a sending reputation score
transaction Treputation_send, signs it, and sends it to
node B. (e destination field is the account address
of node B. (e associate field is the hash value of the
corresponding transaction that causes the reputation
score to change. (e desc field of the reputation field
describes the method of updating the reputation
score, and the score field records the updated rep-
utation score of node B.

(2) When node B receives Treputation_send, it first verifies
the transaction. After the verification is passed, node
B records the current time in the timestampdest field,
signs the transaction again, and broadcasts it to
surrounding nodes.

(3) After receiving Treputation_send sent by node B, other
nodes verify it, reach a consensus, and add it to the
node B’s Reputation Chain.

(4) After Treputation_send is added to the blockchain, node
B generates a receiving transaction Treceive, signs it,
and sends it to the network.

(5) After receiving Treceive sent by node B, other nodes
verify it, reach a consensus, and add it to the node B’s
Reputation Chain.

During the reputation score update process, the RSU and
the updated node are required to sign transaction simul-
taneously. (e RSU signs the sending reputation score
transaction and sends it to the corresponding vehicle. (e
corresponding vehicle signs again and then sends the
transaction to the network to be added to blockchain.
However, if the node (especially a moving vehicle) leaves the
communication range of the current RSU when its repu-
tation is updated, the forwarding is done with the assistance
of other RSUs; if the node completely leaves the network (in
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an offline state), the RSU saves the relevant transaction
temporarily until the node joins the network and then
updates. If a node performs malicious behavior and does not
sign the sending reputation score transaction, the node will
be punished and pulled into the blacklist so that it can no
longer generate new transactions.

5. Security Analysis

(is section describes the malicious attack scenarios that
may occur in architecture and analyzes how this architecture
deals with these malicious attacks.

5.1. 1e Sybil Attack. A malicious node may create multiple
accounts and launch sybil attack on the network. However,
in this architecture, public key, and private key pairs of
vehicle and RUS are issued by TC, which is confirmed when
the account is created. So, the malicious node cannot create
large numbers of accounts to carry out the sybil attack.

5.2.1e Transaction Flooding Attack. A malicious node may
send a large number of malicious transactions to the net-
work, which affects other nodes’ judgment on the correct-
ness of messages in the network. In this architecture, the
node needs to complete the PoW before sending a trans-
action. (e difficulty of PoW is related to the node’s rep-
utation score. After a node sends a malicious transaction, it
will be discovered by the RSU and its reputation score will be
reduced. (is makes it increasingly difficult for node to
initiate malicious attack. (e node will abandon the attack
voluntarily until PoW consumes more computational re-
sources than the benefits of launching an attack.

5.3. 1e Precomputed PoW Attack. (e timestamp is gen-
erated automatically by the system and cannot be changed
by the node that generates the transaction. However,
malicious node can save transactions that have completed
PoW locally without sending them to the surrounding
nodes. After a period of waiting, transactions within this
period are sent out simultaneously, and then the network or
node is attacked. In this architecture, after the node receives
a transaction, it first verifies the transaction including the
verification of the timestamp. If a malicious node waits for a
period of time before sending a transaction, the interval
between the timestamp of the transaction and the current
time exceeds the threshold, and the verification cannot be
passed. As a result, the transaction is discarded and cannot
generate a valid attack.

5.4.1eConspiracy Attack. Two or more malicious nodes in
the network may join together to provide false voting in-
formation during consensus process to conduct a conspiracy
attack. (e PBFT consensus method is used in this archi-
tecture. Consensus results can be affected when 1/3 of the
malicious nodes participating in the consensus conduct a
conspiracy attack. However, in this architecture, nodes
within the M hop range around the production transaction

node and with a reputation score greater than a certain
threshold are selected to participate in the consensus. Be-
cause this architecture uses reputation score to motivate and
punish nodes. Malicious nodes usually have low reputation
scores, thus greatly reducing the probability of conspiracy
attacks.

6. Architecture Verification

(is section verifies proposed architecture, including the
security verification of using Petri nets and the feasibility
verification of PoW anti-spam through experiments.

6.1. Security Verification Based on Petri Net. Petri net is a
mathematical tool for researching system. It can be used to
describe and analyze asynchronous and concurrent system,
as well as design and optimize system. Colored Petri Net
(CPN) is a kind of advanced Petri Net that combines Petri
Net and programming language. A token represents an
object with a set of attributes. In CPN, each color set rep-
resents a different resource in the system, and the color set
can be of multiple data types. At the same time, CPN
supports hierarchical modeling, allowing the model to be
partitioned into manageable parts that can be reused.
(erefore, this paper adopts a top-down method to establish
a hierarchical CPN model for the proposed V-Lattice.

6.1.1. 1e CPN Model. (is paper defines the CPN through
nine-tuples, namely, CPN � (P, T, A,Σ, V, C, G, E, I). (e
top layer CPNmodel is shown in Figure 7, and the transition
Verify Transaction is substitution transition as shown in
Figure 8. (e detailed introduction of the nine-tuple is as
follows:

P is set of places, which is identified by an ellipse in
figure. (e upper right corner of each place is the initial
function I, and the lower right corner is the color set
function C. (ere are 6 places in the top layer CPN
model, and 8 places in the substitution transition Verify
Transaction.
T is the set of transitions that are identified by a
rectangle in figure, in which the double-line rectangles
represent substitution transition. (e guard function G

is located in the upper left corner of each transition. It is
not involved in this model. (ere are 5 transitions in
the top layer CPN model and 5 transitions in the
substitution transition Verify Transaction.
A is the set of arcs that are used to connect places and
transitions. Each arc contains an arc expression
function E.
Σ is the set of color sets, and V is the set of variables. In
this model, the definition of set of color sets and set of
variables are shown in Table 5.

As shown in Figure 7, in the top layer CPN model, the
Generate transition generates transactions which need to be
sent and adds them to the list of transactions. (e Send
transition broadcasts the next transaction to be sent to the
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Table 5: (e definition of set of color sets and set of variables.

Set of color sets Description Set of variables
Colset NO� int Identify different transaction type n
Colset NAME� string Transaction name p

Colset TRANSACTION� product NO∗NAME Information transmitted
Colset ledger� list NAME Ledger in the blockchain ps
Colset NOs� list NO List of transactions to be sent ns
Colset range� int with 1..3 Transaction type randomly generated k
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blockchain network. (e Verify Transaction substitution
transition is used to verify the transaction and add the
verified transaction to the transaction candidate set. (e
Execute Consensus transition selects transactions from the
transaction candidate set and reaches consensus. (e
Transaction to add transaction adds consensus-completed
transactions to the blockchain. At the same time, for the
sending message transaction and sending reputation score
transaction, a receiving transaction is generated and added
to the list of transactions that need to be sent.

In the subpage model of the ReplacementVerify as
shown in Figure 8, the Check whether existing transition
checks whether transaction already exists in the blockchain.
(e Check nonce transition checks whether nonce value in
the transaction is correct. (e Check timestamp transition is
used to check whether timestamp in the transaction is
correct. (e Check signature transition is used to check
whether transaction is correctly signed by the sender of the
transaction. (e Check related transaction transition is used
to check whether related transaction information is correct
and has been added to the blockchain.

6.1.2. Security Analysis. (e number of nodes in VANETs is
finite, so the transactions generated by the Generate tran-
sition are also finite. (ere exists an integer M and the
number of tokens in any place in the CPN model will not
exceed M. (erefore, the CPN is bounded, that is, M-secure.
(e specific value of M depends on the speed with which
transactions are generated and processed in the network.
Modeling and simulating the network using CPN tools show
that all transitions in the CPN are alive and can be fired
indefinitely; that is, there is no dead transition. It can be seen
that the workflow of architecture is secure. At the same time,
through the analysis of CPN state space, it is found that every
sending message transaction and sending reputation score
transaction has a corresponding receiving transaction in the
blockchain ledger, which ensures the existence of their
pairing. It can be seen that the availability of architecture is
secure.

In a word, using CPN to model architecture, it can be
concluded that the architecture proposed in this paper is
security.

6.2. Feasibility Verification of PoW Anti-Spam. In this sec-
tion, the impact of different difficulty values on PoW time is
analyzed by experiments, and the feasibility of PoW anti-
spam is verified. (e experiment in this paper is carried out
in the environment of 2.8GHz processor and 8GB memory.
At different difficulty values, 500 experiments were carried
out independently, and then the average value was taken as
the experimental result.

First, this paper verifies the impact of difficulty value on
the times to find the nonce. As shown in Figure 9, the
abscissa represents difficulty value (ranging from 1 to 24),
and the ordinate represents the average times to find the
nonce. It can be concluded from Figure 9 that the times for
attempting to find a nonce increase exponentially as the
difficulty value increases.

(is paper then verifies the impact of difficulty value on
time required to find the nonce. As shown in Figure 10,
abscissa represents difficulty value (ranging from 1 to 24),
and ordinate represents average time required to find the
nonce. It can be concluded from Figure 10 that time required
to find a nonce increase exponentially as the difficulty value
increases. When difficulty value is small, time required to
complete the PoW is also short, basically in milliseconds
level, which satisfies the needs of VANETs applications.
When difficulty value is greater than or equal to 20, time
required to complete the PoW reaches the second level. (e
messages sent by the nodes cannot satisfy the real-time
requirements in the VANETs environment, especially for
safety-related messages. However, for nodes with high
difficulty values, their reputation scores are relatively low,
and generated messages are also with low credibility. It can
be seen that it is feasible to use PoW anti-spam in this
architecture, and it can prevent nodes from performing
malicious behaviors without affecting the performance of
VANETs.
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(e average number of times to find nonce is not directly
related to the hardware environment but is related to the
selected hash algorithm. However, for the same hash al-
gorithm, the average number of times is basically the same
for all nodes. (e main factor that affects time to find nonce
is the computational power of the node. (e more com-
putational power, the less time required for the node to
complete proof of work. (erefore, in order not to affect the
performance of VANETs, it is necessary to dynamically
adjust ϑ and μ shown in Section 4.5 according to the
computational power of the nodes in the network.

7. Conclusions

(is paper proposes a lightweight blockchain architecture
using DAG-lattice structure for VANETs, called V-Lattice.
In V-Lattice, each node (vehicle or roadside unit) has its own
account chain, the transactions they generated can be added
to the blockchain asynchronously and parallelly, and re-
source-constrained vehicles can store the pruned blockchain
and execute blockchain related operations normally. In
order to encourage more nodes to participate in the
blockchain, a reputation-based incentive mechanism is in-
troduced in V-Lattice. At the same time, this paper proposes
an asynchronous consensus scheme for transactions gen-
erated by nodes and describes how common applications
(including node creates accounts, node broadcasts messages,
node obtains messages from other nodes, and RSU updates
nodes’ reputation score) in the VANETs work under this
architecture. (is paper uses Colored Petri Nets to verify the
security of the architecture and verifies the feasibility of PoW
anti-spam through experiment. (e validation results show
that the architecture proposed in this paper is security and it
is feasible to prevent nodes from generating malicious be-
haviors by using PoW anti-spam.

In future work, we will further study how to achieve
efficient and asynchronous consensus on transactions under
the architecture. At the same time, a blockchain pruning
scheme will be designed to ensure that the blockchain can
run normally on resource-constrained vehicles.
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Named Data Networking (NDN) can effectively deal with the rapid development of mobile video services. For NDN, selecting a
suitable forwarding interface according to the current network status can improve the efficiency of mobile video communication
and can also avoid attacks to improve communication security. For this reason, we propose a stochastic adaptive forwarding
strategy based on deep reinforcement learning (SAF-DRL) for secure mobile video communications in NDN. For each available
forwarding interface, we introduce the twin delayed deep deterministic policy gradient algorithm to obtain a more robust
forwarding strategy. Moreover, we conduct various numerical experiments to validate the performance of SAF-DRL. Compared
with BR, RFA, SAF, and AFSndn forwarding strategies, the results show that SAF-DRL can reduce the delivery time and the
average number of lost packets to improve the performance of NDN.

1. Introduction

Recently, with the development of technology and the
increase of mobile devices, the proportion of mobile video
services in network communications has increased rap-
idly. At the same time, users pay more attention to the
acquired video content information and no longer pay
attention to its storage location. +is brings about huge
challenges to the current host-based TCP/IP network
architecture [1–3]. Although there are many research
studies to improve current network performance [4–6],
they have not been reformed in essence. To deal with these
challenges, Named Data Networking (NDN) [7] is pro-
posed as one of the most potential candidate network
architectures in the future.

Because the routing nodes in NDN have the crucial
feature of being cached in network, the efficiency of video
communication can be effectively improved in NDN [8].
In addition, by decoupling information content and

location, NDN can well support the mobility of video
communications [9]. Delay is one of the main factors
affecting the efficiency of video transmission services and
Quality of Experience (QoE) of video services. To reduce
the delay of the video transmission service, a high-
performance adaptive forwarding strategy is necessary for
NDN [10]. Although the NDN architecture provides a
certain degree of security for network communications
[7], an effective adaptive forwarding strategy can prevent
video communication from being attacked and find
trusted video content [11]. +us, adaptive forwarding is a
key issue for secure mobile video communications. When
users retrieve video content, they will send the Interest
packet to network. After the router receives the Interest
packet, it may find many available forwarding interfaces
after querying the Forwarding Information Base (FIB).
+erefore, according to the current interface network
conditions, adaptively selecting a suitable interface for
forwarding can greatly improve the efficiency of video
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communications. In addition, Yi et al. [12, 13] proved that
the forwarding plane in NDN is stateful, where routing
only provides a guiding role for adaptive forwarding.
+erefore, designing an effective adaptive forwarding
strategy for NDN can greatly improve efficiency of secure
mobile video communications.

Adaptive forwarding in NDN is a dynamic and complex
process. When the router receives the Interest packet, it can
select one or more certain available interfaces for for-
warding [14–17]. Due to the selection of certain available
interface forwarding, these strategies lack the exploration of
unknown links and cannot find better links in time, which
may cause network load imbalance. +us, some researchers
propose probability-based adaptive forwarding strategies
[18–21]. In these strategies, the Interest packet will sto-
chastically select the interface for forwarding according to
the forwarding probability of the available interface.
However, these strategies are less robust to emergencies in
the network, such as network congestion or link failure.
+erefore, assigning a suitable and robust forwarding
probability to each available forwarding interface is the
main research content of designing stochastic adaptive
forwarding strategy in NDN.

In recent years, the rise and development of rein-
forcement learning theory has brought about new ideas
for the design of NDN adaptive forwarding strategies
[22]. Reinforcement learning aims to obtain the optimal
strategy through independent learning through interac-
tion with the environment [23]. In this paper, we use the
advantages of reinforcement learning to design a more
suitable and robust stochastic adaptive forwarding
strategy in NDN. When a user requests mobile video data
in NDN, the user cannot obtain all the mobile video data
by sending one Interest packet to the server. It is nec-
essary to continuously send multiple Interest packets
with a common prefix to request all the mobile video data.
We introduce the twin delayed deep deterministic policy
gradient (TD3) [24] algorithm to solve this continuous
control problem. +en, we take the throughput, delay,
and error rate of each interface as the state of the algo-
rithm, the total utility of the node as the reward function
of the algorithm, and the forwarding probability of each
interface as the action of the algorithm. +rough con-
tinuous iterative training, an adaptive forwarding strat-
egy with maximum network utility can be finally
obtained.

We summarize our main contributions as follows:

We propose an adaptive forwarding framework based
on deep reinforcement learning in NDN. +is frame-
work can assign a suitable and robust forwarding
probability for each available interface.
We propose a stochastic adaptive forwarding strategy
for secure mobile video communications based on deep
reinforcement learning (SAF-DRL) which introduces
the TD3 algorithm into NDN.

We conduct numerical experiments on the SAF-DRL
algorithm under different topologies. By comparison
with four other adaptive forwarding strategies, the
experimental results show that the SAF-DRL can
achieve higher network performance.

+e rest of the paper is arranged as follows: Section 2
introduces related work on adaptive forwarding strictly in
NDN. Section 3 discusses the system model of adaptive
forwarding in NDN. Section 4 presents and describes the
SAF-DRL algorithm. Section 5 evaluates the performance of
the SAF-DRL. Section 6 summarizes this paper and proposes
future work.

2. Related Work

In recent years, NDN has received more attention and there
are a large number of researchers studying this field. Many of
them are making great efforts to study adaptive forwarding
strategies. In this section, we review some typical works.

Yi et al. [15] proposed a framework for adaptive for-
warding in NDN networks and also proposed an adaptive
forwarding strategy based on the color (GREEN, YELLOW, and
RED) of the forwarding interface. After this, adaptive for-
warding in NDN is mainly divided into two categories. One
is the early use of mathematical optimization methods, the
most important of which is the adaptive forwarding strategy
based on probability, and the other is the use of rein-
forcement learning method in recent years through con-
tinuous iterative training to get the optimal adaptive
forwarding strategy.

Probability-based adaptive forwarding has a large
number of documents in the early stage. Qian et al. [18]
proposed an adaptive forwarding strategy based on prob-
ability. +is strategy mainly assigns forwarding probability
for each available interface and minimizes the delay of
Interest packet transmission on each interface as an opti-
mization goal. +e objective function is optimized through
the ant colony optimization algorithm to finally achieve the
optimal adaptive forwarding strategy. Lei et al. [19] proposed
a maximizing deviation based probabilistic forwarding
strategy. +is forwarding strategy comprehensively con-
siders multiple related attributes of the node and by using
themaximizing deviationmethod assigns the optimal weight
to each attribute. On this basis, the comprehensive score of
each available forwarding interface can be obtained, and this
is taken as the forwarding probability of the forwarding
interface. Lei et al. [20] proposed an entropy-based prob-
abilistic forwarding strategy. +is forwarding strategy uses
the entropy weight theory to assign weights among multiple
attributes. +e node combines its own performance and the
assigned weight to calculate the availability of each available
interface and then uses this availability as the forwarding
probability of the available interface. Posch et al. [21]
proposed stochastic adaptive forwarding (SAF). SAF imi-
tates the water pipe system in reality. It can guide and
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distribute Interest packets intelligently in network nodes to
avoid link congestion. SAF adopts the overpressure valve,
takes the throughput of the link as an important measure,
divides the Interest packets into satisfied and unsatisfied, and
allocates the forwarding probability of each interface, so that
the congested nodes can reduce the pressure independently.

As the advantages of reinforcement learning gradually
manifest, some researchers use reinforcement learning to
find the optimal adaptive forwarding strategy. Yao et al. [25]
proposed an adaptive forwarding strategy called SMDPF.
+is strategy regards the request forwarding in the network
as a Semi-Markov Decision Problem (SMDP). +en, based
on SMDP theory and considering the randomness of net-
work requests, an optimal adaptive forwarding strategy is
designed to deal with the request forwarding by combining
Q-learning with artificial neural network. Akinwande [26]
proposed an adaptive forwarding strategy based on rein-
forcement learning and random neural network. Based on
the dynamic self-awareness strategy layer, the strategy can
reply to the request content quickly through local Content
Store (CS). At the same time, it uses probe Interest packet
and combines it with local routing information to actively
seek new available delivery path under controllable degree.
Zhang et al. [27] proposed an intelligent forwarding strategy
using reinforcement learning. +e strategy does not rely on
the model programmed in advance but trains a neural
network model to select the interface by collecting infor-
mation from nodes. At the same time, it only learns new
decisions by observing the results of past decisions. Zhang
et al. [28] proposed an adaptive forwarding strategy using
improved Q-learning. +e strategy is mainly divided into
two phases, exploration and exploitation. In the exploration
phase, the information in the network is collected, and then
the information is used as the basis to guide forwarding of
Interest packets in the exploitation phase.

Probability-based adaptive forwarding can greatly re-
duce the resource waste caused by deterministically selecting
one or more interfaces in mobile video communications. At
the same time, it can avoid attacks due to the selection of
certain interfaces, thereby improving security. However,
adaptive forwarding based on reinforcement learning has
higher robustness, especially in the case of link failures. We
use the advantages of both and use reinforcement learning to
train the forwarding probability assigned to each available
forwarding interface, finally obtaining the adaptive for-
warding strategy with high robustness in NDN.

3. System Model

In this section, we introduce the system model in detail. We
summarize the major variables and expressions, which are
depicted in Table 1.

We use a directed graph G(V,E) to depict the network
model. +e directed graph consists of two parts, the set of
nodes V and the set of links E, where E⊆V × V. For each
node i ∈V, it may maintain several physical interfaces F(i,j),
where j is the neighbor node of node i and the tuple
(i, j) ∈ E. We define Fi as the set of all physical interfaces
with node i,Fi: � ∪ (i,j)∈EF(i,j), and Ni is the number of the

interfaces for node i, Ni: � |Fi|. For node i, we define
Fi+
∈ Fi as the set of in-interfaces which receive the Interest

packet and Fi−
∈ Fi\Fi+

as the set of out-interfaces which
return the requested data packet or forward the Interest
packet to next hop node searched in the FIB. FL ∉ Fi is the
lose-interface, where the Interest packet needs to be lost. As
above, we want to learn an adaptive forwarding (AF) strategy
for each node. Since the algorithm proposed in this paper
only needs local information to train the AF strategy, the
algorithm is installed on each node, and no communication
is required between the nodes. We only focus on a single
node, so we will omit the subscript for the node in the next
discussion.

+e content catalogue of this system can be labeled as a
set K. For k ∈K represents the content with the common
prefix requested by the user, we define pk(Ff) as the for-
warding probability for the interface Ff with the common
prefix k and pk(FL) as the packet loss rate with prefix k when
network congestion or link fails. In this paper, we mainly
focus on a common prefix, so we want to omit subscripts for
prefix in the remainder of the paper, and we will consider
different prefixes in our future work. We show the system
model in Figure 1. +ere are many interfaces for Interest
packet to AF for a node in this system. For example, the
mobile device (User1 and/or User2) wants to obtain the
video /pre1/pre2/n1.mp4, stored in server (Server1 or/and
Server2). +e mobile device sends Interest packet to router
R1. +e router R1 has two interfaces (F1 and F2) to forward
the Interest packet by probability of 2/3 for F1 and 1/3 for F2
(confirm forwarding). +en forwarding continues until the
Interest packet encounters the requested content. Finally,
the data packet with video is returned to the mobile device
via the reverse path.

According to the α-fairness [29, 30] model widely used
for Network Utility Maximization (NUM), the utility
function is defined as

Uα(x) �

log x, if α � 1,

x
1− α

1 − α
, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where α is positive numbers and fairness tuning parameter.
For α> 0, the function is strictly nondecreasing. If α � 1, the
function is proportional fairness and is widely used in NUM.
Similar to [30], we define the utility function of interface
f ∈F as

U xf, yf, zf  � Uα1 xf  − βUα2 yf  − cUα3 zf , (2)

where xf, yf, and zf are represented as the throughput,
delay, and error rate of the fth interface, respectively; β and
c represent the relative importance of the throughput versus
delay versus error rate and β, c ∈ [0, 1]. Especially if Interest
packet has to be discarded, the corresponding utility is
defined as 0; that is, U(xL, yL, zL) � 0, where xL, yL, zL,
respectively, represent the throughput, delay, and error rate
of the lose-interface FL. For the utility function proportional
fairness, we set α1 � α2 � α3 � 1. +e utility function becomes
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U xf, yf, zf  � log xf − β log yf − c log zf. (3)

According to [31], the total utility of each node in the
network can be expressed as

Uall � 
N

f�1
p Ff U xf, yf, zf  + p FL( U xL, yL, zL( .

(4)

+erefore, the objective of optimizing the AF strategy is
to maximize the total network utility Uall.

4. Stochastic Adaptive Forwarding Based on
Deep Reinforcement Learning

In this section, we first introduce the background knowledge
about the TD3 algorithm and then propose the SAF-DRL
algorithm and describe the algorithm in detail.

4.1. Background ofTD3. In this subsection, in order to better
understand the SAF-DRL algorithm, we will introduce some
necessary background knowledge about the TD3 algorithm.

For a standard reinforcement learning (RL), the training
process is to interact with the environment during each
decision epoch and finally obtain the optimal strategy
gradually. +e specific process is that, at epoch t, the agent
observes a state st and selects an action at according to this
state. After execution, the environment state will convert
from st to st+1, and, at the same time, the single-epoch
reward r(st, at) given by the environment will be obtained.
+e goal of reinforcement learning is to find an optimal
policy π∗ to maximize the discounted future reward
Rt � 

T
k�t ck− tr(sk, ak), where c ∈ [0, 1] is a discounted

factor. At epoch k, for RL, the goal is to require an optimal
policy πω under parameterization ω to maximize the ex-
pected reward,'

J(ω) � Esk ∼ pπ ,ak ∼ πω Rt( , (5)

Interest:
FIB:

Data:

User
Router

Server

Communications process

Server 1

Server 2

Network topology

Internet

User 1

User 2

R1

R2

R3

R4

R5

/pre1/pre2/n1.mp4 /pre1/pre2/n1.mp4
Prefix

Interface
F1

F2

2/3

1/3

... ...

/pre1

Interest packet request

Data packet delivery

Figure 1: +e system model.

Table 1: Variables and expressions.

Variable Expression
N Number of physical interfaces.
F+, F− +e set of in-interfaces and out-interfaces.
FL +e lose-interface, where the Interest packet needs to be lost.
p(Ff) Probability of forwarding for interface Ff.
pL Interest packet loss rate.
xf, yf, zf +roughput, delay, and error rate of the interface f ∈ F.
U(xf, yf, zf) +e network utility of interface f ∈ F.
xL, yL, zL +roughput, delay, and error rate of the lose-interface FL.
U(xL, yL, zL) +e network utility of lose-interface FL.
Uall +e total utility of each node.
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where pπ is the sampling space of the state.
In order to learn the problem of continuous decision-

making, Sutton et al. [32] proposed the policy gradient (PG)
method. +is method uses a probability distribution func-
tion P(a|s;ω) to represent the optimal policy for each epoch
and performs action sampling according to the policy dis-
tribution at each epoch to obtain the best action value:
πω(a|s) � P(a|s;ω). We can use the gradient of reward
∇J(ω) to update the parameterized strategy πω. +erefore,
we can get

∇ωJ � Es∼pπ ,a ∼ πω ∇ωlog πω(a|s)Qπ
(s, a) , (6)

where, according to the expected return given by equation
(5), Qπ(s, a) � Esk ∼ pπ ,ak ∼ πω(Rt|s, a). Since the process of
generating actions is a stochastic process, the last strategy
learned is also a stochastic policy. However, since the action
space is usually a high-dimensional vector, frequent sam-
pling in the high-dimensional action space is an extremely
computationally consuming task. +erefore, Silver et al. [33]
proposed deterministic policy gradient (DPG). For each
epoch of the action, the determined value is directly obtained
through the function μ, a � μω(s). +erefore, we can get

∇ωJ � Es∼pμ
∇ωμω(s)∇Qμ

(s, a)|a�μω(s) . (7)

In order to deal with high-dimensional input problems,
DeepMind introduced deep learning into Q-learning and
proposed Deep Q-Network (DQN) [34]. At the epoch k,
DQN uses a greedy strategy π(sk) � argmaxak

Q(sk, ak) and
then trains by minimizing loss,

Loss ωQ
  � E Tark − Q sk, ak|ωQ

  , (8)

where Tark is the target Q value, which can be expressed as

Tark � r sk, ak(  + cQ sk+1, π sk+1|ω
π

( |ωQ
 . (9)

For continuous control problems, the actor-critic
method [35] is often used to solve the problem.+is method
usually uses the policy gradient method to find the optimal
policy. DeepMind combined DQN and DPG and proposed a
new actor-critic method, deep deterministic policy gradient
(DDPG) [36]. +e training of critic network in DDPG is
based on the DQN method, and the training of actor net-
work is based on the DRL method. +e specific update
formula is

∇ωμJ � E ∇aQ s, a|ωQ
 |s�sk,a�μ sk( ) · ∇ωμμ s|ωμ

( |s�sk
 .

(10)

Although DDPG has achieved certain success, there are
still problems such as overestimation of Q value and ex-
cessive variance. +erefore, Fujimoto et al. [24] proposed an
improved DDPG algorithm TD3. +e first point of im-
provement is to eliminate the problem of overfitting. TD3
introduces the idea of Double DQN [37] and uses two critic
networks. In the practice of actor-critic algorithm, due to the
high similarity between the current network and the target
network, independent evaluation cannot be made. In order
to solve this problem, Double DQN uses this update method:

y1 � r + ηQ s′, π s′|ωϕ1 |ωq
1 ,

y2 � r + ηQ s′, π s′|ωϕ2 |ωq
2 ,

(11)

where π(·|ωϕ1) and π(·|ωϕ2) are optimized with Q(·|ωq
1) and

Q(·|ωq
2), respectively. After practice, it is found that the final

effects of the two actor networks are relatively similar, so one
actor network is selected. +e update goals of both critic
networks are the same, y2 � y1. Because actor network will
choose high evaluations, the overestimated ones will grad-
ually accumulate, so when choosing a smaller evaluation, the
final goal can be expressed as

y1 � r + ηmin
i�1,2

Q s′, π s′|ωϕ1 |ωq
i . (12)

In order to solve the problem of excessive variance, TD3
introduced the idea of delaying strategy updates. +is is to
adjust the update frequency of critic network to be a bit
higher than that of actor network. Solve the problem that the
DQN is constantly updated, which may cause blind iteration
of actor network. When calculating the Q function, a certain
action is randomly selected within a certain range to achieve
smooth strategy, so as to get rid of the influence of false
peaks. In this way, the problem of incorrect strategy caused
by inaccurate Q function in DDPG can be solved.

4.2. SAF-DRL Algorithm. In this subsection, we present the
stochastic adaptive forwarding strategy based on DRL (SAF-
DRL) for secure mobile video communications in NDN. For
all DRL approaches, the state space, the action space, and the
reward function are important components:

STATE: the state space mainly consists of three parts:
throughput, delay, and error rate of each interface in
the network. +erefore, the state at epoch t is
st � [(x1

t , y1
t , z1

t ), (x2
t , y2

t , z2
t ), . . . , (xN

t , yN
t , zN

t )].
ACTION: the action is defined as the adaptive for-
warding probability of each interface and the Interest
packet loss rate pL for specific content. +erefore,
the action at epoch t is at � [(pt(F1)), (pt(F2)),

. . . , (pt(FN)), (pt(FL))], where pt ∈ [0, 1] and 
N
j�1

pt(Fj) + pt(FL) � 1.
REWARD: the reward function is the objective of AF
strategy, which is the total utility of each node in the
network. Formally, rt � 

N
f�1 pt(Ff)Ut(xf, yf, zf) +

pt(FL)Ut(xL, yL, zL).

Please note that the design of the state space, action
space, and reward function will seriously affect the per-
formance of the SAF-DRL algorithm. Our design is based on
the full consideration of mobile video communications and
can be closer to the real situation. Moreover, the probability
selection interface can improve the security of mobile video
communications, especially when encountering link failures
or congestion; and reinforcement learning shows higher
robustness than mathematical calculations, thus ensuring
the performance of mobile video communications.

Since each node receives a large number of Interest
packets to request mobile video content, we assume that the
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Interest packets received are continuous. Nodes need to
continuously make forwarding decisions for these Interest
packets. At the same time, in order to make the forwarding
probability assigned to each available interface in mobile
video communication have high robustness, we use the TD3
algorithm in the actor-critic algorithm. In addition, as the
TD3 algorithm is also a deep reinforcement learning [34]
algorithm, it can deal with the high-dimensional problems
caused by a large number of entries in FIB in reality.

+e situation faced by all interfaces of the router consti-
tutes the training environment of DRL Agent. We collect the
information of throughput, delay, and error rate for each
interface, which constitutes the Agent’s state space. +is in-
formation is mainly composed of local storage in the for-
warding process and does not communicate with other nodes
in the network. +e Interest packet forwarding probability of
each interface in the node constitutes the action space of the
Agent. +en actions are performed to update the forwarding
probability of the interface, and finally a more suitable and
robust forwarding probability is got by training. +e suitable
and robust forwarding probability on the interface can ef-
fectively improve the forwarding efficiency, thereby improving
the overall performance of the node. As for the reward, it has
been discussed in Section 3. We show the detailed framework
of SAF-DRL in Figure 2. For the available forwarding interface
of the node, we collect the local information of throughput,
delay, and loss rate as the states. +en the Agent uses the TD3
method to train the collected information. +rough training,
we get an AF strategy that maximizes rewards.

We propose the SAF-DRL algorithm as Algorithm 1. First
the algorithm initializes two critic networks Q(s, a|ωq

1) and
Q(s, a|ωq

2) and one actor network μ(s|ωu) (line 1), and the
parameters ωq

1, ω
q
2, and ωu are the weights of two critic net-

works and the actor network, respectively. +e corresponding
target networks are initialized as Q(s, a|ωq

1), Q(s, a|ωq
2), and

μ(s|ωu) (line 2).+e parameters ωq
1, ωq

2, and ωu are the weights
of the target network, and their values are defined as ωq

1, ω
q
2,

and ωu. In order to enable the target network to be updated
slowly, a delayed update method is used. On the basis of soft
update, the target networks are updated with the update rate φ
after every d critic update (line 16). We use the uniform
distribution U(0, |F−|) to initialize forwarding probability of
each available forwarding interface, p(F−) � (1/|F−|), where
|F−| is the number of the out-interfaces, and we initialize the
Interest packet loss rate to 0, p(FL) � 0 (line 4).

We use replay buffer B to store the transition samples
and we initialize it in line 3. We first store the experience
gained through interaction with the environment in B (lines
6–9) and then we train the actor network and critic network
according to sample M random transition samples from B

(lines 10–16). +e function of the clip(N(0, σ), −k, k) is that
the value range of N(0, σ) is limited between −k and k.
When the value is less than −k, the value is equal to −k, and
when the value is greater than k, the value is equal to k (line
11). Calculate the minimum Q value of the two critic net-
works (line 12) and compute the critic update byminimizing
commonly used mean square error loss (line 13). +e
computation of the actor network update uses the DPG
approach [33] (line 15). According to the SAF-DRL

algorithm, we can get an optimal Interest packet forwarding
probability for each available interface in the node. Finally,
we can get an adaptive forwarding strategy that maximizes
network utility.

5. Numerical Experiment

We conducted numerical experiments on SAF-DRL method
in the NDN environment. +e node has certain computing
capabilities and can adaptively forward requests for users. At
the same time, the node can move to a certain extent, and the
main content requested is the video service. +us, we use one
node in the network as an agent to study.+en, a comparison
is performed with the other four adaptive forwarding strat-
egies in terms of delivery time, the average number of lost
packets, load balancing factor, and hop count.

We use the Python language to generate three topologies
based on Erdős-Rényi (ER) [38] model, Barabási-Albert (BA)
[39] model, and random model, as shown in Figure 3. Each
topology is composed of 100 nodes.+e possibility of creating
links between two nodes in ER topology is set to 0.08, one
edge is added between two nodes in BA topology at a time,
and the distance threshold between two nodes in the random
topology is set to 0.15. For each link of the three topologies, we
allocate bandwidth of 1Mbps to 5Mbps, and the delay of each
link is within [10ms, 30ms]. We randomly selected 10 nodes
in the network as the users, 10 nodes as servers, and the rest as
routers. In order to better study the adaptive forwarding
strategy, we set the CS capacity on each node to 0. We set
β� c � 1 to balance the importance of throughput, delay, and
error rate. +e experiment has gone through 1500 time-slots’
iterative training every cycle, and finally we take the average
value through multiple experiments. We run and train SAF-
DRL algorithm on Windows 10 operating system with Intel
(R) Core (TM) i5 2.4 Ghz CPU with 8GB memory.

To explore the reward convergence of different agents
under different network topologies, we adopted three
topologies of ER topology, BA topology, and random
topology and performed experiments on five agents (1,
10, 30, 50, and 70) on each topology. In Figure 4, we can
see that, under the same topology, although all agents
converge at different speeds, they eventually converge to
approximately the same stable value. Because there are
certain differences among the three topologies (such as
the degree of connectivity), the final stable convergence
values obtained by the different topologies are not
completely equal, but the difference among the conver-
gence values is very small. +is proves that our scheme is
convergent and can be used in different topologies.
+erefore, in the follow-up experiments, we only explore
the comparative experiments under ER topology, and the
trend is the same in other topologies.

In order to evaluate the performance of our algorithm in
many ways, we compare our SAF-DRL algorithm with four
other adaptive forwarding strategies:

BestRoute (BR) [14]: interest packets are forwarded
through the available interface with the lowest cost
(e.g., hop count).
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Stochastic Adaptive Forwarding (SAF) [21]: interest
packets are forwarded through the interface with the
largest throughput-based measurement.

Adaptive Forwarding Strategy in NDN (AFSndn) [28]:
interest packets are forwarded through the interface
with the lowest delay.

�roughput

Delay

Error rate

DRL agent

State
s

Critic network

Actor network

Collect

Action a

Policy
gradient

Reward r

Interfaces

F1

F2

Router

Figure 2: +e framework of SAF-DRL.

1Randomly initialize critic network Q(s, a|ωq
1), Q(s, a|ωq

2) and actor network μ(s|ωu) with random parameters ωq
1, ω

q
2 and ωu

respectively;
(2) Initialize target critic network Q(s, a|ωq

1), Q(s, a|ωq
2) and target actor network μ(s|ωu) with parameters ωq

1: � ωq
1, ωq

2: � ωq
2 and

ωu: � ωu respectively;
(3)Initialize replay buffer B;
(4)Initialize the forwarding probability of the out-interface F−, and p(FL) � 0;
(5)Receive the observed initial state s1; /∗∗Decision Epoch∗∗/
(6)for t � 1 toT do
(7)Obtain the action at � μ(st|ωu) + Nt by the current policy μ(st|ωu) and exploration noise Nt ∼ N(0, σ);
(8)Execute action a, receive reward r and observe next state s′;
(9)Store transition sample (s, a, r, s′) in B; /∗∗Training Transition Sampling∗∗/
(10)Sample a mini-batch of M transition (s, a, r, s′) from B;
(11)Execute action a � μ(s|ωu) + N, where the N ∼ clip(N(0, σ), −k, k);

(12)Compute the Q value of critic network: y �
r, if j � M

r + ηmin
i�1,2

Q(s′, a|ωq
i ), otherwise

⎧⎨

⎩

(13)Update the critic ωq
i by minimizing the loss: Loss � minωq

i
(1/M)(y − Q(s, a|ωq

i ))2

(14)if tmod d then
(15)Compute the actor update by policy gradient:
∇ωu J � (1/M) ∇ωuμ(s) · ∇aQ(s, a|ωq

i )|a�μ(s);
/∗∗Target Network Update∗∗/

16Update the parameters of the target networks:
ωq

i←φω
q

i + (1 − φ)ωq

i ;
ωu←φωu + (1 − φ)ωu;

17 end if
18end for

ALGORITHM 1: SAF-DRL for secure mobile video communications in NDN.
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(a) (b)

(c)

Figure 3: +e three different network topologies. (a) +e ER topology. (b) +e BA topology. (c) +e random topology.
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Figure 4: Continued.
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Request Forwarding Algorithm (RFA) [40]: interest
packets are forwarded through the interface with the
least count of pending Interest packets.
We mainly compare our algorithm with other algo-
rithms in four aspects.

5.1. Delivery Time. +e delivery time is mainly the average
time it takes for the Interest packet to find the specific content
it requests. +e delivery time can be specifically defined as

D �


K
i�1 geti − sendi( 

K
. (13)

Here, sendi represents the moment when the i-th In-
terest packet is sent, geti represents the moment when the
target node receives the i-th Interest packet, and K repre-
sents the total number of Interest packets requested.

5.2.7eAverageNumberofLostPackets. +eaverage number
of lost packets indicates the average number of Interest
packets lost due to other reasons (e.g., not finding the target
node or network congestion) during all episodes. +e average
number of lost packets can be specifically defined as

Lost �


T
i�1 losti

T
. (14)

Here, losti represents the number of Interest packets lost
in the i-th episode and T represents the number of episodes.

5.3. Load Balancing Factor. +e load balancing factor rep-
resents the degree of dispersion of the number of Interest
packets forwarded by each node in the network. We use

coefficient of variation for calculation, so the load balancing
factor can be specifically defined as

Cv(NI) �
stdev[NI(v)]

E[NI(v)]
. (15)

Here, NI(v) represents the number of Interest packets
forwarded by the v node and stdev[NI(v)] represents the
standard deviation of NI(v).

5.4. Hop Count. +e hop count represents the average
number of hops experienced by all Interest packets when
they find their target node. +e hop count can be specifically
defined as

Hc �


K
i�1 hi

K
. (16)

Here, hi represents the number of hops taken by the i-th
Interest packet before finding the target node.

We describe in detail the performance of each aspect as
follows.

5.4.1. Delivery Time. Form Figure 5, we can see the delivery
time of the five algorithms under different bandwidth
(1Mbps, 3Mbps, and 5Mbps). +e delivery time of SAF-
DRL is lower than the delivery times of the other four al-
gorithms. +is is because the SAF-DRL algorithm uses delay
as one type of the link status information, and delay is also
one of the indicators of the reward function, which can
minimize the delay. +erefore, the delay of SAF-DRL is
lower than those of SAF, RFA, and BR. Although the
AFSndn algorithm also considers the delay information as
the indicator of the reward function, the AFSndn algorithm
needs to spend a certain amount of time in the early stage of
forwarding for exploration. At the same time, because the
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Figure 4: Main theoretical results under different topologies. (a) +e local reward of different agents (1, 10, 30, 50, and 70) under the ER
topology. (b)+e local reward of different agents under the BA topology. (c)+e local reward of different agents under the random topology.
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AFSndn algorithm uses Q-learning in reinforcement
learning andQ-learning has certain limitations in processing
high-dimensional data, it will increase the delivery time to be
higher than that of our SAF-DRL algorithm as the number of
entries in the FIB increases. Because the BR algorithm selects
a link for forwarding, causing network congestion to exceed
other algorithms, its delivery time becomes the longest. +e
RFA algorithm can avoid link congestion through load
balancing, which can reduce the delivery time to a certain
extent.

5.4.2. 7e Average Number of Lost Packets. Figure 6 shows
the average number of lost packets of the five algorithms
under different Link Failure Rate (LFR) (10%, 30%, 50%, and
70%). As can be seen from the figure, with the gradual
increase of LFR, the average number of lost packets of the
five algorithms is increasing. But SAF-DRL algorithm has
always had a lower average number of lost packets, among
which the BR algorithm has the largest average number of
lost packets. +is is because the BR algorithm uses the least
hop count as the forwarding basis, which may cause network
congestion and eventually may discard a large number of
Interest packets. +e RFA algorithm only uses the count of
pending Interest packets as the basis for forwarding prob-
ability. Although network congestion can be avoided as
much as possible, interfaces with a small number of pending
Interest packets may have poor link status, so the number of
lost Interest packets is only lower than that in the BR al-
gorithm. +e SAF algorithm considers information such as
link throughput and can select an effective interface for
forwarding, thereby reducing the number of lost packets.
+e AFSndn algorithm is more robust than the SAF algo-
rithm through reinforcement learning training. However,
due to the large number of Interest packets sent in the
previous exploration phase, only a few are effective, and a
large number of unused Interest packets are discarded. +e
SAF-DRL algorithm has relatively the lowest average
number of lost packets, because it considers multiple dif-
ferent types of link state information, and training through
reinforcement learning has high robustness. At the same
time, each interface can be assigned a higher efficiency
forwarding probability, which reduces the average number
of lost Interest packets.

5.4.3. Load Balancing Factor. Figure 7 shows the results of
the load balancing factor under different LFR. It can be seen
from the figure that, in the case of four link failures, the SAF-
DRL algorithm has a lower load balancing factor. When the
user retrieves the content, the BR algorithm only considers
the shortest path for forwarding. With the increase of LFR,
the congestion on this link intensifies, and then the resources
on other links are idle, making the network load unbalanced
and the load balancing ability is poor. +e SAF algorithm
selects links for forwarding. After the Interest packet cannot
be satisfied, the SAF algorithm will distribute the traffic on
the failed link to other links according to throughput-based
measure, which can appropriately improve the load capacity
of the network. AFSndn is based on the information in the
early exploration phase, and when guiding the forwarding of
Interest packets, it tries to avoid network congestion, en-
suring the load capacity of the network. Compared with the
SAF algorithm and AFSndn algorithm, the SAF-DRL al-
gorithm is more robust due to the reinforcement learning
training, which makes the forwarding probability distribu-
tion allocated on each available forwarding interface more
robust, especially when the link fails. +e RFA algorithm has
the lowest load balancing factor, because RFA algorithm uses
the count of pending Interest packets as the reference basis
for forwarding. +e count of pending Interest packets can
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reflect the load status in a period of time in the future, so
RFA algorithm can effectively balance the load with the
lowest load balancing factor.

5.4.4. Hop Count. Figure 8 shows the results of the average
hop count. It shows that the average hop count of the BR
algorithm is the lowest, and the average hop count of the
RFA algorithm is the highest. +e average hop counts of the
SAF algorithm, AFSndn algorithm, and SAF-DRL algorithm

are between the two, and the average hop count of AFSndn
algorithm is higher than those of SAF algorithm and SAF-
DRL algorithm. +is is mainly because the BR algorithm
mainly considers forwarding through the least hop count
and does not consider other indicators, so the average hop
count of the BR algorithm is the lowest. However, the RFA
algorithm only considers the count of pending Interest
packets and does not care about delaying this information,
so its hop count is the highest. As for the AFSndn algorithm,
in the early exploration phase, Interest packets will be
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forwarded through all available interfaces, and there are a
certain number of links with very long paths, which leads to
higher average hop count. Since the SAF algorithm and the
SAF-DRL algorithm are adaptive forwarding strategies
based on probability, the forwarding probability of selecting
a link with better performance is greater, but the link with
better performance is not necessarily the shortest. +e SAF
algorithm only uses throughput as the measure. However,
the SAF-DRL algorithm takes delay and other information
into account, which is equivalent to considering the length of
the link to a certain extent, so that it can find the target node
faster with fewer hops.

6. Conclusion and Future Work

In this paper, we have proposed stochastic adaptive
forwarding strategy based on deep reinforcement learn-
ing (SAF-DRL), a novel adaptive forwarding strategy for
secure mobile video communications in NDN. SAF-DRL
can forward each Interest packet with a common prefix
according to the forwarding probability. To obtain a more
robust forwarding probability on each available interface,
we have also introduced the twin delayed deep deter-
ministic policy gradient to NDN for adaptive forwarding.
+rough numerical experiments, the results have shown
that SAF-DRL algorithm can achieve final stability under
ER topology, BA topology, and random topology.
Compared with BR, RFA, SAF, and AFSndn, SAF-DRL
has obvious advantages in delivery time and the average
number of lost packets. Since we only considered the
same video prefix in this paper, in future work, we will
consider the priority between different video content
prefixes requested by mobile devices; and different ap-
plications require different weights for different status
information. For example, the transmission of live
broadcast service requires lower delay. We will combine
the content priority and the weight of the interface status
to improve the security and efficiency of mobile video
communications.
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[38] P. Erdős and A. Rényi, “On random graphs I,” Publicationes
Mathematicae, vol. 4, pp. 3286–3291, 1959.

[39] A.-L. Barabási and R. Albert, “Emergence of scaling in ran-
dom networks,” Science, vol. 286, no. 5439, pp. 509–512, 1999.

[40] G. Carofiglio, M. Gallo, and L. Muscariello, “Optimal mul-
tipath congestion control and request forwarding in infor-
mation-centric networks: protocol design and
experimentation,” Computer Networks, vol. 110, pp. 104–117,
2016.

Security and Communication Networks 13


