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Developments in the field of fabrication technologies have
positively affected, besides many other fields, the sensor
technologies too. Researches are being done for utilizing
those newly developed technologies for the fabrication of
sensors [1].

Additive manufacturing technologies have greatly
expanded their potential thanks to many processing technol-
ogies from nanoparticles to dielectric multiproduction
methods and sub-micro processing technologies.

The microelectromechanical system, called MEMS, is a
technology used to create integrated devices or systems from
basic components such as mechanics and electricity, and the
nanoelectromechanical system (NEMS) can be formed by
performing this process in nanodimensions. [2–4].

Surface [5] and body [6] micromachining and traditional
methods such as Lithography, Galvanoformung, and Abfor-
mung [7] are frequently used in MEMS production. By using
this traditional method, products with a more precise, small,
and measurable working principle can be produced. How-
ever, this is a factor that increases costs. Additive
manufacturing technologies and traditional methods can
eliminate these costly disadvantages. With small-scale labo-
ratories, time, space, and cost-intensive processes such as
sourcing, storage, transportation, and storage can be
avoided. These small laboratories can operate like a factory,
producing 3D products such as microfluidics [8–10], micro-
mechanical systems [11, 12], optical systems [13], cell struc-
tures [14], and biomedical devices [14–18].

Integrated circuits (ICs) can be produced on scales rang-
ing from a few micrometers to millimeters using batch pro-

cessing techniques. These devices or systems are capable of
sensing, controlling, activating, and generating macroscale
effects [19, 20]. Mechanical microstructures, microsensors,
microconductors, and microelectronics integrated into sili-
con chip devices form MEMS technology. The components
of MEMS devices are generally microscopic. Lifts, gears, pis-
tons, engines, and steam engines are manufactured by
MEMS [21, 22]. However, this technology is not just about
miniaturizing mechanical components or making something
out of silicone. It is a fabrication technology developed to
design and build integrated electronics using mass produc-
tion techniques as well as complex mechanical devices, and
systems [23]. The MEMS is the latest technology in mechan-
ical, electrical, electronic, and chemical engineering. The
MEMS consist of mechanical, electrical systems with a size
in microns. It is a technology used to minimize systems.
Electrical components such as inductors and capacitors can
be significantly improved compared to their integrated
counterparts when manufactured using MEMS and nano-
technology [24, 25]. With the use of MEMS technology,
great attention was paid to expanding new production pro-
cesses, semiconductor devices, and microscale resistors to
be used in various optoelectronic devices [26]. Additive
manufacturing, which is generally called three-dimensional
(3D), will continue to change the way of design, production,
and service in MEMS and NEMS technologies. With this
production technology, we can meet the demands of many
product ranges from the medical field to space technologies,
from microfluidics to optical devices [27]. In addition, the
complex geometries of micro/nanosized products can be
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produced with high precision and production can be carried
out at much lower costs. Keeping these two parameters
together can be defined as superior production capability.
It will be able to respond to the required mass production
or special production. In the near future, it is possible to pro-
duce products that meet special engineering demands such
as micro-nano composites and magnetic structures. The spe-
cial issue of micro- and nanosensors from additive
manufacturing opens to present advances in additive
manufacturing and micro- and nanosensor.
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3D integrated microfluid devices are a group of engineered microelectromechanical systems (MEMS) whereby the feature size and
operating range of the components are on a microscale. These devices or systems have the ability to detect, control, activate, and
create macroscale effects. On this basis, microfluidic chips are systems that enable microliters and smaller volumes of fluids to
be controlled and moved within microscale-sized (one-millionth of a meter) channels. While this small scale can be compared
to microfluid chips of larger applications, such as pipes or plumbing practices, their small size is commonly useful in controlling
and monitoring the flow of fluid. Through such applications, microfluidic chip technology has become a popular tool for
analysis in biochemistry and bioengineering with their most recent uses for artificial organ production. For this purpose,
microfluidic chips can be instantly controlled by the human body, such as pulse, blood flow, blood pressure, and transmitting
data such as location and the programmed agents. Despite its vast uses, the production of microfluidic chips has been mostly
dependent upon conventional practices that are costly and often time consuming. More recently, however, 3D printing
technology has been incorporated in rapidly prototyping microfluid chips at microscale for major uses. This state-of-the-art
review highlights the recent advancements in the field of 3D printing technology for the rapid fabrication, and therefore mass
production, of the microfluid chips.

1. Introduction

3D integrated microfluidic systems are engineered devices
that actualize the precise routing of microsized fluidic
streams for specific physicochemical and biological applica-
tions [1, 2]. Due to such precision, the use of microfluidic
devices is commonly known to be able to reduce the con-

sumption of materials and regulate fluid flow in essential
microscale environments [3]. The development of microfluid
systems took place during the 1970s and has found numerous
applications in automobile industry [4–7], medical technol-
ogy [8–10], printing [11, 12], and sensor systems [13–15],
as well as optical devices [16–18]. Despite such vast applica-
tions, in general, MEMS products are most commonly
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manufactured using traditional methods which include sur-
face microprocessing [19], body microprocessing [20], and
LIGA (Lithographie, Galvanoformung, Abformung (Lithog-
raphy, Electroplating, and Molding)) [21]. These methods
provide MEMS products to be more detailed and clearer by
increasing the number of manufacturing steps and process-
ing units that, in turn, increases the overall costs associated
with the production of MEMS. In the same way, for small
lab-scale research, this process generally results in a long
and costly cycle which is not favoured. To address this, most
recently, additive manufacturing (3D printing) techniques
have been introduced which can potentially eliminate the
disadvantages of conventional production methods used in
microfluidic fabrication. Such 3D products can be used as
microfluidics [22–24], micromechanical systems [25, 26],
optical systems [27], cell structures [28], and biomedical
devices [28–31].

With the term 3D printing being commonly defined as “a
process of joining materials to make objects from 3D model
data, usually layer upon layer, as opposed to subtractive
manufacturing methodologies” 32, 3D printing, in that
respect, can potentially actualize rapid and easy prototyping
and increase the quality of the produced microfluidic devices
using different fabricating techniques. Such techniques to
produce microfluidic chips include but are not limited to
inject 3D printing, stereolithography (SL), fused deposition
modeling (FDM), material jetting, binder jetting, directed
energy deposition, and vat photopolymerization [32, 33].

In addition to the type of printing technique used, the
possibility of printing materials with high details using differ-
ent printing filaments is another feature of 3D-printed
microfluidic devices. The high transparency, as a result of uti-
lizing transparent filament, can effectively allow careful mon-
itoring of the fluid flow [1, 32, 34]. As a result, depending
upon the designated uses, resolution, colour, printing dimen-
sions, and proper filament can, therefore, be utilized.

This review presents the wide range of 3D printing tech-
nology and their application towards the fabrication of
microfluidic sensors and systems. Introduction regarding
the microfluidic chip technology, along with clean room, is
provided at the beginning which is followed by the imple-
mentation of the state-of-the-art 3D printing technology
and their applications for the fabrications of such systems.

2. Microfluidic-Chip Technology

Microfluidic chips can be defined as a collection ofmicrochan-
nels fabricated or constructed into a material, such as silicon,
glass, and polymer. They contain a mixture of interconnected
microchannels, which forms the microfluidic chip, to perform
the target operation or detection. These microchannels are
interfaced to the outside world through the chip, and it is via
these holes that gases or fluids are introduced and removed
from the microchip. Figure 1 shows the technological
advancements that have been achieved right from the inven-
tion of photolithography to the lab on chip [35].

From Figure 1, it can be deducted that the developments
that have been made in the field of microfluidic technology
are derived from the advancements in integrated circuits

(IC) and photolithography [36]. The development of micro-
flow sensors, micropumps, and microvalves dominates the
early phase of microfluids [37–39].

An example of such implementation of microfluidic chip
has been presented in the form of a T-junction which is used
to measure pressure [40]. It has been found that for filtration
purposes, the “T” connections on microfluidics become
blocked over time by fluids in droplet form thus causing
numerous application issues such as unwanted pressure
increase and variation in fluid velocity and acceleration, pro-
ducing undesirable results. As viscosity of the given fluid var-
ies, viscosity retention conditions in microfluidic channels
take place. For this reason, clogging may be inevitable for
microlevel channels. Figure 2 shows details regarding the
increase in blockage situation in a microfluidic chip according
to time. Based on the figure, the output over “T” suddenly
drops to 8μm level. At 0.4ms, it starts to block in the form
of droplets in the channel it comes from. Therefore, other
devices or methods should be incorporated in order to resolve
this issue. One way to address this tendency, for instance, is the
use of Laplace sensors to solve the problem of droplet blocking
at such return or connection points. As shown in Figure 2, a
turn in the “w” radius is put and thus, although the area used
is upstream, no narrowing has occurred in the channels.

Although microfluidic chip technology is still in its
infancy, viscosity and laminar flow are the most common
issues associated with its applications. According to Sanli
et al. [28], viscosity can be divided into Newtonian- and
non-Newtonian-type fluids. With the former referring to a
fluid whose viscosity does not change when a force is applied
(e.g., water, gasoline, and alcohol), the latter refers to a vary-
ing viscosity state of fluid when the applied force is a determi-
nant of the materials’ viscosity (e.g., starch-water or
ketchup). In the same way, the flow motion of this process
can be classified as laminar and turbulent flow which refers
to the regularity of flow of a fluid in a given medium.

Extending on the above application, a lab-on-a-chip
microfluidic device has been presented by Chien and Parce
[41]. An algorithm has been developed, to address the clog-
ging issue, which works by calculating the pressures in the
multiport flow control study for lab-on-a-chip microfluidic
device. For this purpose, additional devices with an external
pressure increasing multiport input have been incorporated.
Through this process, a pressurized fluid such as the dye mix-
ture and enzyme assay is often used along with a computer-
controlled multichamber pressure/vacuum control unit with
voltage and current input which has been built using the
syringes used in the system (see Figure 3).

In this experiment, it has been revealed that the external
pressure control and the predicted expectations are very close
to each other. In this way, it was emphasized that a new way
can be incorporated for biochemical experiments with the lab
on a chip. It was further noted that the ability to control fluids
flowing in microfluidics is always a leading feature. In addi-
tion, it was shown in that it is possible to direct many fluids
within channels using a multiport system.

Many similar terms such as “Micro-fluids,” “MEMS-
fluids” or “Bio-MEMS,” and “microfluidics” have also
emerged over time as the name of a new research discipline
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dealing with transport paths and liquid-based devices at
microscopic length scales. Figure 4 shows a scale to better
distinguish microfluids or roughly MEMS and nanofluids.
These devices can be completely distinguished from each
other by size or volume [43–51].

Microfluidic devices have microchannels, having one
dimension of at least 1 to 100μm, that deal with the manip-
ulation of liquids or gases [53, 54]. The fabrication of these
microchannels having such dimensions is due to the silicon
microprocessing-enabled channels that allow the features to
be produced with a precision of 1μm. This technological
achievement has enabled the reduction of micro- (10-6) litres
to atto- (10-18) litres of liquid volume. For further illustration,
the analytical and economic advantages of microfluidics are
listed in Table 1.

2.1. Microelectromechanical Systems (MEMS). The term
MEMS nowadays is used to refer to almost all types of min-
iaturised devices, such as 3D microstructures, mostly fabri-
cated from silicon semiconductor while utilizing techniques
that are the derivative of the recent developments in micro-
fabrication industry [55]. With the development of semicon-
ductor technologies, different MEMS production techniques
have also started to develop. MEMS manufacturing tech-
nique procedures are somewhat similar as compared with
ICs. With microfabrication, a large number of cheaper-cost
products have been produced. Special microprocessing tech-
niques have been developed for MEMS devices that cannot
potentially be produced with traditional manufacturing
techniques. These production techniques have advanced
with the development of technology and can be classified
as follows [56]:

(i) Bulk micromachining

(ii) Surface micromachining

(iii) Wafer bonding

(iv) Lithographie, Galvanoformung, Abformung (LIGA)

(v) Other microprocessing techniques

The bulk micromachining technique is the oldest micro-
processing technique. It is also highly preferred in MEMS
technology. In this process, the material is fabricated within
the desired limit via a number of steps. Bulk microprocessing
is generally done in 2 different ways as wet and dry etching
[57]. In wet etching, an acid-based liquid is applied on the
specified material and is used which is widely used in MEMS
production due to its fast and high selectivity. Nonetheless,
the rate of etching can vary depending on many factors.
Crystal structure of the material, residence time in the solu-
tion, type of doping, etc. are commonly known factors that
affect this process [58]. A process which relies on the removal
of the masked semiconductor material via the exposure to
ion bombardment and reactive gases resulting in removing
the masked portion of that material is known as dry etching
[59]. These processes are further developed to make the final
product, i.e., microfluidic chips, much smaller in size.

In addition, there are two types of wet chemical etching
in the body microprocessing. These are classified as isotropic
and anisotropic. In isotropic wet etching, since the rate of
etching does not depend on the crystal structure of the
material, the etching is distributed equally in all directions.
It is made with chemicals such as hydrofluoric acid (HF)
and hydrochloric acid (HCl). Illustrated in Figure 5, abrasion
proceeds at the same speed in all directions and circular-
shaped structures are obtained on the material. The aniso-
tropic etching, however, does not spread equally in all
directions since the rate of etching depends on the crystal
structure of the material. It is made using solutions such as
potassium hydroxide (KOH) and tetramethylammonium
hydroxide (TMAH). As can be seen in Figure 5, it carries
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out different etchings in different crystal directions. The
speed of erosion is also a variable with direct relation with
the atomic density.

In general, however, any etching process requires a mask-
ing material that has a high selectivity with respect to the sub-
strate material. Common masking materials for isotropic wet
etching include silicon dioxide and silicon nitride. Silicon
nitride has a lower wear rate compared to silicon dioxide
and is therefore used more frequently [62].

The most commonly used method in the body micropro-
cessing technique is deep reactive-ion etching (DRIE) with
dry etching. DRIE is one of the new technologies of MEMS
device manufacturing. With this technology, very high abra-
sion depth and height can be achieved. Assuming that the
substrate plate used is silicon, the etching depth with this
method can be in size of a thousand of microns [62].

Surface microprocessing is created by coating thin layers
on the silicon plate. In body microprocessing, this is the

Microfluidic devices

Micropumps/ valves/ flow sensors

Microfilters/ microreactors

Nanotechnology/ nanodevices Microneedles

1 nm

1 aL 1 fL

Molecules Smole particles

Viruses
Bacteria

Human hair Man

Conventional fluidic devices

1 pL 1 nL 1 mL1 𝜇L 1 L 1000 L

1 mm 1 m1 𝜇m1 Å

Microanalysis systems

Length scale

Volume scale

Other objects

Figure 4: Some sample scales for comparison of microfluidic and nanofluidic device sizes [52].

Table 1: Advantages of microfluidics.

Microfluid advantages Description

Less sample and reagent
consumption

Microfluidic devices require less sample volume for traditional methods or analyses.

Improved heat transfer The higher surface area/volume ratio of microfluidic channels increases the effective thermal dispersion.

Faster separations Stronger electric fields cause faster sample throughput.

Electrokinetic orientation
Electroosmotic flow allows fluids to be pumped with a flat “plug-like” velocity profile applied only over

electric fields.

Low power consumption Fewer components and improved heat dissipation require less power input.

Paralleling Several assays can be mixed or analysed in parallel on a single chip.

Portability Thanks to system integration and low power consumption, it can perform portable conductive analysis.

Improved separation efficiency Efficiency in electrophoretic and chromatographic separations is proportional to L/d.

Isotropic etching

L1a

L1b

L1n0vidth
L1a = 155.67 𝜇
L1b = 45.99 𝜇
L1c = 0.0 Deg 10 𝜇n

(a)

Anisotropic etching

(b)

Figure 5: Isotropic (a) and anisotropic (b) etching. Reproduced with permission from [60, 61].
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opposite, and structures are created by material removal. As
shown in Figure 5, a temporary coating (for example silicon
dioxide) is first made on a plate. Then, the material of the
final MEMS device to be produced is coated on this structure
using a thin film. With the completion of these processes, the
temporary material is removed with some solutions and the
real material remains.

Examining the steps for the surface microprocessing, pre-
sented in Figure 6, it can be observed that the process is a bit
complicated and likely to cause problems. Whether the prop-
erties of all materials and solutions to be used in this tech-
nique are suitable or not for this method should be
compared in detail. One of the most important issues in this
technique is that the solution to be applied to remove the
temporary layer should be very careful against damage to
the permanent material. It should be noted that etching pro-
cesses cannot be too fast and effective at the same time.

The method of forming multiple layers at microlevels is
commonly called the plate joining microprocessing tech-
nique (i.e., wafer bonding). There are three different types
of microprocessing techniques used in this regard that
include direct bonding, anodic bonding, and bonding using
interlayer. In order for these layers to be combined, the layers
must be smooth and clean [62].

Anodic coating, which is a special surface coating for alu-
minium, is applied as a sodium glass or silicone coating. This
relationship is established by applying certain temperatures
and tension. Metal, polymer, or glass plate is used for these
intermediate plates. The direct joining method is usually
achieved by adhering to the silicone layers [64, 65].

Lithography, Galvanoformung (electroplating), Abfor-
mung (also press molding) is a microprocessing technique
consisting of words such as LIGA [66]. It is another tech-
nique that has emerged to respond to the demands and needs
of the developing MEMS devices. It is the method that
enables MEMS devices that cannot be produced with silicon
processing techniques to be produced in 3D-printed plastic
structures, metal ceramics, etc. where LIGA technique is
employed to reveal the structures.

Another micromachining technique, laser micromachin-
ing, works by applying energy to the required area by sending
very short light through factors such as wavelength, energy,
and power, depending on the laser type. Electrodischarge
micromachining is another widely preferred microproces-
sing technique for materials with electrical conductivity. It
is especially preferred in complex systems. Microprocessing
with a focused ion beam is preferred for very small sizes
(nanolevels). The main element of microprocessing, in this
technique, is the voltage rise and fall. Voltages can range
from a few kiloelectron volts (keV) to a hundred times kilo-
electron volts [62].

In general, microfluidic chips are devices that work on
the principle of liquid transport, which significantly reduces
the complexity and power consumption of mechanical tests.
For example, electroosmosis is a process in which bulk elec-
trolytic fluid in a channel is entrained through viscosity by
moving ions near a naturally charged channel wall by the
application of an electric field [67].

Several analytical performance measures can be
improved through miniaturization. One of the most obvious
advantages of the smaller channel sizes is reduced reagent
consumption, resulting in less waste and more efficient test-
ing. Reduced reagent consumption becomes particularly
advantageous for many biological applications where
reagents can be very expensive and sample volumes are often
limited. In addition, the separation efficiency of chromato-
graphic and electrophoretic systems is proportional to L/d
(the length of the separation channel over its diameter).
Therefore, long and narrow channels provide improved
peak-to-peak resolution.

Because they are very narrow, microfluidic channels also
have flowed with very low Reynolds numbers; i.e., Re<1 flow
is laminar. Such laminar flows prevent additional dispersion
from affecting the bandwidth of a separate plug. However,
diffusion is more pronounced on smaller scales and is advan-
tageous for mixing applications where mixing can only be
done by diffusion, despite very laminar flow. Additionally,
narrow channels dissipate heat more efficiently and allow

Deposit & pattern oxide

Oxide Poly-Si Anchor Cantilever

Si substrateSi substrateSi substrate

Sacrificial material: Silicon oxide
Structural material: Polycrystalline Si (poly-Si)
Isolating material (electrical/ thermal): Silicon nitride

Deposit & pattern poly Sacrificial etch

Figure 6: Microfluid surface microprocessing, reprinted with permission from [63].
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stronger electric fields in electrophoretic systems without
adverse heating effects on separation efficiency. As a result,
tests will take less time as higher electric fields lead to faster
separations.

2.2. Cleanroom System. The cleanroom system is a system
used in production or scientific research and does not contain
high levels of environmental pollutants. Some special mea-
sures should be taken in order to provide the desired level of
cleanliness in the cleanroom system. Clean rooms are used
in many sectors such as for the manufacturing of semiconduc-
tor devices, which is a key ingredient of MEMS [68].

The modern cleanroom system was invented by the
American physicist Willis Whitfield. This work was con-
ducted at the Sandia National Laboratory. Whitfield devel-
oped the cleanroom system in a modern way by using the
filter system effectively in his study. Earlier cleanroom sys-
tems had many problems with unpredictable airflows [66,
68, 69].

Clean rooms can be used in any industrial area where
small levels of particles can adversely affect the production
process and can differ in size and complexity. Cleanroom sys-
tems are mainly used in the fields of biotechnology, semicon-
ductor production, life sciences, pharmaceutical industry,
and medical device production [66, 68, 70].

Since cleanroom systems are used in many applications,
there are many cleanroom classes according to their usage
areas. The HVAC (Heating, Ventilating, and Air Condition-
ing) design that the cleanroom will use is also made accord-
ingly. HVAC ventilation concerns many related areas.

Cleanroom systems are classified for ease of use. There
are many classification standards available today. The most
commonly used of these classification types is Federal Stan-
dard 209E and ISO 14644 Clean Room Standard that has
been prepared for cleanroom systems and cleanroom envi-
ronments [71].

As given in Table 2, for example, the habitable ambient
air corresponding to the ISO 9 class contains a maximum
of 35 200 000 particles with a diameter of 0.5μm and larger
per cubic meter. An ISO 4 class cleanroom allows a maxi-
mum of only 352 particles per cubic meter of 0.5μm or
greater. The actuator in this study was also produced in class
4 of ISO.

To control the fabrication processes, generally, validation
procedures are carried out. Validation processes, in that
sense, can be defined as control of systems and documenta-
tion. The main purpose of the validation process is to control
every part of the fabrication process [71].

Cleanroom systems can withstand air, humidity, heat,
and temperature controls and contain certain particles
according to class types. Many tests are carried out in the
cleanroom. The purpose of these tests is to understand that
the system is working correctly. Otherwise, problems may
arise according to the application to be made. The main tests
performed are as follows:

(i) Measurements regarding the number of particles

(ii) Measurements related to pressure gauge operations

(iii) Humidity and temperature treatments

(iv) Control tests

(v) Air control tests

(vi) Filter (Hepa) control tests [71]

2.3. MEMS Manufacturing Techniques with 3D Printer.
Recently, with the development of MEMS production
methods, 3D printers, which can manufacture materials
through the additive manufacturing technique, have been a
novel way for the production of these devices due to both
cost-effectiveness and the ease in manufacturing. The ongo-
ing requirements such as the basic workflow and clean room
used in the production of MEMS make production processes
difficult from time to time. However, by using 3D printing,
MEMS can be produced in any potential environment with
the additive manufacturing method (Figure 7).

Due to their rapid design iteration and because of their low
production, infrastructure, and maintenance costs, 3D print-
ing continues to be an encouraging alternative compared to
traditional techniques such as lithography. The recent devel-
opment in the technology allows the fabrication of complex
microfluidic devices (Figure 8), makes procedures fasters,
and is cheaper, therefore, making it attractive to more users.

With the recent advancements in 3D printing technolo-
gies, highly complex microfluidic devices can be fabricated
via single-step, rapid, and cost-effective protocols, making
microfluidics more accessible to users.

2.4. Photopolymerization 3D Printing (Also
Stereolithography). Stereolithography refers to one of the ear-
liest additive manufacturing technologies that emerged in the
early 1980s, commonly used for creating models and proto-
types through a selective curing of a photopolymer by a UV
using laser. As a result, the word stereolithography, a combi-
nation of the words “stereo = solid” and “lithography = print-
ing by light” is used for this process. After its introduction by
3D systems, other institutions produced microstereolithogra-
phy system and were able to produce devices capable of 3D
production at microlevels. At a microlevel, microstereolitho-
graphy fabrication techniques used for MEMS fabrication are
commonly examined in 3 groups:

(i) Projection microstereolithography (mask projection):
projection microstereolithography (PμSL) is a multi-
functional and low-cost process that enables rapid
production of ceramic products by 3D microfabrica-
tion using complex microsized polymer structures,
electrolysis, or resin additives [69]. PμSL enables the
rapid production of complex 3D microsized struc-
tures, on a layer-by-layer basis (see Figure 9(a)). In
addition, PμSL uses the most advanced digital micro-
display technology with patterns that are both digital
and dynamic. This method combines the prominent
features of common stereolithography and projection
lithography, creating rapid photopolymerization of all
structures with a microlevel layer resolution of UV
light. The materials used during the manufacturing
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process can be changed easily [81]. The user can con-
trol the printing speed, UV light’s intensity, and
depth/height of the structure, letting them fabricate
a variety of complex structures, such as spiral domes,
pyramids, and microwells [82, 83] (Figure 9(b))

(ii) Two-photon polymerization: another 3D printing
technique used is two-photon polymerization

(2PP) method which makes it possible to print out
many complex products by making the fabrication
production quickly and simply. Also, the high reso-
lution in the printouts allows this technique to stand
out [85]. In the 2PP method, it is the reactions that
make it possible for the light-sensitive material to
polymerize with a resolution of up to 100nm. Under
these conditions, the material is only exposed to the
laser beam for femtoseconds (10-15 seconds) [86]

Table 2: Cleanroom standards (reproduced from ISO/DIS 14644-1) [72].

ISO classification number (N)
Maximum allowable concentrations (particles/m3) for particles equal to and greater than the

considered sizes shown belowa

0.1 μm 0.2 μm 0.3μm 0.5 μm 1 μm 5 μm

ISO class 1 10b d d d d e

ISO class 2 100 24b 10b d d e

ISO class 3 1 000 237 102 35b d e

ISO class 4 10 000 2 370 1 020 352 83b e

ISO class 5 100 000 23 700 10 200 3 520 832 d, e, f

ISO class 6 1 000 000 237 000 102 000 35 200 8 320 293

ISO class 7 c c c 352 000 83 200 2 930

ISO class 8 c c c 3 520 000 832 000 29 300

ISO class 9g c c c 35 200 000 8 320 000 293 000
aAll concentrations in the table are cumulative; e.g., for ISO class 5, the 10 200 particles shown at 0.3 μm include all particles equal to and greater than this size.
bThese concentrations will lead to large air sample volumes for classification. Sequential sampling procedure may be applied. cConcentration limits are not
applicable in this region of the table due to very high particle concentration. dSampling and statistical limitations for particles in low concentrations make
classification inappropriate. eSample collection limitations for both particles in low concentrations and sizes greater than 1 μm make classification at this
particle size inappropriate, due to potential particle losses in the sampling system. fIn order to specify this particle size in association with ISO class 5, the
macroparticle descriptorM may be adapted and used in conjunction with at least one other particle size. gThis class is only applicable for the in-operation state.

Micro stereo lithography

Inkjet printing

Multi-jet/ pol-jet

Modelling
Additive laser direct

Fused deposition

Modelling

Figure 7: Additive manufacturing methods [73–75].
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(iii) Continuous liquid phase production: in the continu-
ous liquid phase production (CLIP) technique,
product output can be obtained only with photo-
polymers in the material with microstereolithogra-
phy. However, in μSL, there is a long production

time and a gradual interface between each printing
layer. However, with the developing technology,
the “continuous liquid phase production” defined
as “CLIP” has completely eliminated the problems
mentioned earlier. In this technique, microsized 3D
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Figure 8: Template and surface of 3D-printed microfluidic devices. (a, b) Images showing the surface roughness of a polylactic acid fused
deposition modeling (FDM) template before and after smoothing with tetrahydrofuran (THF) solvent. Panels adapted with permission
from references [76, 77] (copyright 2016, Royal Society of Chemistry). (c) A method of casting a fully 3D device. Polydimethylsiloxane
(PDMS) is cast over a 3D-printed template and allowed to partially cure. The PDMS is cracked and peeled off the template and then
allowed to fully cure before filling with fluid for experiments. Adapted with permission from reference [78] (copyright 2015, Springer
Nature). (d) Sandwich-style planar mixers are printed with FDM and then sandwiched between two surfaces with interface connections to
form fluidic devices. Adapted with permission from reference [79] (copyright 2015, IOP Publishing) [80].
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mesoshapes without layers can be used at high speed
and with vertical extrusion. The most striking fea-
ture of this technique is the provision of abundant
oxygen permeability in terms of oxygen, which pre-
vents photopolymerization. That is, in this tech-
nique, there is a continuous homogeneous
production [68, 87]. In addition, product outputs
of elastic ceramics and biological materials can be
obtained with this technology. Prototyping andmass
production may also be preferred in large-width
MEMS devices [68]

In general, 3D printing techniques are implemented to
fabricate microfluidic channels that are designed in different
shapes and sizes [22]. The designs are fabricated to analyse
the performance of the 3D printer which was then found to
be able to print structures with at least 50μm dimensions
[22]. In this study, two different production methods were
developed to optically improve the produced 3D structures.
Those are the 3D structures being bonded to glass surfaces
with polydimethylsiloxane (PDMS) and clear resin inter-
layers. The adhesion between the glass surface and the 3D
structures was achieved with UV application for the resin
and through the use of elevated temperature for PDMS. For
different thicknesses of PDMS and resin interlayers, the
bonding strength of the produced channels is commonly
examined. Bright-field and fluorescence imaging properties
of these channels are also usually analysed. As a result, twice
the bond strength and comparable viewing capacity, com-
pared to the PDMS-glass surface adhesion and compared to
conventional plasma, can be achieved. In addition, using
the presented production method, 3D structures are able to
integrate protein-coated glass surfaces without disrupting
the protein’s functionality.

2.5. Powder Bed Fusion (Additive Laser Technique). Powder
bed fusion refers to an additive manufacturing process in
which a laser (thermal energy) selectively fuses regions of a
powder bed. In this process, generally no support is required
for the creation of the section. To produce microfluidic chips,
different types of powder bed fusion are currently being used.
Laser microsintering (LMS), for instance, is a powder metal-
lurgy technique developed by Deckard and Beaman to make
cast models from plastic powder. Its origin dates back to the
1980s, and it is called selective laser sintering (SLS) [88, 89].
In the working system, powder groups consisting of metal
powders in a bed are melted or sintered by a laser beam. This
process is a powder welding process to make a solid part or
attachment to a previously determined computer-generated
3D model [90]. Most of the powders used in this technique
are metals (Ag, Al, Cu, and stainless steels) or polymers in
addition to some ceramics which can be processed using this
technique [88].

Bohandy et al. [91] developed a matrix-assisted pulsed
laser evaporation technique, which is a derivative of laser-
containing advanced transfer (LIFT), in 1986. This technique
is used to create layers in one plane directly using the laser. It
consists of a receiver and a transmitter. The donor material is
transparent, and a thin-film method such as coating and
spraying is used. In the data layer, it has two important fea-
tures that can absorb the preferred wavelength and ensure a
rapid supply of sufficient material in the case of continuous
pressure [92, 93]. Metals such as chromium, tungsten, gold,
nickel, aluminium, copper, and vanadium, which are found
in many different types, can be plated [94–96].

Laser chemical vapor coating (LCVD) is used in the pro-
duction of complex parts, which can coat many different
types of materials. The LCVD process is generally created
in a vacuum chamber with the separation of the by-product
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Figure 9: (a) Projection microstereolithography (PμSL) setup: UV-light projects to the DMDmirror, which produces an optical pattern. The
optical pattern projects across an optical lens to the photosensitive biomaterial to construct a 3D scaffold in a layer-by-layer method. (b) SEM
images of the variety of printed microwells [83, 84].
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that a precursor gas accumulates on the structure by laser
beam during scanning. There are two laser-assisted groups
that are divided into pyrolytic LCVD and photolytic LCVD.
The process in which the precursor gas is thermally decom-
posed by laser heat on the layer is called the pyrolytic LCVD
process while the process by which photon energy is
absorbed by the precursor gas is called the photolytic LCVD
process [97] which is commonly used for the metal deposi-
tion process, carbonyl, alkyl, halogen, oxyhalite, etc. while
precursor gases are preferred; alkyls or alkyl halogens are
generally preferred for semiconductors [98–102].

2.6. Material Jetting (Ink-Based 3D Printing and Extrusion).
Extrusion-based and material jetting 3D printing refers to a

series of 3D printers that utilize a nozzle to directly print
molten materials from a constant cross-sectional diameter
nozzle. In this process, the molten material is liquified
and bonds with the previously printed layers and sections.
In this process, photomonomers, in solution with nano-
particles in colloidal suspension, and inks, which can be
found in several different types in organic or inorganic
solvents, containing metallic and nonmetallic components
are selectively deposited. This process can further be
divided into the following [103]:

(i) Direct part printing: this includes printing sections
with photopolymers and waxes by directly printing
the parts

(i) Print (ii) Cast

(i) Evacuate (ii) Add cells, perfuse

(a) (b)

500 𝜇m

50 𝜇m

(c)

Figure 10: 3D-printed organs on chips in an ink-based printer technique: (a) illustration and (b) photograph of the extrusion-printing
process of a kidney proximal tubule on a chip. (c) An immunofluorescent stained image of the inkjet-printed tubule [84].
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Figure 11: New approaches for 3D printing of microfluidic devices and structures. (a) Two-photon polymerization of a spring diode inside a
microfluidic channel. Adapted with permission from reference [107]. (b) Instrumentation setup for CLIP. The build platform is continuously
raised out of a resin vat, and polymerization is enabled by an oxygen-inhibited dead zone above a permeable window. Adapted from reference
[76] (copyright 2015, AAAS). (c) Instrumental setup for an alternate approach to CLIP. Polymerization is initiated by blue light and inhibited
by UV light. Adapted with permission from reference [77]. (d) Image angle breakdown and instrumental setup for CAL 3D printing.
Abbreviations: CAL: computed axial lithography; CLIP: continuous liquid interface printing; DLP: digital light processing [79, 80].
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(ii) Binder printing: this technique refers to a rather
broad class of processes whereby the binder is printed
onto powder bed

To manufacture microfluidic chips and devices by using
this technique, generally the direct part printing is utilized.

An application of the ink-based printer technique is
shown in Figures 10 and 11.

In this process, a thermal actuator or piezoelectric actua-
tor is commonly used to allow ink droplets to contact a sur-
face. In this section, ink droplets can be used as separate
droplets from time to time (the drop-and-demand (DoD)
method) or as a continuous inkjet (CIJ) method by recycling
unused ink fluid. Since the control area for the material dis-
tributed in the DoD is larger, it is more suitable for microfab-
rication [104].

2.7. Other 3D Printing Techniques. Other 3D printing tech-
niques include Multi Jet technology which combines inkjet
and stereolithography 3D printing methods. A multi-ink-
based model is created by spraying photopolymer resins on
a layered structure. PolyJet materials harden as a result of
being exposed to UV rays for a short time, and the product
is formed after stratification. Multi-Jet technology enables
the production of especially smoother, more precise, and
higher resolution products.

In addition, hybrid products can be produced by mixing
plastic, flexible, and transparent material derivatives in 3D
printing [105, 106].

Nowadays, it is easy to print 3D products between 70 and
200 microns with Multi Jet and FDM technologies. This scale
is not very suitable for MEMS devices.

3. Conclusions and Future Perspective

Microfluidic chips and devices are able to downscale bio-
chemical and biomedical processes to a portable micro- and
nanosized scale. Such engineered devices allow a better con-
trol over fluid flow and provide microenvironmental control
over variables that can have major uses in autonomous appli-
cations. As a result of its numerous contributions, in this
review study, the manufacturing technologies used in the
design and manufacture of micro- and nanoscale sensors
and their subcomponents were examined. According to the
results of the experimental studies, the following inferences
have been made:

(i) Options in production technologies include changes
according to the working and measuring features of
the designed sensor. There is an increasing tendency
to use the FDM method in the selection of the pro-
duction method. However, it is related to the proper-
ties desired to be produced by chemical or physical
interaction

(ii) The sensors to be produced have morphological fea-
tures that can be used in every field from biomedical
to aviation. However, product expectations may not
be sufficient for uniform material composition.
Printers that are hybrid and can produce different

types of materials (metal-ceramic-polymer) should
be used in expanding the product range. The selec-
tion of production methods varies in the characteris-
tics of the sensor to be produced

(iii) The choice of matrix material in the production of
composite, coating, and other production methods
causes all properties to change
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Sensors have become an integral part of our everyday lives by helping us converting packets of data to make important decisions.
Due to this reason, researches are done constantly to improve the fabrication processes of sensors by making them more user-
friendly, less time-consuming, and more cost-effective. The application of any fabrication solution that offers those advantages
will have a major impact on the manufacturing of modern sensors. To address this issue, a 3D printed Surface Acoustic Wave
(SAW) temperature sensor is presented in this paper. The modelling and analysis of such a sensor have been performed for
both aluminium and copper electrodes using COMSOL software. In total, 4 different sensing structures, 2 each for both
aluminium and copper electrodes based one-port resonators, are designed and analysed for their application in temperature
sensing. The resulting responses of those sensors are approximately 2.19MHz and 424.01MHz frequency ranges. The novelty
lies in the possibility of mass-producing such a sensor using additive manufacturing will have a direct impact in the areas where
conventional electronics cannot be utilized.

1. Introduction

Sensor-based technologies are playing an enormous role in
fostering social and economic-based advancements in
emerging economies all over the globe. To support the neces-
sary technological development in the field of printed elec-
tronics [1–3], hence, in the field of sensors, both the
researchers [4] and the industries [5] are working in align-
ment. Research and development are done to cut down the
costs [6] and the time [7] to mass-produce sensors that are
directly related to the efficiency [8–10] of the production
and carry a huge benefit for the industry and also to the
end-user. One such technique which can help the
advancements towards this common goal is known as
3D printing, and it is already being employed to produce
parts for industries such as automotive with greater speed
and accuracy. To facilitate the process of 3D printing for
sensor manufacturing, ink-jet printing, a technology com-
monly used in both personal and commercial environ-
ments, has surfaced in preference to conventional

electronics fabrication practices [11–14]. Au et al. com-
pared the cost of a traditionally manufactured sensor,
i.e., via lithography, to a 3D printed technology, i.e.,
stereolithography and found the difference to be 15 USD
[15]. Not only the cost but also the simplicity of the 3D
printing technique plays an important role here as it
makes the reproduction of the same structure with mini-
mal human effort. In addition to that, the sensitivity and
the accuracy of the printed sensor, compared to the tradi-
tional ways, are not affected [16, 17].

Several 3D printing technologies are being currently
utilized and are also researched for their implementation
in the sensor fabrication process, and one of them is
based on Aerosol Jet (AJ) method which can directly
print the required sensing structure on the provided sub-
strate. AJ-based direct structure writing technique has
been used for the realization of strain sensor [18–20],
electrochemical and biosensors [21], antennas [22], elec-
tronic interconnect devices [23], transistors [24], solar
cells [25, 26], electrothermal actuators [27], and
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microbeams [28]. This works focuses on the use of the
AJ-based printing method for the surface acoustic wave
(SAW) based passive temperature sensor.

SAW-based devices use the principle of piezoelectric
effect to convert an electrical signal to a mechanical wave,
Rayleigh wave which is a transversal wave, which then prop-
agates through the piezoelectric substrate to the other trans-
ducer which then changes it back to an electric signal. The
properties of the Rayleigh wave and the principle of the pie-
zoelectric effect need to be understood correctly for the appli-
cation of them as a sensing device [29].

A radio wave is emitted using a wireless interrogation
device which then energizes the SAW device using the oppo-
site of the piezoelectric effect. The radio wave is transferred to

interdigital transducers (IDT) via an antenna. The IDT con-
verts the received electrical signal to a transversal wave, Ray-
leigh wave, which then propagates along the piezoelectric
substrate to form a resonator. This structure has a unique res-
onating frequency at each temperature, and once the struc-
tural parameters of the SAW resonator are known, it can be
utilized as a temperature sensing structure [30]. The sche-
matic diagram illustrating the principle of operation of a typ-
ical single port SAW resonator is shown in Figure 1. One port
resonator has IDT placed in the middle with reflectors on its
left and right. Reflectors are used for sending back the gener-
ated surface acoustic wave.

Another type of SAW resonator is shown in Figure 2
which is known as the two-port SAW resonator. Due to its

Wireless 
interrogetor

Antenna

Interdigital 
tranducer

Radio waves 
for 

interrogation

Surface 
acoustic 

waves

Piezoelectric 
substrate

Reflectors

Figure 1: Operating principle of a one-port SAW-based resonator.

Wireless 
interrogetor

Antenna

Interdigital 
tranducer

Radio waves 
for

interrogation

Piezoelectric 
substrate

Reflectors

IN

GND OUT

GND

Surface
acoustic
waves

Figure 2: Operating principle of a two-port SAW-based resonator.
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structure, it is mostly used for higher frequency oscillators
and narrowband filters.

SAW-based sensors can provide medical [31], telecom-
munication [32], consumer electronics [33, 34], automotive
[31], and industrial [33] sectors with a wide range of use
cases. Due to their passive sensing capabilities, SAW devices
can be utilized in harsh operating conditions where normal
electronic circuits cannot be used, i.e., high temperatures.
Normally, SAW-based sensors are fabricated using tradi-
tional methods which requires a clean room facility and the
obligation to follow complicated several step processes [35]
using lithography [36] but the advancements in the 3D print-
ing technologies have allowed the researchers to apply them
to sensor fabrication process. These technologies can directly
print nanoparticles onto the substrate to fabricate a sensing
structure. They decrease the process steps and allow the effi-
cient use of the materials as compared to traditional lithogra-
phy [37–40].

For this work, the AJ-based stereolithography printing
method will be of the focus. This printing method will be
explored for the fabrication of a SAW-based temperature
sensor. The development of such a sensor is very much in line
with the current requirements of many industries [41–45].

This paper presents 4 different designs of SAW-based
sensors, to be employed for temperature sensing, based on
YZ-cut lithium niobate with either aluminium or copper as
the electrodes. The sensing structures are designed using
both aluminium and copper electrode-based one-port
resonator-based techniques. The models of the aforemen-
tioned sensors are mathematically designed, and analyses
are performed using COMSOL software. Frequency and
voltage-based responses of the sensing structures for all 4
proposed models are also calculated using COMSOL. The
novelty lies in the possibility of mass-producing such a sensor
using additive manufacturing will have a direct impact in the
areas where conventional electronics cannot be utilized.

2. Materials and Methods

2.1. Material Selection. One of the most important steps in
designing a SAW-based sensing device is the selection of
the substrate and subsequently the electrode materials. Ther-
mal coefficient, wave type, wave propagation velocity, and
electromechanical coupling factor (K2) are some of the prop-
erties of the piezoelectric substrate which need to be consid-
ered for a SAW-based temperature sensor [46]. These
properties are shown in Table 1 for some of the commonly
used piezoelectric substrates.

For the design of a SAW-based temperature, the sub-
strate with a higher thermal coefficient should be preferred
due to the fact that it is directly related to the changes in
the pitch of an IDT as a function of temperature. The change
in length along the surface of the piezoelectric substrate will
also affect the distance between the IDT electrodes, therefore,
affecting the pitch of the device and since synchronous fre-
quency and pitch are related, as in equation (1), therefore,
the output signal will show a frequency shift. Depending on
the mode of operation of the sensor, this frequency shift
can be measured as either a shift in phase or a delay in time.

To this end, looking at Table 1, lithium niobate should be
preferred while quartz should be avoided for the application
of SAW as a temperature sensor.

Another important thing to consider while designing a
SAW sensing structure is the selection of the material for
IDTs. Table 2 provides the properties of some of the most
commonly used materials for IDTs [46]. YZ-cut lithium nio-
bate will be used as a piezoelectric substrate with both alu-
minium and copper electrodes for IDT.

2.2. Sensor Design. Figure 3 describes the structural design
parameters for the proposed SAW resonator-based tempera-
ture sensor. As depicted in Figure 3, the IDT structure is
designed with a certain pitch among them, and the resulting
surface acoustic wave is well-founded when the pitch of the
IDT fingers and the wavelength of the surface wave are equal
to each other. Equation (1) is employed to determine the res-
onant frequency (f ), which is a function used for measuring
temperature, of the proposed structure, and its relation to the
propagation velocity (Vs) of the resulting surface wave.

f = Vs

λ0
, ð1Þ

where λ0 is the wavelength of the SAW.

Table 1: Mechanical properties of some commonly available
piezoelectric substrates.

Material Orientation
Thermal

coefficient (10-
6/°C)

SAW
velocity
(m/s)

Coupling
coefficient

(%)

Lithium
niobate

Y, Z 94 3488 4.6

Lithium
niobate

1280-Y, X 75 3992 5.6

Lithium
tantalate

Y, Z 35 3230 0.66

Lithium
tantalate

X-1120, Y 22.3 3295 0.75

Langasite Y, X 38 2330 0.37

Quartz Y, X -24 3159 0

Quartz Y ST, X 0 3159 0.16

Table 2: Properties of commonly used conductor material for IDTs.

IDT electrode
conductor

Substrate
adherence

Electrical
resistivity (μΩ-cm)

Melting
point (°C)

Gold Poor 2.2 2855

Titanium Good 50 3286

Tungsten Normal 5 5554

Aluminium Good 2.65 2518

Copper Good 1.7 2926
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D
𝜆0

P

W

A

Nr

Figure 3: Design parameters for a single port SAW-based temperature sensor.

Table 3: Summary of geometric parameters for the proposed IDT and reflector structures for the SAW resonator.

Parameter Symbol Values for device 1 Values for device 2

Electrode finger width of IDT W 350 μm 2 μm

Space between adjacent electrode fingers of IDT P 300 μm 2 μm

Aperture width of the IDT finger A 6000 μm 300 μm

Number of IDT finger pairs No 25 25

Number of SAW reflector pairs Nr 62 62

Distance between IDT and reflectors D 200 μm 3 μm

Thickness of IDT electrode fingers t 200 μm 0.5 μm

Atomizer gas A Atomizer gas B

Aerosol B

Component B
Elastosil P 7670

Aerosol A
Sheath gas

Substrate

Printing-
nozzle

Component A
Elastosil P 7670

Heating
element

Virtual impactor A Virtual impactor B
Exhaust gas A Exhaust gas B

Figure 4: Functional block diagram for the generation of aerosol streams for a typical AJ-based printer [48].
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Figure 5: Finite element model for the analysis of the proposed SAW-based temperature sensing devices [49].
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The IDT structure needs to be quantified in order to
develop its model. Figure 3 and Table 3 show the labelled
IDT structure and its explanation, respectively.

In order to achieve the strongest IDT activation and
phase superposition of SAW, the IDT pitch, which is
W + P, should be equal to half of the SAW wavelength,
as described by the wave interference principle.
Therefore,

W + P =N
λ0
2 : ð2Þ

The distance between the IDT and the adjacent
reflectors should also satisfy equation (3) to make sure

that IDT receives the standing wave on its peak.

D = N −
1
2

� �
λ0
2 : ð3Þ

Aperture width of the IDT fingers also plays an
important role in the performance of the SAW resonator.
Normally, it is between 50 and 100 times the SAW
wavelength [47].

2.3. Aerosol Jet-Based 3D Printing. The possibility of the
mass production of the 3D printed electronic structures
is directly correlated to the advancements in the 3D
printing technology, stereolithography. To this end, Opto-
mec’s AJ system, which using additive manufacturing,
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Figure 6: Resonant frequency mode plot of the proposed SAW temperature sensors with aluminium electrodes as IDTs: (a) device 1 and (b)
device 2.

5Journal of Nanomaterials



offers the possibility of producing those minute electronic
sensing structures to any desirable substrate using nano-
particles from the range of 1mm to 10 microns. The
working principle of the AJ-based system is shown in
Figure 4.

A pneumatic or more preferably ultrasonic, due to
fewer suspension requirements, the based transducer is
utilized to produce the aerosol flow which is then focused
on the substrate to be deposited via a printing nozzle by
forming a coaxial flow between the aerosol and inert gas
streams acting as a sheath. The coaxial flow prevents the
internal clogging in the printing nozzle. The width of the
deposited structure on the substrate can be as minute as
10 microns if a 100-micron printing nozzle is used. Once

the deposition of the structure is finished, a sintered laser
can be used to extract the final structure.

The fabrication of the proposed device using a direct
3D printing technique will be implemented for two differ-
ent scenarios. The first scenario will have a YZ-cut lithium
niobate as the piezoelectric substrate with a thin polyiso-
butylene film using aluminium for IDT electrodes. The
second scenario will have copper IDT electrodes, and the
rest will stay the same.

3. Results and Discussion

The finite element analysis of the proposed SAW-based tem-
perature sensing devices is performed using COMSOL
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Figure 7: Antiresonant frequency mode plot of the proposed SAW temperature sensors with aluminium electrodes as IDTs: (a) device 1 and
(b) device 2.
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multiphysics. The results of those analyses are used to simu-
late and thus evaluate the performance of those devices. The
configuration of the proposed devices is described in Section
2. The analysis can be performed using a pair of electrode fin-
gers, since IDTs are periodic, for displacement. Again, using
the boundary conditions, the aperture of the device can be
assumed infinite reducing it to a few of the wavelength. The
developed model is illustrated in Figure 5.

3.1. Implementation of SAW Using Aluminium Electrodes.
The resonance frequency of the SAW-based resonator is cal-
culated via piezoelectric material and eigenfrequency which
in turn determines the velocity of the SAW in the designed
structure. YZ-cut lithium niobate structure with the follow-

ing constants is used for this study. Equations (4) defines
the elasticity matrix as E:

E =

242:4 75:2 75:2 0 0 0
0 203 57:3 0 8:5 0
0 0 203 0 −8:5 0
0 0 0 75:2 0 8:5
0 0 0 0 59:5 0
0 0 0 0 0 59:5
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Figure 8: Electrical potential distributions at the 2nd eigenfrequencies of the proposed SAW temperature sensors: (a) device 1 and (b) device
2.
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The coupling matrix is shown in equation (5) as C:

C =
1:33 0:23 0:23 0 0 0
0 0 0 −2:5 0 3:7
0 −2:5 2:5 0 3:7 0

2
664

3
775X C/m2:

ð5Þ

The relative permittivity, ε, is described in equation (6)
as:

ε =
28:7 0 0
0 85:2 0
0 0 85:2

2
664

3
775: ð6Þ

The density is 0.918 g/cm3 while Poisson’s ratio is consid-
ered to be 0.48 and Young’s modulus is 10GPa. The usage of
the periodic boundary condition implies that the electrical
potential and the displacement are identical along both the
vertical sections of the model.

The results of the analysis show the resonant frequencies,
as shown in Figure 6, for SAW device 1 and device 2 to be at
2.19MHz and 424.01MHz, respectively. The antiresonant
frequencies, depicted in Figure 7, for SAW device 1 and
device 2 are 2.24MHz and 426.69MHz, respectively.

Considering the first and second eigenfrequencies of the
SAW modes, shown in Figures 6 and 7, the electric potential
distribution characteristics according to the illustrated solu-
tions are shown in Figure 8 below.

The electrical response of both the proposed devices is
presented in Figure 9. It can be seen from the graph that
when an electrical potential is applied to the IDTs, the device
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Figure 9: Sensors: (a) device 1 and (b) device 2.
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experiences strain in its piezoelectric substrate and produces
SAW that travels across the surface and thus causing defor-
mation in the structure.

3.2. Implementation of SAW Using Copper Electrodes. The
same analysis is performed for the device having copper elec-
trodes. The results of the analysis show the resonant frequen-
cies, shown in Figure 10, for SAW device 1 and device 2 to be
at 2.07MHz and 398.22MHz, respectively. The antiresonant
frequencies, depicted in Figure 11, for SAW device 1 and
device 2 are 2.43MHz and 401.57MHz, respectively.

2MHz and 4MHz SAW-based sensing structures are
designed and modelled in this paper. In order to derive the
output voltages and the displacement of the SAW sensors,

transient analyses are performed using COMSOL software.
The results for the field displacement are shown in
Figures 6, 7, 10, and 11. Aluminium electrode-based one-
port resonator shows a maximum displacement of 1800μm
for device 1 and 12μm for device 2. Meanwhile, these values
for copper-based one-port resonator were near to 0μm for
device 1 and 10μm for device 2. Results show that electrodes
based on aluminium are more efficient for the excitation of
the sensing structure. Results also indicate that in all consid-
ered cases, the in-plane horizontal displacements are more
important than the vertical ones, confirming thus the shear-
horizontal nature of the generated waves. Results indicate
that acoustic waves generated in the first device are in
advance by about 0.05V, with respect to the second device.
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Figure 10: Resonant frequency mode plot of the proposed SAW temperature sensors with copper electrodes as IDTs: (a) device 1 and (b)
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4. Conclusion

SAW-based sensing technology in combination with the
advancements in the 3D printing techniques shows promise
for its implementation in wireless sensing applications. To
this end, SAW-based temperature sensing devices were
designed and modelled using COMSOL multiphysics and
presented in this paper. All the structural designed parame-
ters for both the proposed devices were calculated, and the
simulations of their eigenfrequencies and impedances were
performed using FEM. The designed sensors were found to
be operating at 2.19MHz for device 1 and 424MHz for
device 2 using YZ-cut lithium niobate as substrate and alu-
minium as the conducting metal for IDT electrodes. The pro-
posed sensors have the capabilities of being a passive wireless

sensing device. Finally, the findings presented in this paper
pave the way for the possible fabrication of SAW-based tem-
perature sensors with high accuracy using the AJ system-
based direct 3D printing method.
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Predicting the lifetime of a LED lighting system is important for the implementation of design specifications and comparative
analysis of the financial competition of various illuminating systems. Most lifetime information published by LED
manufacturers and standardization organizations is limited to certain temperature and current values. However, as a result of
different working and ambient conditions throughout the whole operating period, significant differences in lifetimes can be
observed. In this article, an advanced method of lifetime prediction is proposed considering the initial task areas and the
statistical characteristics of the study values obtained in the accelerated fragmentation test. This study proposes a new method to
predict the lifetime of COB LED using an artificial intelligence approach and LM-80 data. Accordingly, a database with 6000
hours of LM-80 data was created using the Neuro-Fuzzy (ANFIS) algorithm, and a highly accurate lifetime prediction method
was developed. This method reveals an approximate similarity of 99.8506% with the benchmark lifetime. The proposed
methodology may provide a useful guideline to lifetime predictions of LED-related products which can also be adapted to
different operating conditions in a shorter time compared to conventional methods. At the same time, this method can be used
in the life prediction of nanosensors and can be produced with the 3D technique.

1. Introduction

Before the 1990s, LEDs were used in backlighting, communi-
cation, healthcare services, and signage and accent lighting
systems especially thanks to their small (<10mm) size [1,
2]. With the correct design, they offer the energy saving
advantages of higher energy efficiency with lower voltage
(usually <4 volts) and operation at low currents (usually
<700mA) with lower power consumption [3]. LED lighting
fixtures are superior to traditional light sources with their
properties such as saving energy (high efficiency), long life
(50,000-100,000 hours), smaller size, perfect on/off response,
low-temperature lighting, and being free of environmentally
hazardous mercury (Hg) [4, 5]. Their on/off response time
of microseconds, a wide range of color temperatures (3200-
12,000K) that is controllable, and a wide range of operating
temperatures (20-950°C) guarantee high performance [6].

Usage of high-power white LEDs (HPLEDs) in light fixtures
is currently a subject of extensive research, and HPLEDs have
an increasing market share thanks to their environmentally
friendly features, crucially important to help prevent global
warming [7, 8].

The main limitation of the lighting fixtures of LED semi-
conductor components is the low power of single-chip diodes
and the resulting low luminous flux. Manufacturers of light
fixtures tried and solved this problem by creating a matrix
structure with multiple single-chip LEDs [9, 10]. The product
of fixing a multichip LED on a surface and covering it with a
phosphorus-silicon mixture based on traditional filling tech-
nology is the COB (cell on board), a high-brightness, high-
power white light that can be used indoors and outdoors
[11]. This technology makes it possible to place multichips
in a small area in order to create a multichip LED structure
[12]. LED lighting fixtures of approximately 500W power
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and 60,000 lm luminous flux can be produced by securing
good thermal conductivity with the help of modern thermal
conductive adhesives [13, 14].

The COB technology allows the side-by-side mounting of
LED chips directly on a substrate or circuit board. This pack-
age design enables higher power intensity [15]. As LED chips
are very closely spaced, designers must first optimize the dis-
tance between them to ensure an ideal balance of their ther-
mal and optical properties [16, 17]. A LED array can be
formed with two different methods. The first one is to line
a printed circuit board (PCB) with high-power LED packages
of the surface mount type (SMT). The other is to directly
form a matrix with the chips on a PCB (these are called a
COB array) [18]. There are two types of COB packages:
ceramic substrate and metal substrate [19].

Nowadays, commercial demands for LED-containing fix-
tures in terms of lumen degradation are based entirely on the
data from LM-79 and LM-80 and the TM-21 calculations
[20]. IES LM-80-08 is an approved method for measuring
the lumen values of LED lighting sources. The IES standard
TM-21-11 is the most common method used to predict the
lifetime of LED fixtures. For reliable long-term predictions,
at least 6000 hours of testing are needed with LM-80 [21,
22]. The mean value for the normalized light output values
from the LM-80 report is used, and a nonlinear regression
is performed for a lifetime prediction model [20].

Figure 1 shows the change occurring in lifetime L (lumi-
nous flux) of the LED equipment over time. The formula
called B50 − L70 means that 50% of the lumen output (B50)
is smaller than 70% (L70) of the baseline. Lamp manufac-
turers perform lifetime testing on their products and define
the lamp’s lifetime as the length of time that the light output
drops below L70 in 50% of the testing time [24]. L70-L85 are
mostly preferred for outdoor applications, whereas L90 is pre-
ferred for indoor applications. In some lighting projects that
do not require precise lighting, L50 is also considered and
used as a design parameter [23].

Qu et al. proposed a lifetime prediction method based on
an accelerated distortion test and statistical data on lifetime
[23]. Sun et al. used both the structure of the LED and the
impact of the driver on the light source [2], and Li et al. used
the Weilbull distribution to determine the error rate of the
prediction method [24]. Chen et al. presented an online test
method at a test temperature of 125°C [25]. Park and Kim
used the gamma model to predict the service life of LEDs
[5], and Zhang et al. estimated the mean time to failure
(MTTF) using exponential distribution [26]. Liu et al. studied
the ANN distribution for temperature and lifetime in multi-
chip LEDs [27], and Alfarog et al. used the thermally con-
nected FEM [28]. Niu et al. studied the effects of LED
driver Al-Cap core on life parameters [7]. Wang and Chu
performed accelerated degradation testing (ADT) for light
bars used in laptops [29]. Hao et al. performed the gradual
aging test based on the Nelson model [30], and Wang and
Lu used the degradation-data-driven method (DDDM) to
predict the lifetime of HP white LEDs [6].

The lifetime calculations for LED light sources were pre-
viously performed using conventional methods; however,

AI-based calculation methods are more and more employed
in recent years. In this study, an innovative method is pro-
posed to predict the lifetime of a COB LED light source that
is in the process of being introduced to the market. The pro-
posed technique uses LM-80 data obtained in accordance
with the IES TM-21-11 Lifetime Prediction Method to
develop a prediction method based on AI (artificial intelli-
gence). In line with the method developed, a data set for
training and testing was created for ANFIS based on the
results of measurements performed for 6000 hours. The
developed ANFIS architecture allows for a high-accuracy
lifetime prediction for the COB LED. This article is organized
as follows: In the first part, the structure of the COB LED and
semiconductor lifetime prediction methods are explained.
The second part is dedicated to elaborating the COB LED
used in the study, the lifetime prediction method, and the
ANFIS structure. The lifetime prediction method developed
for the selected COB LED lamp and the results obtained are
described in the third part, and the last part concludes this
study.

2. Methodology and Calculations of COB
LED L70

For this project, a technically and economically advanced
system was developed due to the high density of large build-
ings in Istanbul. Accordingly, energy-production estimates
were obtained using the PV∗SOL program based on 1-year
sunshine data for Istanbul. The real-time application was
then compared with the production data. PV plants with
23.68 kW of DC power were installed on the roofs of three
buildings with similar features in the same location (in the
Başakşehir District of Istanbul). All three PV plants (fixed-
angle, adjustable-angle, and automatic solar-tracking sys-
tems) were mounted on the buildings, and each was com-
prised of 320W polycrystalline PV panels with 16.5%
efficiency.

An EV charging station enables the recharging of EVs
using external energy sources. Although such systems are
usually connected to the grid, they may also be connected
to renewable energy sources. EV charging stations draw high
current during operations and also generate harmonics due

90%
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p%

100%
Lumen flux
degradation

L90 L70Lp
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Figure 1: Luminous flux change curve for the LED light source
based on time [23].
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to the structure of their electronic circuits. Therefore, EV
charging stations should have filtering and compensation
systems so as to conform to standards. Overcurrent, short-
circuit, and residual-current protections should be present
in every electrical device; these features are available as the
standard for these devices. Furthermore, these stations
should have a software infrastructure for processing the
charging data because of the need for energy sales at the
stations. A communication system that is capable of shar-
ing data with the relevant companies and processing data
for the user’s account is also needed. This communication
can be provided by systems such as Wi-Fi, GPRS, RS-485,
and TCP/IP. EV charging stations also often have hard-
ware such as radio-frequency identification card readers
for users. The standards for charging stations vary by
region. Prediction of the useful lifetime of light power is
based on a standard procedure. The LM-80-08 standard,
published by the Illuminating Engineering Society of
North America (IESNA), is used to predict the lifetime
of light sources with the help of an exponential regression
equation calculated on the basis of the reduction of initial
luminous flux [31]. The traditional method of estimating
lifetime is the regression model [5].

What makes this study stand out from others on the same
theme can be explained as follows:

(1) In recent studies performed to predict the lifetime of
LEDs, the Fuzzy Logic and Neural Network algo-
rithms from among the AI methods were used. This

study uses the Adaptive Neuro-Fuzzy Inference Sys-
tem (ANFIS) for COB LED lifetime prediction

(2) Most of the work performed is based on techniques
used exclusively for a tester. The method developed
in this study provides fast and accurate results for
all semiconductor lighting products with an LM-80-
08 report

This study is aimed at developing a new method for the
safe and fast determination of the lifetime of the COB LED
light source, which has been used for lighting purposes in
the last five years. The block diagram of the methodology is
given in Figure 2.

Firstly, LM-80 test data obtained with at least 6000
hours of laboratory measurement of COB LED were
obtained from the relevant company. In the study, COB
LED with the product code of NVELJ048Z of the Nichia
Corporation was used.

In the second stage, the COB LED L70 lifetime was calcu-
lated using the exponential function from the catalog data for
the 80°C junction temperature.

In the third stage, three ANFIS models with different
membership function types were created for detailed analysis
of life expectancy. In order to find the most accurate
approach according to the type of data obtained, models were
created using the triangle, gbell, and Gaussian membership
functions.

In the last stage, the lifetimes were calculated according to
the ANFIS model. The life expectancies found using the
exponential function and the ANFIS models were compared
with the reference value.

2.1. Test Device. The research object selected for this study
was the NVELJ048Z model white COB LED (Table 1) of
Nichia Corporation.

A chip made of indium gallium nitride (GaN) was com-
bined on the metal interconnection layer, and a ceramic sub-
strate of high thermal conductivity 2W/(m·K) was used to
increase heat distribution [5, 32].

2.2. Lumen Maintenance Degradation (L70). The IES TM-80-
08 “Measurement of the Luminous FluxMaintenance in LED
Light Sources” was further improved to develop and publish
the IES TM-21-11 “Lifetime Prediction Method” standard in
2011, which helped to estimate long-term luminous flux drop
with LM-80 data [33].

Classic
method

Design of ANFIS
models

Lifetime calculations
using ANFIS models

Analysis of
ANFIS models

Comparison of
models

min 6000 sec.
values

Collect
LM-80-11 data

Calculating life time using
exponential function

Developed
method

Figure 2: Block diagram of the methodology.

Table 1: Technical specifications of the Nichia NVELJ048Z COB
LED used in the study [32].

Item Symbol
Absolute maximum

rating
Unit

Forward current IF 1000 mA

Pulse forward current IFP 1500 mA

Allowable reverse
current

IR 85 mA

Power dissipation PD 38.7 W

Operating temperature Topr -40~105 °C

Storage temperature Tstg -40~100 °C

Junction temperature TJ 150 °C
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According to the IES TM-21-11 Lifetime Prediction
Method Standard, the luminous flux reduction is estimated
using the LM-80 data. Under this standard, a minimum of
6000 hours of laboratory measurements are performed and
this value is considered equal for the lifetime of the light fix-
ture; however, the fixture’s optical design and electrical ele-
ments should also be factored in as they affect the luminous
flux [34].

The lifetime of light sources is described as the time until
the lumen output of the lamp is reduced to less than 70% of
the baseline as a result of the decrease in lumen or the deteri-
oration caused by its electronic components [24]. Table 2
shows the change of lifetime in different operating modes
over the lifetime of the lumen output of an LED light source

rather than measuring the lamp’s entire lifetime. Nowadays,
the IES LM-80 test data are a common requirement for lamps
containing a LED light source in the market to simplify the
evaluation of LED efficiency and state the product’s lifetime.
On the other hand, the LM-80 test reports are generally car-
ried out below typical constant driving current values and
specific conditions with at least three different ambient tem-
peratures (55°C, 85°C, and one manufacturer-defined value)
[23].

After the LM-80 test procedure, TM-21 is generally used
for luminous maintenance with the mean values of LM-80
data, and lumen maintenance data can be specified by means
of the least squares method using the exponential light
replacement formulation:

Φi tð Þ = Be −βi tð Þ, ð1Þ

where t is the working time in hours,ΦiðtÞ is the average nor-
malized luminous flux in the conditional state at time t, B is
an estimated primary constant obtained from the least
squares equation. βi is a decay rate constant obtained from
the Arrhenius formula incorporated with the ambient tem-
perature (Ta,i):

βi = A0e
−Ea/K ⋅Ta,ið Þ, ð2Þ

where α is the decay rate constant obtained from the least
squares equation, β is the shape factor [20, 26].

For each current and temperature, the L70 value, i.e.,
Φ = 0:7, can be found by means of the average normalized
light output:

L70 =
−ln 0:7ð Þ

α

� �1/β
: ð3Þ

Considering the T j,i,-related appropriate junction tem-
perature (T j,i), the Arrhenius equation can be formulated
as follows:

βi = A0e −Ea/K ⋅T j,ið Þ, ð4Þ

where A0 is an exponential factor, Ea is the activation
energy (eV), K is the Boltzmann constant

Table 2: Charging-station information reliability requirement of LED light source and LAMP in current standards [23].

Test item Standards Descriptions Remark

Lumen
maintenance

IES LM-80-
08/Energy Star

6000 hr. life test at 3 different case temperatures: 55°C and 85°C, as defined by the
manufacturer

10 samples by
Energy Star

Rapid-cycle
stress test

Energy Star
Cycle times: 2 minutes on, 2 minutes off. Lamp cycled once for every two hours

of required minimum L70 life
10 samples by
Energy Star

Lumen
maintenance

IEC/PAS 62612 6000 hits life test at 45°C ambient temperature Sample size 10

Rapid-cycle
stress test

IEC/PAS 62612
Cycle times: 30 sec. on, 30 sec. off. Lamp cycled once for every two hours of

required minimum L70 life

Thermal shock IEC/PAS 62612 -10°C~50°C 1 hr. dwell 5 cycles

In situ junction temperature (°C)
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Figure 3: Calculation lifetime (L70) using exponential function.

X

A
1

A
2

Y

B
1

B
2

Π

Π

N

N

w
1

w
2

w
1

w
2

X Y

X Y

Σ f

w
2
f
2

w
1
f
1

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Figure 4: The ANFIS model with two inputs, two rules, and one
output [35, 36].

4 Journal of Nanomaterials



(8:6173 · 10−5 eV/K), T j,i is the ambient temperature, Ta,j is
the absolute T j.

Lp =
ln 100 B/pð Þð Þ

βi
= ln 100 B/pð Þð Þ

A0e −Ea/K ⋅T j,ið Þ , ð5Þ

where p is the percentage of the first maintained luminous
output. The T j,i stated here is the instaneous junction tem-
perature of the LED under the working ambient condi-
tions obtained with T j,i.

In Figure 3, the lifetime curve is shown for Nichia brand
NVELJ048Z model COB LED. Using equation (5), the COB
L70 lifetime was found to be 168,844.6 hours, according to
the catalog values and the calculation for the 80°C junction
temperature.

2.3. Adaptive Neuro-Fuzzy Inference System. The Adaptive
Neuro-Fuzzy Inference System (ANFIS) is a model based
on the combination of Artificial Neural Networks (ANN)
and Fuzzy Logic. It combines the flexible adaptability of
Fuzzy Logic with ANN’s successful classification perfor-
mance. It is very successful in solving nonlinear problems.

In fact, ANFIS is a rule-based model such as the Fuzzy
Inference System (FIS). The biggest challenge in FIS is to
define a rule base [35–37]. Jyh-Shing and Jang suggested
an optimization of the FIS parameters through the use of
ANN as a solution [38]. In this method, ANN promotes
decision-making with a Takagi-Sugeno type “if, then” rule
table. The linguistic expressions of a Sugeno type fuzzy
model with two inputs as x and y are as follows [35–38]:

if x isX1 and y isY1 then f1 = p1x + q1y + r1,
if x isX2 and y isY2 then f2 = p2x + q2y + r2,

ð6Þ

where Xi and Yi are the fuzzy sets; f i is the output func-
tion; and pi, qi, and ri are the design parameters deter-
mined at the training phase [35, 36].

The ANFIS model consists of 5 layers (Figure 4). The first
one is the fuzzification layer. It determines the membership
value of each input. The nodes in the input layer are
expressed as follows:

o1i = μXi
xð Þ, for i = 1, 2: ð7Þ

Table 3: Summary report for the Nichia COB LED LM-80-08 with model number NVELJ048Z [32].

Data
set

Case
temperature

TSð Þ

Ambient
temperature

TAð Þ

Drive
current

IFð Þ
Average

current per die
Lumen maintenance at

10,000 hours
Chromaticity shift at

10,000 hours
TM-21 projection

L70 (10 K)

1 55°C >50°C 3300mA 1100mA 95.0% 0.0022 >55,000 hours
2 85°C >80°C 2350mA 783mA 94.7% 0.0022 >55,000 hours
3 85°C >80°C 3300mA 1100mA 94.4% 0.0024 >55,000 hours
4 105°C >100°C 2350mA 783mA 94.0% 0.0022 >55,000 hours

Table 4: LED chip lifetime of light output maintenance.

Lifetime maintenance 1500mA/57.3 °C 1500mA/87.5°C 1140mA/87.4°C 1140mA/105.5°C

L98 4118.932 2945.860 4222.648 4418.790

L96 8322.795 5952.463 8532.367 8928.695

L94 12,615.171 9022.367 12,932.822 13,533.553

L92 16,999.856 12,158.298 17,427.922 18,237.447

L90 21,480.923 15,363.154 22,021.820 23,044.732

L88 26,062.690 18,640.035 26,718.959 27,960.055

L86 30,749.799 21,992.257 31,524.090 32,988.384

L84 35,547.200 25,423.360 36,442.292 38,135.037

L82 40,460.214 28,937.143 41,479.016 43,405.717

L80 45,494.532 32,537.699 46,640.114 48,806.551

L78 50,656.343 36,229.418 51,931.890 54,344.129

L76 55,952.231 40,017.038 57,361.111 60,025.557

L74 61,389.370 43,905.687 62,935.171 65,858.507

L72 66,975.459 47,900.875 68,661.942 71,851.283

L70 72,718.941 52,008.574 74,550.044 78,012.892
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It is determined according to the selected membership
function. It can be a triangle, a trapezoid, a bell, or a Gaussian
curve [35–38].

The second layer provides the activation of the fuzzy
rules, and it is where the data from the first layer is multiplied
[35–38]:

o2i =wi = μXi
xð Þ × μYi

yð Þ, for i = 1, 2: ð8Þ

The third one is the normalization layer, and it provides
the normalization of the firing strength of the fuzzy rules
[35–38]:

o3i = �wi =
wi

w1 +w2
, for i = 1, 2: ð9Þ

The fourth layer is the defuzzification layer. It is obtained
by multiplying the linear function or the constant deter-
mined for each rule through the normalized firing strength
[35–38]:

o4i = �wi × f i = �wi × pix + qiy + rið Þ for i = 1, 2: ð10Þ

The fifth layer is where all outputs are summed [35–38]:

o5i =〠�wi × f i, for i = 1, 2: ð11Þ

ANFIS also has two adaptation layers. Adaptation is
achieved during the training phase of ANFIS through the
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adjustment of the prerequisite parameters in the first layer
and the result parameters in the fourth. The Hybrid Learning
Algorithm consists of two stages. In the forward pass, the
prerequisite parameters remain constant, and the result
parameters are defined according to the least squares
method. In the backward pass, the result parameters are kept
constant, error rates are back propagated, and the prerequi-
site parameters are adjusted with a gradual decrease [36, 37].

3. Experimental Results and Discussion

The white COB LED with the model number NVELJ048Z is
manufactured by the Nichia Corporation. IES published a

standard IES LM-80-08 in 2008 to define the methodology
of light output measurements for the LED light source. This
is a practice widely accepted by the LED light source
manufacturing and lighting industries. LEDs were tested at
three different temperatures (55°C, 85°C, and 105°C) for
6000 hours [32].

The LM-80-08 test report for the white COB LED with
model number NVELJ048Z, based on the measurements car-
ried out in the Nichia Corporation LED Testing Laboratory,
are presented in Table 3.

The requested lifetime L is generally not measured.
The Illumination Engineers Society (IES) [38] assigns the
measurement methods as per the industry norm IES

Table 5: The best performance parameter of ANFIS models.

Model
Input membership

function type
Number of membership

function
Output membership

function type
RMSE

(training)
RMSE
(testing)

R2

(training)
R

(testing)

Md1 1 Triangle 6 Constant 352.556 412.875 0.9974 0.9952

Md1 2 Gbell 6 Constant 935.428 914.820 0.9841 0.9827

Mdl 3 Gauss 7 Constant 1579.06 1513.185 0.9722 0.9705
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Figure 8: FIS surfaces of the proposed models.

Table 6: Mdl 1 output vs. LED chip lifetime.

Lifetime maintenance
1500mA/57.3°C 1500mA/87.5°C 1140mA/87.4°C 1140mA/105.5°C

Target Output Target Output Target Output Target Output

L98 4118.932 4068.596 2945.860 2888.466 4222.648 4152.667 4418.790 4338.818

L96 8322.795 8266.483 5952.463 5895.363 8532.367 8460.271 8928.695 8848.185

L94 12,615.171 12,558.250 9022.367 8969.501 12,932.822 12,864.213 13,533.553 13,458.395

L92 16,999.856 16,947.078 12,158.298 12,113.163 17,427.922 17,367.747 18,237.447 18,172.865

L90 21,480.923 21,436.299 15,363.154 15,328.740 22,021.820 21,974.300 23,044.732 22,995.184

L88 26,062.690 26,029.396 18,640.035 18,618.718 26,718.959 26,687.450 27,960.055 27,929.081

L86 30,749.799 30,730.022 21,992.257 21,985.717 31,524.090 31,510.932 32,988.384 32,978.486

L84 35,547.200 35,541.990 25,423.360 25,432.472 36,442.292 36,448.670 38,135.037 38,147.498

L82 40,460.214 40,469.309 28,937.143 28,961.850 41,479.016 41,504.773 43,405.717 43,440.420

L80 45,494.532 45,516.185 32,537.699 32,576.859 46,640.114 46,683.552 48,806.551 48,861.767

L78 50,656.343 50,687.008 36,229.418 36,280.652 51,931.890 51,989.501 54,344.129 54,416.229

L76 55,952.231 55,986.395 40,017.038 40,076.544 57,361.111 57,427.428 60,025.557 60,108.836

L74 61,389.370 61,419.204 43,905.687 43,968.023 62,935.171 63,002.231 65,858.507 65,944.794

L72 66,975.459 66,990.551 47,900.875 47,958.705 68,661.942 68,719.204 71,851.283 71,929.528

L70 72,718.941 70,875.766 52,008.574 50,741.645 74,550.044 72,705.949 78,012.892 76,103.018
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LM-80 [27]. It requires that the LED lamps are tested for
at least 6000 hours with a sufficient number of samples
and data. Many measurements are performed by LED pro-
ducers and are under 10,000 hours. After that, the lifetime
was estimated according to test report in the IES LM-80
with the exponential light exchange model as described
by the standard IES TM-21 [32].

In this study, for the modeling of the ANFIS system, the
light output maintenance values of the COB LED fixtures

Table 7: Mdl 2 output vs. LED chip lifetime.

Lifetime maintenance
1500mA/57.3 °C 1500mA/87.5 °C 1140mA/87.4 °C 1140mA/105.5 °C

Target Output Target Output Target Output Target Output

L98 4118.932 3818.217 2945.860 2783.437 4222.648 4006.339 4418.790 4289.884

L96 8322.795 7889.633 5952.463 5683.255 8532.367 8159.987 8928.695 8614.042

L94 12,615.171 12,352.778 9022.367 8862.082 12,932.822 12,713.281 13,533.553 13,354.248

L92 16,999.856 17,012.808 12,158.298 12,181.137 17,427.922 17,467.437 18,237.447 18,303.561

L90 21,480.923 21,690.503 15,363.154 15,512.773 22,021.820 22,239.611 23,044.732 23,271.636

L88 26,062.690 26,289.418 18,640.035 18,788.298 26,718.959 26,931.417 27,960.055 28,156.041

L86 30,749.799 30,844.624 21,992.257 22,032.690 31,524.090 31,578.631 32,988.384 32,994.020

L84 35,547.200 35,507.528 25,423.360 25,353.793 36,442.292 36,335.713 38,135.037 37,946.382

L82 40,460.214 40,447.607 28,937.143 28,872.310 41,479.016 41,375.573 43,405.717 43,193.132

L80 45,494.532 45,721.041 32,537.699 32,628.263 46,640.114 46,755.556 48,806.551 48,793.963

L78 50,656.343 51,203.237 36,229.418 36,532.892 51,931.890 52,348.469 54,344.129 54,616.448

L76 55,952.231 56,634.208 40,017.038 40,401.028 57,361.111 57,889.108 60,025.557 60,384.558

L74 61,389.370 61,728.828 43,905.687 44,029.615 62,935.171 63,086.614 65,858.507 65,795.451

L72 66,975.459 66,269.116 47,900.875 47,263.386 68,661.942 67,718.591 71,851.283 70,617.542

L70 72,718.941 70,138.976 52,008.574 50,019.641 74,550.044 71,666.623 78,012.892 73,852.756

Table 8: Mdl 3 output vs. LED chip lifetime.

Lifetime maintenance
1500mA/57.3°C 1500mA/87.5°C 1140mA/87.4°C 1140mA/105.5°C

Target Output Target Output Target Output Target Output

L98 4118.932 4047.894 2945.860 2858.584 4222.648 4114.390 4418.790 4284.867

L96 8322.795 7507.493 5952.463 5346.754 8532.367 7680.967 8928.695 8029.431

L94 12,615.171 11,950.713 9022.367 8541.899 12,932.822 12,260.853 13,533.553 12,837.402

L92 16,999.856 17,031.934 12,158.298 12,194.742 17,427.922 17,496.592 18,237.447 18,332.747

L90 21,480.923 22,156.159 15,363.154 15,876.080 22,021.820 22,772.734 23,044.732 23,867.975

L88 26,062.690 26,839.843 18,640.035 19,236.212 26,718.959 27,587.647 27,960.055 28,914.388

L86 30,749.799 31,032.743 21,992.257 22,236.295 31,524.090 31,885.171 32,988.384 33,410.210

L84 35,547.200 35,109.318 25,423.360 25,142.358 36,442.292 36,046.019 38,135.037 37,751.710

L82 40,460.214 39,600.678 28,937.143 28,333.281 41,479.016 40,612.717 43,405.717 42,505.249

L80 45,494.532 44,858.880 32,537.699 32,061.290 46,640.114 45,946.632 48,806.551 48,049.213

L78 50,656.343 50,792.038 36,229.418 36,263.670 51,931.890 51,958.486 54,344.129 54,293.395

L76 55,952.231 56,844.226 40,017.038 40,548.521 57,361.111 58,088.014 60,025.557 60,657.874

L74 61,389.370 62,304.681 43,905.687 44,413.736 62,935.171 63,617.060 65,858.507 66,398.119

L72 66,975.459 66,698.688 47,900.875 47,523.797 68,661.942 68,065.879 71,851.283 71,016.535

L70 72,718.941 69,929.003 52,008.574 49,810.105 74,550.044 71,336.352 78,012.892 73,099.388

Table 9: Lifetime prediction (L70).

Model type Lifetime (hrs.)

Reference 76,216.842

Exponential function 73,860.280

Mdl 1 76,103.018

Mdl 2 73,852.756

Mdl 3 73,099.388
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were used. The required reference values for this were
obtained from the relevant company report [27, 32].
Table 4 presents summary information on the current, tem-
perature, luminous flux, and lifetime values of the tested
LED fixtures.

As seen in Table 4, the designed ANFIS model had three
input parameters: the current values, fixture temperature,
and normalized luminous flux values of the COB LED fix-
tures (Figure 5). The drive current range was from 1.140 to
1.500mA, whereas the temperature varied between 57.3°C
and 105.50°C. Operating times corresponding to 98% to
70% of the initial luminous fluxes of COB LED fixtures con-
stitute the output of the ANFIS model.

Of the total of 595 × 4 data, 479 × 4were used for training
and 118 × 4 for testing (Figure 6). A total of 6 (2 2 2) inputs, 2
fuzzy sets, and 8 rules were created for the first and second
models. For the third model, a total of 7 (2 2 3) inputs and
2 fuzzy sets were used for the output, and 12 rules were cre-
ated (Figure 7).

Inputs were fuzzified with the triangle, bell, and Gaussian
membership functions, respectively (trimf, gbellmf, and
gaussmf). Output membership function was selected as a
“constant.” Models created with the hybrid learning algo-
rithm were individually tested for all types of fuzzy sets.
Table 5 shows the best obtained performance parameters.

FIS surfaces for the inputs and outputs of the models are
presented in Figure 8.

When the models are compared, it is seen that the smal-
lest RMSE value is obtained with Mdl 1 which used the trian-
gular membership function. Bigger RMSE values were
obtained in Mdl 3 and Mdl 2. For a better evaluation of the
ANFIS model output values, the prediction times obtained
with the values in Table 1 are provided in Tables 6–8.

4. Conclusion

Multiple factors affect the LED lifetime. Among them are
LED’s operating time, temperature, and driving current. Dif-
ferences are observed even in the same group of LED chips.
An analysis of the results obtained shows that the LED life-
time decreases as the operating temperature increases. Nev-
ertheless, an increase in the driving current at the same
temperature reduces the LED lifetime. The remaining LED
lifetime at the desired temperature and current values can
be successfully predicted with the suggested ANFIS model.
The aim of this study is to propose the new method which
predicted the lifetime of high-power COB LED fixtures. In
addition, this method can also be used in the life estimation
of nanosensors and can be produced with 3D technology in
the future. The data from Tables 6–8 can be summarized as
follows:

(i) For Mdl 1, according to Table 6, when the operating
current increases by about 32%, the lifetime
decreases by about 40.1%. Moreover, it was seen that
in the same model, operating temperature increases
of about 18% and 31% caused a decrease in the life-
time by about 4.1% and 39.1%, respectively

(ii) For Mdl 2, according to Table 7, when the operating
current increases by about 32%, the lifetime
decreases by about 42.7%. Moreover, it was seen that
in the same model, operating temperature increases
of about 18% and 31% caused a decrease in the life-
time by about 4.4% and 40.9%, respectively

(iii) For Mdl 3, according to Table 8, when the operating
current increases by about 32%, the lifetime
decreases by about 45.3%. Moreover, it was found
that in the same model, operating temperature
increases of about 18% and 31% caused a decrease
in the lifetime by about 4.8% and 42.4%, respectively

Table 9 shows the L70 lifetime prediction values accord-
ing to the obtained models. The product’s life expectancy
(reference) value is 76216.842 hours in the catalog [32].
According to the classical calculation method (exponential
function), the lifetime was found to be 73860.279 hours.
Accordingly, the Mdl 1 results created with ANFIS was found
to be close to the reference at the rate of 99.8506%. For Mdl 2,
this value is 96.8982%; for Mdl 3, this value is 95.9097%.
Consequently, it can be said that the most successful model
is Mdl 1.
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This study aims to perform optimizatione to achieve the best diffusion control between the channels by designing and analysing a
microfluidic-based micromixer. The design and analysis of the micromixer were made with the COMSOL Multiphysics program.
Some input and output parameters must be defined for diffusion control of the micromixer. Among these parameters, inputs are
the diffusion coefficient and inlet flow rate, while outputs are velocity, pressure, and concentration. Each input parameter in the
microfluidic chip affects the output of the system. To make the diffusion control in the most optimum way, the data were
obtained by making much analysis. The data obtained from this program was also provided with the Fuzzy Logic method to
optimize the microfluidic chip. The diffusion coefficient value (5E-11m2/s) should be given to the channels to achieve the
optimum diffusion between the micromixer channels, if the inlet flow rate value (15E-15m3/s) is the output value of the system,
the velocity is 0.09mm/s. The pressure is 2 Pa, and the concentration is 0.45mol/m3. These values are the optimum values
obtained from the analysis without damaging the liquid’s microfluidic channels supplied to the micromixer’s inlet.

1. Introduction

Microfluidic devices are the technology that allows us to
manipulate and process small amounts of liquid using chan-
nels several micrometers long. The microfluidics field uses
fabrication technologies developed by the microelectronics
and microelectromechanical system (MEMS) industry [1, 2].
It provides outstanding advantages over macroscale instru-
ments such as better sensitivity and higher resolution in sepa-
ration and detection, batch production, faster analysis, and
lower sample consumption. Thanks to these advantages, such
devices are recognized as a promising option for miniaturiza-
tion in the field of environmental and defense monitoring,
chemical synthesis, and biomedical applications [3–5]. Stirring
of samples in such applications is considered a significant part
of microfluidic systems. In these systems, mixing becomes one
of the critical points for the success of chemical reactions.
Rapid mixing at microscale sizes has been a difficult problem
in many applications. For this reason, micromixers have
become an essential part of microfluidic systems.

Microfluidics integrates various subcomponents such as
pumps, micromixers, reactors, and dilution chambers [6, 7].
Therefore, the study of microscale (i.e., microfluids) fluid
flow has become central to the development of the respective
devices. Micromixers are often vital components for
microfluidic chip devices, as they are required for chemical
applications, biological applications, and detection/analysis
of chemical or biochemical content [8–10]. In the past, the
importance of micromixers was poorly understood, and only
a few research groups focused on this area [11, 12]. Recently,
many new micromixer studies have been published [13–17].
Saygili et al. produced microfluidic molds using the 3D print-
ing method. They observedmixing on differentmicroplatforms
with and without mixer geometry to understand the underlying
diffusion mechanism that causes mixing in the microchannel
[18]. Rasouli and Tabrizian proposed an energy-efficient acous-
tic platform based on the boundary-oriented acoustic flow that
provides the rapid mixing required controlling nanoprecipita-
tion [19]. The device encompasses vibrating bubbles and sharp
edges in the microchannel to convert acoustic energy into

Hindawi
Journal of Nanomaterials
Volume 2021, Article ID 6684068, 10 pages
https://doi.org/10.1155/2021/6684068

https://orcid.org/0000-0002-1095-0160
https://orcid.org/0000-0003-2287-9936
https://orcid.org/0000-0001-9586-0377
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6684068


powerful vortices fluid movements. Dehghani et al. sought to
increase microfluidics’ mixing using a micromixer with a
passive method [20]. Du et al. used an AC field-effect flow
control in induced charged electroosmotic (ICEO) to develop
an electrokinetic micromixer with 3D electrode layouts [21].
Nan et al. have also dealt with micromixers in general reviews
on micrototal analysis systems (microTAS) [22]. In this study,
different from other studies, diffusion control of themicromixer
designed and analyzed using COMSOL Multiphysics program
was performed. The optimization of this control process was
done using the fuzzy logic method. The necessary input param-
eters for this method, which works without mathematical
modeling, were determined as a result of the analysis. The Fuzzy
logic, which has been preferred inmany fields for years [23–25],
will be used for the first time to optimize the micromixer.

In microfluidic devices, the channel’s size is microscale,
and therefore the flow velocity is minimal. The Reynolds
number, defined as the inertia force ratio to viscous force, indi-
cates whether the fluid flow is turbulent or laminar [26].When
the dimensions are microscale, a Reynolds number of less than
one indicates that the flow behavior is viscous. Because the
flow’s nature is laminar, the fluid flows in parallel layers with-
out interruption between layers. The mixing of fluids is mainly
dependent on diffusion with a very low mixing efficiency. For
example, in a water-based microfluidic system (2kg/m3 liquid
density and 0.001Ns/m2 viscosity) with a channel width of
200μm and a flow rate of 2μL/s, the Reynolds number is 0.1
and the fluids spread is 2 s and 2mm for 2μm for 2000
seconds. Therefore, it is imperative to develop different micro-
mixers to increase mixing efficiency in the development of
microfluidic systems. There are different types of micromixers
categorized as passive micromixer and active micromixer [27,
28]. An active micromixer is where mixing is provided by
external input energy [29]. The passive micromixer has no
external energy source or moving parts, and therefore mixing
is achieved by the geometry of their structure [30, 31]. Most
passive micromixers provide high mixing efficiency at a low
flow rate [32, 33]. Because of this simple concept, passive
micromixers are often preferred to integrate microfluidic
devices [34, 35]. In this study, microfluidic modeling has been
done by using a passive micromixer.

This article proposes a simple model for controlled mixing
by diffusion where two different laminar streams are in contact
for a specific controlled time. The micromixer model was
designed using the COMSOLMultiphysics program. The input
parameters applied in this program’s analysis process were the
diffusion coefficient and inlet flow rate, while the output
parameters were determined as velocity, pressure, and concen-
tration. As a result of the analysis, diffusion control of fluids in
the microchannel was performed using the fuzzy logic method.
As a result, by controlling the inlet flow rate and the diffusion
coefficient of the fluids, it has been observed that it is possible
to control the concentration, pressure, and velocity of the
species transported from one stream to another diffusion.

2. Materials and Methods

In this study, the design of the microfluidic-based micro-
mixer was realized with COMSOL Multiphysics software.

To apply diffusion control in the best way, attention has been
paid to designing the channels in the micromixer. As a result
of dozens of different analyses made with this software, the
diffusion coefficient and flow rate of two different laminar
flows entering the micromixer channels were determined as
input data. Pressure, velocity, and concentration values were
obtained by changing these data. The optimization of the
data obtained from the analysis was done using the fuzzy
logic method. In this section, the micromixer design, analy-
sis, and optimization processes will be explained in detail.

2.1. Design of Micromixer. The geometry of the micromixer
has a size in the order of microscale. The micromixer consists
of a single microchannel with two inputs and two outputs. The
width of the micromixer is determined as 150μm and the
height as 100μm. The developed model is based on the con-
trolled diffusion micromixer model, which is assumed to be
the fluid creeping flow. Creeping flow refers to fluid flow dom-
inated by viscosity with a low Reynolds number; therefore,
inertial forces can be neglected. Thismakes the flowmore suit-
able for micromixer simulation than the laminar flow assump-
tion. The geometry of the device is shown in Figure 1. The
device is divided into two parts due to its symmetrical geome-
try. The design is aimed at preserving a laminar flow area
when two different fluids are combined, thus, preventing
uncontrolled convective mixing. Transport of species between
these fluids must be carried out solely by diffusion so that
species with low diffusion coefficients remain in the respective
streams. Both compounds diffuse into the water flow in differ-
ent amounts depending on their diffusion coefficient.

The flow rate at the inlet is about 0.1mm/s. The
Reynolds number significant for characterizing the flow is
given by:

Re = ρUL
μ

= 0:001: ð1Þ

ρ is the liquid density (kg/m3), U is the characteristic
velocity of the flow, μ is the liquid viscosity (1mPa.s), and
L is a characteristic dimension of the device (150μm).
When the Reynolds number is significantly less than 1 in
this model, the creeping flow interface can be used. The
convective term in the Navier-Stokes equations can be
removed by dropping the incompressible Stokes equations:

∇ −pI + μ ∇u + ∇uð ÞT
� �� �

= 0,

∇:u = 0:
ð2Þ

U is the local velocity (m/s), and p is the pressure (Pa).
Mixing in the instrument is performed with relatively low

concentrations of the species compared to the solvent. In this
case, the mixture should contain water. This means that
solute molecules only interact with water molecules, and
Fick’s law can describe diffusive transport. The mass balance
equation for dissolved matter is as follows:

−∇: −D∇c + cuð Þ = 0: ð3Þ
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In this equation,D is the diffusion coefficient of the solute
ðm2/sÞ, and c is the concentration ðmol/m3Þ. Another dimen-
sionless number can characterize standard streams: The
Peclet number is given as:

Pe = LU
D

ð4Þ

In this model, the parametric solver is used to solve Equa-
tion (1) for three different types, each with different D values:
D: 1 × 10 − 11m2/s and 1 × 10 − 10m2/s. These D values
correspond to the Peclet numbers of 100, 20, and 10, respec-
tively. Since these Peclet numbers are all greater than 1,
numerical stabilization is required when solving the Fick
equation, as a cell significantly more extensive than 1
expresses the Peclet number.

Two versions of the model have been solved:

(i) In the first version, it is assumed that a change in
solute concentration does not affect the liquid’s
density and viscosity. This means that it is possible
to solve the Navier-Stokes equations and then solve
the mass balance equation

(ii) In the second version, viscosity is quadratically
dependent on concentration:

μ = μ0 1 + ac2
� �

: ð5Þ

In this equation, a is the constant of the size m3/mol2, and
μ0 is the viscosity at zero concentration. Such a relationship
between concentration and viscosity is often observed in
solutions of larger molecules.

2.2. Analysis of Micromixer. The micromixer model pro-
cesses an H-shaped microfluidic device for controlled mixing
by diffusion. The device brings two different laminar streams
into contact for a controlled time. The contact surface is well
defined, and by controlling the flow rate, it is possible to
control the number of species transferred from one stream
to another by diffusion. The diagram of the microfluidic-
based micromixer two input and two output devices to be
analyzed is shown in Figure 2.

The purpose of the design is to avoid convective mixing
by preserving the laminar flow area when two flows converge
along with inlet A and inlet B, respectively, and the fluid flow
is defined as creeping flow due to Reynolds number. The
different species concentrations will be injected into the
micromixer from inlet A and inlet B. The transport of the
species between streams A and B must be done by diffusion
so that the low diffusion coefficient species remain in their
respective streams. The analysis process of the micromixer
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Figure 1: Micromixer model geometry.
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using COMSOL Multiphysics will be explained in this
section.

After the design process is completed, some parameters
and definitions should be made to the system. The diffusion
coefficients and inlet flow rate ratio of A and B fluids entering
the channels are significant for diffusion control. These
parameters must be defined as variable input during the
analysis process.

In this study, the designed micromixer was loaded into
the COMSOL program, and the necessary parameters were
defined in the program. We use the program’s fluid flow
and chemical type transport module to simulate the geomet-
ric model. Some of the parameters specified in the system are
fixed, and some are variable. The system’s input and output
parameters are variable since optimization will be made with
the fuzzy logic method. While the input parameters used in
the analysis process were diffusion coefficient and inlet flow
rate, the output parameters were determined as concentra-
tion, pressure, and velocity.

The Reynolds number was determined as 0.001 to provide
the laminar flow area of the A and B fluids, which are given as
input to the micromixer channel. This number is vital to pre-
vent convective interference. Another critical parameter is the
diffusion coefficient. Choosing these coefficients low is essen-
tial for successful diffusion control. In this study, the diffusion
coefficient for A and B was entered between 5E-11m2/s. The
inlet flow rate has been entered as 10E-15m3/s.

Analysis of the microfluidic-based micromixer is required
for the optimization process. The problem of the system must
be well understood to perform analysis operations. Data will
be obtained according to the analysis results made on the spec-
ified input and output parameters. The optimization process

will be carried out with the help of these data. The analysis
process took much time because the input and output param-
eters were not fixed numbers in the system. Dozens of differ-
ent analyses were performed in the COMSOL program, and
optimum values were obtained for the micromixer model.

2.3. Optimization with Fuzzy Logic. The claim that classical
logic is insufficient to meet both right and wrong and neither
right nor wrong at the same time because it is based on a
two-valued system that is thought to see everything as right
or wrong has led to the development of precious and fuzzy
logic systems [36, 37]. Fuzzy logic is the extraction of result
values with the help of certain mathematical functions,
depending on each rule that it will create, by processing the
values obtained with specific algorithms using the result of
experiences and data of people. Fuzzy logic is not based on
Aristotelian (classical) logic but uses functions expressing
fuzzy sets. There is a binary value (0-1) logic in classical logic
[38]. Fuzzy logic derives results by considering binary values
and expresses them with verbal variables such as less, less,
more, medium, long, and regular. It allows processing with
intermediate values (such as 0.3 and 0.92) instead of 0-1
values. It adds the ability to generalize by carrying two valuable
memberships to multipreciousness. In this method, uncer-
tainties in the system can be expressed. It is also a suitable
method for systems whose mathematical model is complex
and challenging [39].

The fundamental elements that make up the fuzzy logic
method are inputs, outputs, fuzzification, rules, and defuzzifi-
cation (Figure 3). The fuzzification unit maps measured
inputs, which can be net values, to ambiguous linguistic values
using the fuzzy reasoning mechanism. The step after fuzzifica-
tion consists of two parts. These are fuzzy rule base and fuzzy
interference. The fuzzy rule base provides the necessary defini-
tions to describe linguistic control rules and fuzzy data manip-
ulation in a fuzzy logic method. The Fuzzy Inference unit is
the fuzzy reasoning mechanism that performs various fuzzy
logic operations to understand the control action for a given
fuzzy input. Based on fuzzy concepts, humans can simulate
decision making and derive fuzzy control actions using
inference rules in fuzzy logic. Defuzzification is a scale map-
ping that converts output variables into discourse universes
corresponding to the value range. A unit provides a blur-free
control action from an uncertain control action. As a result,
fuzzy outputs are made available in real-time systems [40, 41].

The first step of system modeling with the fuzzy logic
method is determining the input and output variables to be
applied. The most important task of the microfluidic-based
micromixer modeled in this study is to perform diffusion
control of A and B fluids in the channels. To achieve this,
attention must be paid to the diffusion-related fuzzy logic
method’s output parameters, and the rules should be written
clearly. In this study, optimization processes are made accord-
ing to input and output parameters using the Matlab-Fuzzy
Logic program. The system’s input parameters are defined as
the diffusion coefficient and inlet flow rate of A and B fluids
entering the micromixer. The output parameters of the system
are determined as velocity, pressure, and concentration of the
liquids. Diffusion coefficient values allow the diffusion of A

Inlet 1: water + B

Diffusion of A and B

Outlet 1: water + B

Inlet 2: water + A Outlet 2: water + A

Figure 2: Diagram of the micromixer device.
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and B liquids to occur. The inlet flow rate ratio of liquids also
affects the fluids’ pressure and outlet velocity in the micro-
mixer channel. The inputs and outputs of the fuzzy logic
system are shown in Figure 4.

In the fuzzy logic method, the membership function
values written for each input and output value are adjusted
according to the values of the upper and lower limits of the
input and output parameters. Dozens of different analysis
processes were carried out with the COMSOL Multiphysics
program. Rules and parameter values were determined
according to the analysis results. After selecting the upper
and lower limits for modeling the necessary parameters with
the membership function, a total of 9 rules were created to
define the relationship between these parameters. This rule
table is shown below (Table 1).

In the triangular membership function used for diffusion
coefficient input, “LOW” for values in the range [1–3],
“MIDDLE” for values in the range [3–7], and “HIGH” for
values in the range of [7–10] were used. In the triangle mem-
bership function used for inlet flow rate input, “LOW” for
values in the range of [1-10m3/s], “MIDDLE” for values in
the range of [10-20m3/s], and “HIGH” for values in the range
of [20-30m3/s] were used. In the triangle membership
function used for velocity output, “LOW” for values in the
range of [0-0.06mm/s], “MIDDLE” for values in the range
of [0.06-0.12mm/s], and “HIGH” for values in the range of
[0.12-0.2mm/s] were used. In the triangle membership func-

tion used for pressure output, “LOW” for values in the range
of [0-1 Pa], “MIDDLE” for values in the range of [1-3Pa],
and “HIGH” for values in the range of [3-4 Pa] were used.
In the triangular membership function used for concentra-
tion output, “BD-1” for values in the range [0-0.3], “GOOD”
for values in the range [0.3-0.6], and “BD-2” for values in the
range [0.6-1] were used.

Input Fuzzification Defuzzification

Fuzzy Rule
Base

Fuzzy 
Inference

Output

Figure 3: The basic structure of the fuzzy logic controller.

Velocity (mm/s)

Micromixer
Diffusion coeff (m2/s)

Inlet flow rate (m3/s)

(mamdani)
Pressure (Pa)

Concentration (mol/m3)

Figure 4: Fuzzy logic model of the micromixer.

Table 1: Fuzzy logic rules.

Inputs Outputs

Diffusion
coeff

Inlet
flow
rate

Velocity Pressure Concentration

1 L L THEN L L BD-1

2 L MD THEN MD MD BD-1

3 L HG THEN HG HG BD-1

4 MD L THEN L L GOOD

5 MD MD THEN MD MD GOOD

6 MD HG THEN HG HG GOOD

7 HG L THEN L L BD-2

8 HG MD THEN MD MD BD-2

9 HG HG THEN HG HG BD-2

L: LOW, MD: MIDDLE, HG: HIGH, BD-1: BAD, GD: GOOD, BD-2: BAD.
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3. Results and Discussions

3.1. COMSOL Analysis Results. Analyses of the microfluidic-
based micromixer device were performed using the COM-
SOL Multiphysics program. Fifty different analyses were
performed to achieve optimum results for the device. The
system’s input variables are the diffusion coefficient and inlet
flow rate, while the outputs are velocity, pressure, and con-
centration. According to the analysis results, the liquid type’s
diffusion coefficient used in the micromixer for diffusion
control should be optimum 5E-11m2/s, and the inlet flow
rate of the liquid should be 15E-15m3/s. When these input
parameters are applied to the micromixer device, it is under-
stood that the velocity in the output channel is 0.09mm/s, the
pressure is 2 Pa, and the concentration is 0.45mol/m3.

The velocity field is shown in Figure 5 for the case where
viscosity is independent of concentration. The flow is symmet-
rical and is not affected by the concentration area. The arrow
volume plot is used to visualize the flow direction. The color
in the figure shows the respective values. The highest velocity
value measured along the channel is 0.58mm/s.

Figure 6 shows the corresponding pressure distribution
in the channel walls resulting from the flow. It indicates that
the pressure at the inlets is very high compared to the outlets
required to drive the fluid through the system. As the liquid
passes through the guided channel of the micromixer, the
pressure decreases. The highest pressure measured in micro-
mixer channels is 8.03 Pa.

The effect of the diffusion coefficient on species concen-
tration is shown in Figure 7. Mixing for A and B liquid types
is almost perfect for the diffusion coefficient chosen. The
concentration ratio is equal to 0.45mol/m3 for these species.
As a result of the analysis, it clearly shows that the micro-
mixer device can be used to separate lighter molecules from

heavier ones. By placing some of these devices in series, a
high degree of separation can be achieved.

It has been observed that the species with the smallest
diffusion coefficient do not undergo any significant mixing
between both streams, and the mixture is almost perfect as
the species with the largest diffusion coefficient. Therefore, it
can be concluded that the concentration of the species
depends on the diffusion coefficient of the molecule. There-
fore, this micromixer can be used to separate types with differ-
ent diffusion coefficients, i.e., lighter molecules from heavier
ones, if multiple stages of this device are arranged in series.

3.2. Fuzzy Logic Results.As a result of the COMSOLMultiphy-
sics program analysis, a large amount of data was obtained.
Using these data, the optimization of the microfluidic-based
micromixer has been made. The optimization process was
carried out with the method of fuzzy logic using the Matlab
program. Input and output parameters used for this method
are described in Section 2.3. The micromixer device is
designed to have two input and three output variables. After
determining the lower-upper values for each variable parame-
ter with the membership function, a total of 9 rules were
created to define the relationship between the parameters.
These rules determined by applying the Min-Max operator
are shown in 3-dimensional graphs in Figure 8. These figures
show the relationship between input and output parameters.

The inlet flow rate affects the micromixer’s velocity and
pressure in direct proportion (Figures 8(a) and 8(b)). The
diffusion coefficient input value has less effect on the velocity
and pressure of the mixer. After about 20m3/s, inlet flow rate,
pressure, and velocity values have increased significantly.
While the maximum pressure acting along the channel in
the micromixer is 3 Pa, the maximum velocity has been
determined as 0.15mm/s. The result of the fuzzy logic model

0.5
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0

0

Figure 5: Velocity magnitude on the channel.
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developed to perform diffusion control of two different types
of liquid in the micromixer channels is shown in Figure 8(c).
In this model, the effect of the liquid species’ diffusion coeffi-
cient in the concentration process is high. The success rate in
the concentration process increased after the 5E-11m2/s
coefficient value. The change in the inlet flow rate was less
significant. If liquids with a very low diffusion coefficient
are supplied to the micromixer device, the concentration
does not occur, and diffusion control cannot be achieved.
The change in the output parameters obtained in response

to the input variables applied to the liquids entering the
micromixer channel is shown in Table 2.

4. Conclusions

In this study, the design and analysis of a microfluidic-based
micromixer device has been designed and optimized to
achieve the best diffusion control between the channels.
The data obtained from the analysis were classified in Fuzzy
Logic, and optimization processes were made. The system’s
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Figure 6: Pressure distribution on the channel walls.
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Figure 7: Concentration distribution for a species with diffusivity.
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input parameters are the diffusion coefficient and inlet flow
rate, while the output parameters are speed, pressure, and
concentration. The output data obtained in the optimization
processes were obtained by changing the input variables.

As a result of analysis and optimization processes, the liq-
uids’ diffusion coefficient should be higher than 5E-11m2/s.
The inlet flow rate value should be higher than 15E-15m3/s
to perform diffusion control of two different liquids types. Sup-
pose the input variables are applied to the micromixing device
in these value ranges. In that case, it is understood that the pres-
sure in the outlet duct is in the range of 2-6Pa, the velocity is in
the range of 0.09-0.5mm/s, and the concentration is in the
range of 0-1mol/m3. These values are the optimum values
obtained for the analysis without damaging the microfluidic
channels of the liquid supplied to the micromixer’s inlet.

With this study, the diffusion control of two different liq-
uids was successfully carried out in the microfluidic-based
micromixing device. The analysis and optimization processes
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Figure 8: (a) Inlet flow rate and diffusion coefficient affect the pressure. (b) Inlet flow rate and diffusion coefficient affect the velocity. (c) Inlet
flow rate and diffusion coefficient affect the concentration.

Table 2: Fuzzy logic outputs in response to the inputs.

Inputs Outputs

Diffusion coeff

[m2/s]

Inlet flow rate

[m3/s]

Velocity
[mm/s]

Pressure
[Pa]

Concentration

[mol/m3]

2 5 0.03 0.5 0.15

2 15 0.09 2 0.15

2 25 0.16 3.5 0.15

5 5 0.03 0.5 0.45

5 15 0.09 2 0.45

5 25 0.16 3.5 0.45

8 5 0.03 0.5 0.8

8 15 0.09 2 0.8

8 25 0.16 3.5 0.8
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showed that the separation between liquids depends on the
diffusion coefficients of the species. The larger the difference
in diffusion coefficients results in more efficient separation.
This device can be used for diffusion control at the microlevel
in many biomedical applications such as drug delivery,
tumor cells, and blood analogs. In our next study, different
sizes of micromixers will be designed, and their effect on
the diffusion of liquids will be investigated.
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In addition to traditional manufacturing methods, Additive Manufacturing (AM) has become a widespread production technique
used in the industry. The Fused Deposition Modeling (FDM) method is one of the most known and widely used additive
manufacturing techniques. Due to the fact that polymer-based materials used as depositing materials by the FDM method in
printing of parts have insufficient mechanical properties, the technique generally has limited application areas such as model
making and prototyping. With the development of polymer-based materials with improved mechanical properties, this
technique can be preferred in wider application areas. In this context, analysis of the mechanical properties of the products has
an important role in the production method with FDM. This study investigated the mechanical properties of the products
obtained by metal/polymer composite filament production and FDM method in detail. It was reviewed current literature on the
production of metal/polymer composite filaments with better mechanical properties than filaments compatible with three-
dimensional (3D) printers. As a result, it was found that by adding reinforcements of composites in various proportions,
products with high mechanical properties can be obtained. Thus, it was predicted that the composite products obtained in this
way can be used in wider application areas.

1. Introduction

Additive Manufacturing (AM), also known as three-
dimensional (3D) production and 3D printers, has been used
in many applications in daily life, especially in recent years,
with great technological progress. 3D printers, also known
as one of the rapid prototyping methods, are used in research
and academic studies as well as industry [1]. AM is a general
definition that covers several methods used in the
manufacturing of 3D objects. 3D production refers to a
computer-aided mode of production using a data file derived
from geometry data of objects with simple or complex geom-
etry. The parts to be produced layer by layer based on differ-
ent joining principles according to traditional methods used
from the derived data file [2, 3].

AM is the process of depositing materials by layers on the
layer to create parts from 3D model data instead of traditional

production methodologies and stereotyped manufacturing
methods. Traditional manufacturing methods are based on
the principle of extracting chip materials from the raw mate-
rials during the manufacture of the parts. The device used in
manufacturing by following a tool path derived from the part
geometry to be produced. Due to this peculiarity of additive
manufacturing, it is possible to manufacture parts with
complex geometries, as there is no chip removal during
manufacturing, so material loss is minimal [3, 4]. AM has
great potential to reduce both production time and cost of
a product.

1.1. Literature Studies. We carried out literature studies sys-
tematically using scientific digital databases. We looked
through national and international thesis and articles pub-
lished between 1998 and 2020 and conducted scans in
English and Turkish languages using the following words:
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composite filament, metal/polymer composite filaments,
FDM, polymer review, filament, and mechanical properties.

The literature studies on the metal/polymer composite
filament manufacture and the mechanical properties of the
products via the FDM method are given in Table 1.

In the literature studies, a commercial PLA filament has
an average tensile strength of 60MPa; it is expected that the
tensile strength of any piece to be produced in the same
cross-sections from the pure PLA filament is also close to that
value. Various additives and additive ratios are subject to
experimental studies in order to increase this value. For
example, Matsuzaki et al. [9], in their work, while the mate-
rial produced with the addition of 6.6% carbon to the PLA fil-
ament achieved 185.2MPa tensile strength and increased the
tensile strength of the material, achieved a tensile strength
(57.1MPa) close to the unadulterated PLA filament with
the addition of jute at the same contribution rate (6.1%).

Significant increases in the tensile strength of the parts
produced from composite filament, which is formed by adding
additives such as carbon, carbon fiber, aramid, and glass fiber
to a commercial filament without additives, decreased the
strength of the material in the addition of materials with low
strength such as cardboard powder. For example, Van Der
Klift et al. [8], with the addition of 20.7% carbon to nylon fil-
ament, achieved 464.4MPa tensile strength; Gregor-Svetek
et al. [40] in HDPE reached the value of 1.89MPa tensile
strength with the addition of 75% cardboard powder to the
filament. Similarly, Bettini et al. [12] achieved 203MPa ten-
sile strength with 8.6% aramid additive to PLA filament;
Akhoundi et al. [13] made PLA of 479MPa tensile strength
with the addition of 49% glass fiber to the filament. He
et al. [41]. In their experimental study, reached a high ten-
sile strength value of 939.7MPa with the addition of carbon
fiber to the PA6 filament by removing the gaps formed in
the part with the controlled compression method during
production.

In addition to the type of additive, additive ratios are very
important in determining the mechanical properties of the
material. Adding the same type of additive to the same fila-
ment in different proportions can also lead to significant
changes in the mechanical properties of the material, and
increasing the proportion of the additive does not always
mean that it will increase the strength of the material (for
example, Hwang et al. [20]). While ABS has a tensile strength
of 42MPa by adding 10% copper to the filament, tensile
strength decreased to 26.5MPa when they increased the
copper additive to 30%.

The increase in the tensile strength of the material was
observed until the contribution rate increased from 10% to
40% (Rajpurahit et al. [21]). As the rate of graphene used as
additive material increases, a decrease in tensile strength of
the material was observed.

2. Additive Manufacturing (AM)and 3D
Printing Technologies

In this section, additive manufacturing methods, application
areas of 3D printing technologies, history, advantages,

mechanical properties of production, and products with the
FDM method are explained.

2.1. A Brief History of 3D Printing Technology. 3D printing
technology was first developed by Charles Hull in 1984.
Within 5-10 years, different printing technologies have been
developed by making investments in 3D printing technology.
SLS and FDM technologies were found in 1988. 3D printing
technology started to be used in our daily life as the source of
open source printers under the name of Reprap which
entered the technology world in 2007 [5].

2.2. Advantages of 3D Printing Technology. The advantages
of 3D printing technology include the following: minimum
amount of waste material, low cost, enabling the produc-
tion of complex geometry parts, no need for molds,
enabling the production of parts with the desired composi-
tion, use in office-type working environments, measure-
ment accuracy, chip removal, deburring, and no need for
successive operations.

2.3. Application Areas of 3D Printing Technologies. Today, 3D
printing technologies are used in sectors such as the automo-
tive, aerospace, defense, and aviation industries, but their use
in architectural structures, product and machine designs,
prototype part production, education, textiles, toys and med-
ical devices, and organ, prosthesis, and implant applications
in the healthcare industry is becoming widespread.

2.4. Additive Manufacturing (AM) Methods. Many methods
can be used in additive manufacturing and production, and
the differences between methods are generally related to the
method of creating layers. Selective Laser Sintering (SLS),
Selective Laser Melting (SLM), Electron Beam Melting
(EBM), Laser Metal Deposition (LMD), Fused Deposition
Modeling (FDM), Stereolithography (SLA), and Digital Light
Processing (DLP) technologies are among the most applied
technologies for additive manufacturing [5, 43].

2.5. Production with FDM Method. Part production in 3D
printers of the FDM type is similar to the traditional polymer
extrusion process. The first stage of production is modeling
the part in Computer-Aided Design (CAD) environment.
The designed model is then converted into STL format to
enable data transfer between the CAD environments. After
2D slicing of the model, data related to the model in STL for-
mat is transmitted to the 3D printer. 3D geometry of the
piece designed in the computer environment is obtained with
the superposition of thermoplastic molten material called fil-
ament, which is deposited from the nozzle of the 3D printer.
Briefly, the FDMmethod is the process of pouring the molten
material in a hot nozzle onto a heated flat table surface in
layers (Figure 1).

The FDM production method is based on the principle of
melting and bonding thermoplastic material where the poly-
mer is used as the printing material. The method is becoming
more and more widespread due to the advantages of the ther-
moplastic material used, such as cheap, long life, high tough-
ness, easy to find, enabling recycling, some types can be
dissolved quickly in nature, low shaping temperature, and
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Table 1: Literature studies on composite filament production.

Study
Matrix
materials

Additive
materials

Fiber volume
percentage

(%)

Tensile
strength
(MPa)

Tensile
modulus
(GPa)

Compression
strength
(MPa)

Flexural
strength
(MPa)

Flexural
modulus
(GPa)

Breaking
elongation

(%)

Çantı [2] ABS

ZrB2 1.5 40.2 2.14 — — 5.88

SiO2 1.5 44.72 2.49 — — — 4.84

MWCNTs 1.5 41.2 1.68 — — — 4.05

Al 1.5 44.56 2.55 6.99

Patan [5] ABS CF 12 31.70 2.72 70.51 43.80 — 1.64

Hodzic and
Pandzic [6]

PLA CF 20 29.96 4.54 — — — —

PET-G CF 20 32.79 4.26 — — —

Mori et al. [7] ABS C 1.6 43 — — — — —

Van Der Klift
et al. [8]

Nylon
C 6.9 140 14 — — — —

C 20.7 464.4 35.7 — — —

Matsuzaki et al.
[9]

PLA
C 6.6 185.2 19.5 — — — —

Jut 6.1 57.1 5.11 — — — —

Li et al. [10] PLA C 34 91 23.8 — 156 — —

Yang et al. [11] ABS C 6.5 147 4.18 — 127 7.72 —

Bettini et al. [12] PLA Aramid 8.6 203 9.34 — — — —

Akhoundi et al.
[13]

PLA Glass fiber 49 478 29.41 — — — —

Saini [14] — ABS/PETG 50/50 32.5 — — — — —

Nagendra and
Prasad [15]

Nylon Aramid 2 51.45 — — 98.16 — —

Ning et al. [16] ABS
CF 7.5 41.5 2.5 — — — —

CF 15 35 2.25 — — — —

Tambrallimath
et al. [17]

PC70%+ABS30% GF 0.8 — 4.03 — — — —

Liu et al. [18] PLA

Cu — 58.3 1.01 — 118.7 3.84 —

Wood — 38.7 0.8 — 71 2.65 —

Ceramic — 46.5 1.05 — 100.1 4.62 —

Al — 51.1 0.83 — 97.8 3.27 —

CF — 41.3 0.74 — 75.6 2.93 —

Tian et al. [19] PLA CF 27 — — — 335 30 —

Hwang et al. [20] ABS

Cu 10 42 0.93 — — — —

Cu 30 26.5 0.91 — — — —

Fe 10 43.4 0.96 — — — —

Fe 40 36.2 0.95 — — — —

Rajpurohit and
Dave [21]

PLA

GF 0 44.75 0.71 — 75.50 2.52 —

GF 1 43.65 0.81 — 56.65 2.25 —

GF 3 31.60 0.60 — 61.80 2.34 —

GF 5 24.65 0.57 — 50.55 2.11 —

Zhong et al. [22] ABS Glass fıber 18 58.6 — — — — —

Tekinalp et al.
[23]

ABS

CF 10 52 7.7 — — — —

CF 20 60 11.5 — — — —

CF 30 62 13.8 — — — —

CF 40 67 13.7 — — — —

Love et al. [24] ABS CF 13 70.69 8.91 — — — —

Hill et al. [25] ABS CF 20 66.8 8.4 — — — —

Duty et al. [26] ABS

CF 20 65.7 11.9 — — — —

GF 20 54.3 5.7 — — — —

GF 40 51.2 10.8 — — — —
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reshaping when heated. Today, home users can also produce
various parts with this method. Due to the simple working
principle and low equipment required, the costs of devices
producing with the FDM method are lower than the devices
used in other AM methods.

Due to these features, the FDMmethod produced devices
called 3D printers suitable for desktop use (Figure 2). Due to
the low cost and other advantages of both devices and ther-
moplastic materials, the FDM method has also been used
by individual users. Thermoplastics used in production with
FDM are materials of polymer class; they can be softened and
shaped when they are heated while being present in a solid

state at low temperatures. After the thermoplastic-forming
process is finished, it cools and solidifies, and in this way,
the product with the desired geometry is obtained.

2.6. Filaments Used in 3D Printers. Thermoplastic-based fila-
ments used in 3D printers are produced by plastic extrusion
machines called filament extruders. Extrusion systems work
with the logic of mixing raw plastic granules and other addi-
tives, if any, in a mechanical mixer and then transporting the
composite granules formed through a feed hopper to the
heater nozzle side with the help of a screw shaft (Figure 3).

Table 1: Continued.

Study
Matrix
materials

Additive
materials

Fiber volume
percentage

(%)

Tensile
strength
(MPa)

Tensile
modulus
(GPa)

Compression
strength
(MPa)

Flexural
strength
(MPa)

Flexural
modulus
(GPa)

Breaking
elongation

(%)

Kunc [27] ABS CF 13 53 8.15 — — — —

Gardner et al.
[28]

PEI CNT 4.7 125.3 3 — — — —

DeNardo [29] PPS CF 50 92.2 26.4 — — — —

Perez et al. [30] ABS Jute fiber 5 25.9 1.54 — — — —

Mahajan and
Cormier [31]

Epoxy CF 15 66.3 4.05 — — — —

Ferreira et al.
[32]

PLA CF 15 53.4 7.54 — — — —

Compton and
Lewis [33]

Epoxy SİC CF 10 66.2 24.5 — — — —

Dickson et al.
[34]

Nylon

CF 11 198 8.46 — — — —

AF 8 110 4.23 — — — —

GF 8 156 3.29 — — — —

AF 10 161 4.76 — — — —

GF 10 212 4.91 — — — —

Shofner et al.
[35]

ABS VGCF 10 37.4 0.8 — — — —

Melenka et al.
[36]

Nylon

Kevlar 4.04 31 1.77 — — — —

Kevlar 8.08 60 6.92 — — — —

Kevlar 10.1 84 9 — — — —

Gao et al. [37] PLA
Talc 2 57.9 1.47 — — — 7.3

CF 5 31.7 1.10 — — — 13

Nabipour et al.
[38]

PE

Cu 25 17.12 0.7 — — — 8.46

Cu 50 18.25 0.79 — — — 7.45

Cu 75 19.41 1.2 — — — 5.95

Wang et al. [39]

SCF/PA C-CFRP 25 288.65 28.97 — — — —

PLA C-CFRP 25 277.11 29.12 — — — —

PA C-CFRP 25 252.36 26.68 — — — —

PC C-CFRP 25 238.85 26.28 — — — —

PET-G C-CFRP 25 256.04 28.21 — — — —

Gregor-Svetek
et al. [40]

HDPE

Cardboard 20 9.04 0.32 — — — 36.2

Cardboard 50 2.05 0.12 — — — 7.6

Cardboard 75 1.89 0.10 — — — 7.8

He et al. [41] PA6 CF — 939.7 83.2 — 1051.8 57.3 —

Karaman and
Çolak [42]

ABS CF 10 32.78 1.67 — — — —
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The raw material, which is melted in the filament
extruder and gained fluidity, is removed in the desired diam-
eter (usually 1.75mm or 3mm) and turned into a film strip in
various colors and properties, called filament, ready for use in
a 3D printer (Figure 4).

Polymers with filament raw materials are preferred as
matrix materials in the production of composite materials
due to their low shaping costs and ability to work with many
traditional production methods, enabling the production of
complex-shaped parts due to their low density, and ease of
metal removal processes. In addition to these advantages,
polymer materials have low mechanical properties and thermal
resistance. Therefore, metal/polymer composites with high
mechanical and thermal properties are needed in the industry.
Polymers used as a polymer matrix in composite materials are
thermosets and thermoplastics. Metal/polymer composite fila-
ments are produced by making particle reinforcement to
improve many properties such as thermal resistance, strength,
and impact resistance to polymer materials (Figure 5). Thus,
with the development of polymer-based materials with
improved mechanical properties, the production with the
FDM method can find a wider application in the industry.

In addition to the polymer filament type used as the
matrix phase on the mechanical properties of the parts
produced by the FDM method, adding the additives to
improve the mechanical properties with the production
parameters are also effective. Although the types of fila-
ments frequently used in production are Acrylonitrile
Butadiene Styrene (ABS), Polylactic Acid (PLA), and Poly-
ethylene Terephthalate-Glycol (PET-G) [45, 46], metal/po-
lymer composite materials produced by adding metal or
thermoplastic materials in various proportions have also
been used in recent years. This study also compiled impor-
tant literature studies to improve the mechanical properties
of existing filaments using additional additives. The aim of
the research is to bring together the most important studies
in this field and to reveal what are the additives that
provide improvement in the mechanical properties of the
composite filaments produced. In addition, it is intended
to be a practical guide in experimental studies and plan-
ning for those who will start new research in this field or
those who designs a new composite filament.

2.7. Mechanical Properties of Products. In order for the
materials to be used successfully, it is necessary to know
the mechanical properties, and if necessary, these proper-
ties should be improved according to the usage area.
When the mechanical properties of the material are men-
tioned, tensile strength, impact strength, elastic modulus,
yield strength, fatigue strength, hardness, etc., features
come to mind. If we evaluate the determination of the
mechanical properties of the products printed by the
FDM method under two main headings, we can conclude
that the first of these is the printing parameters and the
other is additives and additive ratios.

Many studies have been conducted in the literature
to examine the effect of 3D printing parameters on the
mechanical properties of 3D printed products [47–55].
Kam et al. [47] in their study produced six different filling test
samples by keeping parameters such as the filling ratio, print-
ing speed, layer thickness, filament, and nozzle diameter con-
stant. As a result of the experimental study, it was concluded
that the strength of the parts produced with the rectilinear
filling pattern is approximately 15% higher than the parts
produced with the other filling pattern. It is also stated in
the same study that the full honeycomb filling method shows
more extension than other filling forms. In this study, studies
to investigate the effect of additive, which is another impor-
tant issue in determining the mechanical properties of the
parts produced by the FDM method, on the mechanical
properties of the parts produced by the FDM method, were
compiled.

3. Conclusion

In this review study, works on the changes in the mechanical
properties of metal/polymer composite filaments or products
printed by FDM method adding various additives to com-
mercial filaments were compiled. According to the results
obtained from experimental studies, the following inferences
are made:

Filament drive
control
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Molten material

Platform

Temperature control

Filament

Cooling fan

Heat sink

X

Z

Y

Figure 1: Production by FDM method [6].

Figure 2: 3D printer.
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(i) Plastic andmetal additives in different ratios are used
in metal/polymer composite filament manufactur-
ing. The optimum contribution rates were tried to
be determined in the experimental studies conducted
in the literature.

(ii) In determining the mechanical properties of the
parts produced using composite filament, besides
the characteristic properties of the commercial fila-
ment, the type of additive and additive ratios have
important changes to the mechanical properties of
the products. Considering that a commercial PLA
filament has an average tensile strength of 60MPa,
it is expected that the tensile strength of any piece
to be produced in the same cross-sections from the
pure PLA filament is also close to that value. Vari-
ous additives and additive ratios are subject to
experimental studies in order to increase this value.

(iii) Significant increases in the tensile strength of the
parts produced from the composite filament, which
are formed by adding additives such as carbon, car-
bon fiber, aramid, and glass fiber to a commercial
filament without additives, decreased the strength
of the material in the addition of materials with
low strength such as cardboard powder.

(iv) In addition to the type of additive, additive ratios are
very important in determining the mechanical
properties of the material. Adding the same type of

Hexane bath

Oven
Dry
filamentWet filament

Polymer
solution

Cartridge
header

Variable
speed
drive

Rotor �ermocouple
Scroll

Header

Figure 3: Schematic representation of filament extruder [44].

Figure 4: Filaments used in 3D printers.

Figure 5: Composite copper filament.
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additive to the same filament in different propor-
tions can also lead to significant changes in the
mechanical properties of the material, and increas-
ing the proportion of the additive does not always
mean that it will increase the strength of the
material.

(v) As can be understood from the experimental data,
besides the optimal test parameters, the filament
used as a matrix material and the type of additives
and the additive ratios are extremely effective on
the mechanical properties of the produced parts.

(vi) Finally, as production with the FDM method is an
increasingly widespread and promising technology,
the studies in this area have been increasing rapidly
in recent years.

(vii) The FDM method and composite material technol-
ogy have a wide range of applications and composite
filaments that have widespread use and are close to
the desired mechanical properties which can be pro-
duced with different filaments and different addi-
tives and additive ratios in academic studies.
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A non-invasive and more sensitive method for detection of HE4 is very important for the early screening and detection of ovarian
carcinoma. In this study, we improved our previous localized surface plasmon resonance (LSPR) biosensor for detection of HE4 in
urine to overcome disadvantages of conventional methods. Protein G directional fixed method was firstly used for LSPR biosensor
to improved sensitivity, and standard HE4 and clinical samples were detected separately using this new biosensor. Compared to our
previous LSPR biosensor, this new sensor was more sensitive, with other advantages as before. Under optimum conditions, this new
biosensor could display a detection limit of 1 pM and wide dynamic range of 1 pM to 10,000 pM. This new biosensor was effective
for detection of HE4 in urine of early ovarian cancer patients, without label and purification. To the best of our knowledge, this is
first work to investigate LSPR biosensor for detection of tumor marker in urine, with great advantages and clinical application
potentials.

1. Introduction

Ovarian cancer is one of the most common malignant dis-
eases and represents the primary mortality for gynecological
cancers, despite adopting more sophisticated diagnostic
methods and novel methods of treatment [1–4].This is
caused by the fact that most cases are not discovered until
an advanced stage [2–4]. Therefore, it is crucial to find a
non-invasive, sensitive and specific assay for early screening
and detection of ovarian carcinoma. The human epididymis
secretory protein 4 (HE4), has been widely studied and con-
sidered as a promising tumor marker for early diagnosis of
ovarian cancer [4–10]. Reportedly, HE4 is highly sensitive
to early ovarian cancer and can be used as a better method
for diagnosis in ovarian cancer [4–6, 9].

Current methods available for detection of HE4 such
as enzyme-linked immunosorbent assay (ELISA) and
chemiluminescent immunoassay (CLIA), still have obvious

shortcomings [10–12]. To overcome disadvantages of con-
ventional tools, our previous study developed a localized
surface plasmon resonance (LSPR) biosensor for detection
HE4 in patients’ blood serum, with advantages as conve-
nient, low-cost, and label-free, and sensitivity [10]. But,
for extensive general women, serological detection is inva-
sive and difficult to accept. Therefore, it is important to
develop an alternative method for clinical screening and
early diagnosis of ovarian cancer. Recently, some study
indicated that HE4 protein can be detected in urine since
it has a molecular weight around 25kD [9]. Compared to
serological detection, measuring HE4 in urine can provide
a non-invasive and more convenient approach to aid early
detection of ovarian cancer.

Previously, we have once achieved the detection of
albumin in urine samples from mild preeclampsia patients
by this LSPR biosensor [13]. However, HE4, as a tumor
marker, is smaller than albumin, with concentration in urine
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inferior to serum and unstable. Therefore, it is very challeng-
ing for measuring HE4 of urine in clinical patients. Up to
date, LSPR biosensors have not been studied for detection
of HE4 and other tumor marker in urine. To explore clinical
application of LSPR biosensor, we firstly attempted to
improve the sensitivity of this biosensor by introducing pro-
tein G directional fixed method, and successfully used this
new build biosensor to detect HE4 in urine of early ovarian
cancer patients. Compared to our previous LSPR biosensor
[10, 12, 13], this new sensor was more sensitive. To the best
of our knowledge, this was the first work to investigate the
LSPR biosensor for the detection of tumor marker in urine.
This novel LSPR biosensor provided a more sensitive and
label-free method for detection HE4 in patients’ urine using
simple and convenient instrumentation, with great potential
for applications in clinical screening of ovarian cancer and
other tumors.

2. Materials DND Methods

2.1. Materials. 11-Mercaptoundecanoic acid (MUA), 1-
Ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochlo-
ride (EDC) and N-hydroxysuccinimide (NHS) were acquired
from Sigma-Aldrich (Missouri, the United States of Amer-
ica). Protein G was obtained from BioVision (California,
the United States of America). Mouse monoclonal anti-
HE4 antibody and standard HE4 were purchased from
Abnova (Taiwan, China). Quartz glass substrates from Juke
(Chengdu, China) and Ag wire from Jubo (Beijing, China).
Ultrapure water (18.3 MV/cm) used for the preparation of
all solutions was from Millipore (Massachusetts, the United
States of America). All reagents used were of analytical
reagent grade.

2.2. Build of LSPR Biosensor. The integrated LSPR biosensor
was built on-site, as our previous study reported in detail
[10, 12]. Briefly, the sensor chip of silver nanoparticles
was fabricated as triangular-shaped array by using nano-
sphere lithography (NSL) technology was used. The peak
wavelength of LSPR absorption spectrum (λmax) excited
by the silver nanoparticles was detected and recorded by a
Ultraviolet Rays-visible spectrometer (Model 9055; Science-
tech, Ottawa, Canada). The incident light was provided by
white light emerging from the optical fiber bundle. Coupled
with the optical detection probe, the noble LSPR absorption
spectra could be excited and directly obtained by the spec-
troscope at room temperature, ranging from 400 nm to
800nm, and timely displayed on the computer screen.

All the absorption spectra were recorded and analyzed
through Spectra Suite software (Ocean Optics, Florida, the
United States of America). The relative LSPR wavelength
shift (Δλmax) was used to monitor the binding of target
analytes. A shift towards the longer LSPR wavelength region
was referred to as a red-shift and denoted as (+); whereas, a
shift towards the shorter LSPR wavelength region was
defined as a blue-shift and indicated as (–). The resolution
of our system archived 3nm and indicated that our biosensor
could analyze the analyte on the nanoparticles-solution inter-
face when Δλmax was over +3nm.

2.3. Further Functionalization of the LSPR Biosensor. A mul-
tistep process was made to prepare the sensor chip for biode-
tection events (Figure 1). During every experimental process,
peak wavelength of LSPR absorption spectrums were excited,
observed and used to improve the experimental conditions.
The experimental conditions of each step were obtained after
repeated explorations and attempts. Finally, optimal condi-
tions were achieved as followed. First, the silver nanochip
was incubated in 1mM 11-MUA solution (in ethanol) for
10 hours at room temperature to form a self-assembled
monolayer on the slice surface more effectively, then washed
thoroughly with pure ethanol to remove nonspecific binding
and dried at room temperature. Next, the nanochip was incu-
bated in 75mM EDC-HCl/15mMNHS (volume/volume=1)
solution for another hour at room temperature to preferably
activate the carboxyl group of 11-MUA, which would effec-
tively react with amino groups of protein G to form amides.
Subsequently, the sensor chip was incubated with 100ug/ml
protein G solution (in PBS, pH5.5) for thirty minutes at
room temperature to betterly couple the amine groups of
protein G to the carboxyl groups on MUA. Next, in order
to immobilization the antibody onto the chip by coupling
with protein G, 50μL of anti-HE4 solution (10μg/mL) was
spotted onto nanochip surface and overnight incubation at
4°C followed. After above steps, functional nanochip was
immersed in ethanolamine solution (pH8.5) for 30 minutes
to deactivate coupled esters, then the surface was washed by
phosphate-buffered solution (PBS) (pH7.4) to remove non-
specific binding. At last, a new functionalization of HE4
LSPR biosensor was finished, as demonstrated in Figure 1.
Meanwhile, the silver nanoparticles characterization using
SEM (scanning electron microscope) were, respectively,
observed before and after modification, as shown in Figure 2.

2.4. Clinical Samples. All detection samples in this study were
from leftover urine samples in routine clinical urine tests col-
lected from West China Second University Hospital
(Chengdu, China), with no use and no harm to patients
and institution. Urines of healthy women, benign ovarian
cyst patients and early (I/II) ovarian cancer patients were,
respectively, obtained. The disease diagnosis and staging
involved were acquired from surgical and pathological results
of gynecological oncologist and gynecological pathology
experts. No personal privacy and no ethical harm to patients
were involved in this study, owing to other medical records
such as name, age, and registration number, etc were not
needed. So, Research Ethics Approval from Ethics Institu-
tional Board and written informed consents from patients
were not needed in this study.

2.5. Detection of HE4 in Urine. In detection stage, at first, the
different concentrations of commercial HE4 were, respec-
tively, incubated on new functionalized LSPR chips at room
temperature for 30 minutes. The biosensor chips were then
dried after thorough rinsing with PBS (0.05% Tween-20)
and subsequently by ultrapure water to dissociate the non-
specific binding. At last, the change in LSPR wavelength
caused by antibody-antigen combination was observed and
recorded. As above method, all urine samples were detected,
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Figure 1: Design of the novel LSPR biosensor for detection of HE4. (a). Glass substrate. (b). Triangle-shaped silver nanoparticles array
synthesized on glass substrate. (c). Incubation of 1mM MUA. (d). Incubated in 75mM EDC-HCl/15mM NHS. (e). Incubated with
100ug/ml protein G. (f). Immobilization of anti-HE4 monoclonal antibodies (10 μg/mL). (g). Immunoassay of HE4 in buffer or urine
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Figure 2: the silver nanoparticles characterization with SEM before and after modification. (a) characterization with SEM before
modification. (b) characterization with SEM after modification (triangular silver nanosurfaces became obviously blunt with material binding).
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respectively, using previous and new LSPR biosensors.
Meanwhile, same clinical samples were confirmed using the
CLIA (Chemiluminescence Immunoassay) method accord-
ing to the manufacturer’s instructions [14]. The detection
results were collected and analyzed.

2.6. Statistical Analyses. Descriptive statistics were made by
means with standard deviations andmedians. Different study
groups were compared using non-parametric tests. All p-
values were two-sided, and the P<0.05 was considered statis-
tically significantly. Statistical analyses were performed using
SPSS version 19.0 (IBM, Armonk, NY, USA).

3. Results and Discussion

3.1. Spectroscopy Observation of Each Process. The LSPR
responses to the new functionalization process and detection
of HE4 were shown such as Figure 3. It is well known that an
increase in the local refractive index around nanoparticles
could be induced by the molecular binding to the nanochip
surface, and result in LSPR spectrum peak red-shift indicated
as the Δλmax [10, 12, 15, 16]. Thus, Δλmax could be a reli-
able indicator of the analytes bound to nanoparticles. The
LSPR wavelength (λmax) of bare silver nanochip before
modification was 606.16 nm as measured in Figure 3(a).
When MUA bound onto the nanochip, the LSPR λmax
shifted to 619.12 nm (Figure 3(b)). After modification of
100ug/ml protein G onto the silver surface, the LSPR λmax
shifted to 624.79 nm with a corresponding Δλmax of
+5.67 nm (Figure 3(c)). At last, an additional red-shift
(+8.69 nm) of LSPR λmax was observed when immobiliza-
tion of 10μg/mL anti-HE4 monoclonal antibodies onto the
nanochip (Figure 3(d)). Importantly, the LSPR λmax shifted
to +5.87 nm as showing a λmax of 639.35 nm (Figure 3(e))
when incubation in 1pM HE4, and indicated that new bio-
sensor could successfully detect the target analyte on the
nanoparticles-solution interface.

3.2. Detection of Different Concentrations of Standard HE4
with New LSPR Biosensor. The new biosensors were incu-
bated with different concentrations of standard HE4 solution
ranging from 0.1 pM to 100,000 pM under optimal condi-
tions, and LSPR absorption spectra were measured with peak
shifts recorded. Each concentration measurement was
repeated three times, and mean Δλmax were calculated, as
shown in Table 1. It can be seen from the results that the
LSPR Δλmax value increased gradually with increasing
HE4 concentrations, and indicated that the biosensor had a
broader detection range. However, No significant changes
or peak shift were observed in the spectra, when the concen-
tration of standard HE4 solution was decreased to 1 pM or
increased to 10,000 pM. Compared to previous sensor, this
study showed that the new biosensor was more sensitive.
The detection limit of HE4 only could accomplish 4 pM by
using our previous LSPR biosensor [10]. This work was the
first explore of LSPR biosensor by using Protein G directional
fixed method to increase sensitivity, which could display a
detection limit of 1 pM, with wide dynamic range of 1 pM
to 10,000 pM. Due to the limited number of new chips, the

relation between HE4 concentrations and wavelength shift
(Δλmax), limit of quantification, and inter/intraday variation
would only be done in further study, which need more detec-
tions using a lot of new LSPR biosensors.

3.3. Selectivity Test with New LSPR Biosensor. To the biosen-
sor, selectivity is very important and should acquire. In this
study, control experiments were designed to ensure that the
results were not interfered by nonspecific bindings. To
achieve specific detection, PBS and ultrapure water were used
as surface washing agents after sufficient immobilization of
antibodies. As another tumor marker, squamous cell carci-
noma (SCC) and albumin, one protein component often
present in urine were implemented as interferences. During
the experiment, 10 pM SCC or albumin was, respectively,
incubated onto the functionalized biosensor for same time
at room temperature, and all control experiments were exe-
cuted in triplicate. Results indicated that there was hardly
any shift about the LSPR peak after PBS rinsing. But, under
the same condition, 10 pM HE4 was introduced and LSPR
peak was found shift to +6.85 nm. Above experiment con-
firmed superior selectivity of the detection property based
on the new biological-sensitive layer.
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Figure 3: LSPR spectra for biosensor design and detection of 1 pM
HE4. (a) Bare silver nanochip, λmax =606.16 nm. (b) Modification
of 1mM MUA, λmax =619.12 nm. (c) Incubation with 100ug/ml
protein G, λmax=624.79 nm. (d) Immobilization of 10 μg/mL
anti-HE4 monoclonal antibodies, λmax =633.48 nm. (e) Detection
of 1 pM HE4, λmax=639.35 nm. Note: All spectra were collected
at room temperature in air.

Table 1: Mean Δλmax of different concentrations of standard HE4
detection with new LSPR biosensor (based on localized surface
plasmon resonance and protein G directional fixed [10, 17]).

HE4
concentrations

0.1
pM

1
pM

10
pM

100
pM

1000
pM

10000
pM

100000
pM

Mean Δλmax 0.71 5.43 6.85 8.42 8.83 9.17 0.35
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3.4. Urine Sample Detection with Previous and New LSPR
Biosensor. Under optimal conditions, the clinical urine
samples from healthy women, benign ovarian cyst patients,
and early (I/II) ovarian cancer patients were, respectively,
detected by previous and new LSPR biosensors. LSPR
absorption spectra were accordingly measured with peak
shifts recorded, with each sample measurement repeated
three times. The results were shown as in Table 2 and
Table 3. There were no significant LSPR spectra peak shift
and difference among all study groups when using our previ-
ous LSPR biosensor. But, significant LSPR spectra peak red
shifts were observed in early ovarian cancer patients by using
new LSPR biosensor, without obvious LSPR Δλmax found in
healthy women or benign ovarian cyst patients. Based on sta-
tistical analyses, differences in response of HE4 detection
between early ovarian cancer groups and the control groups
(healthy women and benign ovarian cyst patients) were sta-
tistically significant by using new LSPR biosensor (P<0.05).
Meanwhile, in order to verify our experimental results, same
clinical urine samples were also calculated using CLIA
method, according to the manufacturer’s instructions. The
consistent results were confirmed as showed in Table 4.
There were also significant differences in HE4 testing
concentration between early ovarian cancer groups and the
control groups (healthy women and benign ovarian cyst
patients) by using CLIA. In this study, although the CLIA
was also sensitive, it needed to be marked and the operation
steps were tedious.

Thus it could be seen that the new LSPR biosensor was
able to specifically distinguish between early ovarian cancer

and the negative controls without need for labeling and puri-
fication of the clinical samples, and just by the HE4 detection
of women urine. Moreover, this new LSPR biosensor had
good specificity that could not be interfered by other proteins
or components in urine. Contrast to previous LSPR biosensor,
this work firstly explored to enhance the detection sensitivity
by using protein G directional fixed method. As a cell wall
protein isolated from group G Streptococcus, protein G could
combine directionally with Fc crystallizable segments of most
mammalian immunoglobulin G and make the antibody anti-
gen binding fragment pointing to the outer surface of nano-
structure uniformly [17, 18]. Therefore, the antigen binding
end of the immunoglobulin antibody could be more advanta-
geous to the binding of target antigen and provided with high
sensitivity detection for the LSPR biosensor.

The LSPR spectra of this new biosensor was measured
during every processing and the results confirmed that the
new fabrication procedures for biological-sensitive layer
construction could be feasible and effective, as shown in
Figures 1 and 3. After modification, the characterization with
SEM also indicated triangular silver nanosurfaces became
obviously blunt, owning to material binding on surface of
nanoparticles, as shown in Figure 2. This improvement was
very important for the LSPR biosensor to identify precisely
low concentrations of biological substances in urine and
could be potentially used in cancer screening and early
diagnosis. Using this detection method, urine HE4 could be
measured in real time within 40 minutes, without label or
purification of sample, which was an important issue in wide
clinical application for tumor screening.

Table 2: Δλmax of HE4 detection in urine of different study groups with previous LSPR biosensor (based on localized surface plasmon
resonance [10]).

Study groups
LSPR wavelength shift (Δλmax) �X±SD

(n =5, nm)Case 1 Case 2 Case 3 Case 4 Cases 5

Healthy women 0.32 0.16 0.25 0.14 0.39 0.25± 0.11
Benign ovarian cyst patients 0.33 0.41 0.27 0.23 0.40 0.33± 0.08
Early ovarian cancer patients 0.42 0.12 0.58 0.29 0.33 0.35± 0.17

Table 3: Δλmax of HE4 detection in urine of different study groups with new LSPR biosensor (based on localized surface plasmon resonance
and protein G directional fixed [10, 17]).

Study groups
LSPR wavelength shift (Δλmax) �X±SD

(n =5, nm)Case 1 Case 2 Case 3 Case 4 Cases 5

Healthy women 0.49 0.05 0.85 0.43 0.06 0.38± 0.33
Benign ovarian cyst patients 0.91 0.38 0.50 0.12 0.63 0.51± 0.29
Early ovarian cancer patients 4.31 5.39 8.66 4.19 7.24 5.96± 1.94

Table 4: HE4 detection in urine of different study groups with CLIA method (based on Chemiluminescence Immunoassay method [14]).

Study groups
Testing HE4 in urine (concentration) �X±SD

(n =5, pmol/L)Case 1 Case 2 Case 3 Case 4 Cases 5

Healthy women 0.38 0.45 0.33 0.41 0.36 0.39± 0.05
Benign ovarian cyst patients 0.59 0.48 0.62 0.47 0.51 0.53± 0.07
Early ovarian cancer patients 2.01 2.79 1.96 2.82 2.33 2.38± 0.41
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4. Conclusion

To the best of our knowledge, this was the first use of LSPR
method for detection of tumor marker in urine of cancer
patients. As an important tumor marker of ovarian cancer,
HE4 was reported that can be measured in urine, and per-
form similar sensitivity and specificity to that by assaying
serum [9, 19–22]. Compared with traditional immunoassay
approaches, our previous-built LSPR detection system had
outstanding advantages, such as label-free, miniaturization,
portability, rapid test time and low cost [10, 12, 13]. In this
study, we firstly improved the sensitivity of LSPR biosensor
by using protein G directional fixed method, and successfully
used this new build biosensor to detect HE4 in urine. The
new built biosensor in this study demonstrated that: 1) the
self-assembled protein G onto silver nanochips via amino
coupling could make anti-HE4 pointing to the outer surface
uniformly, which improved the efficiency of antibody and
sensitivity of detection system. 2) the new functionalized
LSPR sensor was simple to prepare, could provide better sen-
sitivity, had a lower detection limit, and had good selectivity
for testing HE4 in urine, which could provide a non-invasive
and more convenient approach in clinical ovarian cancer
screening and early diagnosis. 3) the new-built LSPR system
could be available for analysis of HE4 in human urine
with advantages such as rapid test time, label-free, and
purification-free process. Moreover, a HE4 urine calibration
curve would be done in further study, which need a large,
randomized, case-controlled clinical study to further evaluate
applicability of this new biosensor in clinical tumor screening
and medical diagnosis. In conclusion, the new biosensor was
anticipated to be a promising platform for cancer biomarker
detection in urine and expand clinical application of LSPR
sensor.
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