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Adaptive tracking control for distributed multiagent systems in nonaffine form is considered in this paper. Each follower agent is
modeled by a nonlinear pure-feedback system with nonaffine form, and a nonlinear system is unknown functions rather than
constants. Radial basis function neural networks (NNs) are employed to approximate the unknown nonlinear functions, and
weights of NNs are updated by adaptive law in finite-time form. .en, the adaptive finite NN approach and backstepping
technology are combined to construct the consensus tracking control protocol. Numerical simulation is presented to demonstrate
the efficacy of suggested control proposal.

1. Introduction

Due to the limitations of a single agent in completing some
special tasks and the needs of human society, the multiagent
system has received extensive attention from the academic
engineering community. In recent years, distributed infor-
mation processing technology has been widely used, such as
urban transportation [1], intelligent robots [2], flexible
manufacturing [3], and coordinated expert systems [4] due
to higher fault tolerance and reliability. It has attracted the
attention of experts and scholars in different fields such as
artificial intelligence and control engineering.

In the 1980s, multiagent systems were researched and
applied, and in recent years, it has become one of the hot
spots in the field of artificial intelligence. For multiagent
systems, the consensus problem is the most basic control
problem; see a large number of academic papers [5–7]. .e
key to consensus is to design a reasonable consensus pro-
tocol to ensure that the multiagent system is consistent.
Scholars have further explored multiagent systems with
different structures, such as directed topography and un-
directed topography [8–10]. However, it is difficult to avoid
the interference factors of uncertainty, thus applying robust

consensus control [11–13]. In recent years, due to the in-
evitable interference factors, the robust consensus problem
has received widespread attention and received widespread
attention. In [14], the robust consensus control of the
Laplacian matrix uncertainty multiagent system is studied,
and the conditions for achieving state consensus are pro-
posed. In [15], the robust consensus of linear multiagents
with random switching topology was studied. In [16], the
second-order robustness of nonlinear multiagents with
extended state observers is studied. In [17], scholars studied
the distributed robust adaptive consensus control of un-
certain nonlinear fractional multiagent systems. As we all
know, finite-time convergence is a topic that has attracted
much attention and is of great significance. .erefore, some
scholars have raised the problem of finite-time consensus
[18–20]. Some scholars consider the issue of fixed-time
consensus.

In recent years, consensus-tracking problem of dis-
tributed multiagent systems has broad applications in many
areas, such as formation control, flocking, cooperative
control of UAV, and distributed sensor networks [21, 22].
Formation tracking control originated from various natural
phenomena, such as flocking in birds, fish, and so on. .ere
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exist some kinds of consensus problems of multiagent
systems, because sometimes it is needed that all agents agree
on some desired quantity of interest, sometimes not. In the
leader follower multiagent systems, consensus means that all
the follower agents reach the leader values in a finite time
[23, 24].

Recently, finite-time stability has received much atten-
tion due to its efficient performance in many areas [25, 26].
Especial neural networks control is a powerful control
method, because neural networks can approximate non-
linear system without model [27, 28]. .ough Lyapunov
uniformly ultimately bounded (UUB) results solve some
nonlinear system control problem, both bounded and ex-
ponential convergence speed cause confusion. It should be
noted that the research on finite-time neural network
control is still in a very beginning stage. .e key issue is how
to systematically obtain finite-time adaptive law of neural
network weight from finite-time convergence of closed-loop
systems. In regarding to such neural network-based adaptive
control to the authors’ best knowledge, there are a few results
about finite-time adaptive neural network control because it
is not easy to design the finite-time neural network adaptive
controller, and there exists lack of relevant inequality skills to
finish finite-time stability analysis. .ere has been any
reference to show finite-time adaptive algorithm for weights
of NNs having been expanded to solve the problems of finite
control for pure-feedback nonaffine nonlinear systems.

.e remainder of this paper is organized as follows. .e
multiagent system is described in Section 2. .e proposed
algorithms for formation tracking, based on the finite-time
adaptive control, are presented in Section 3. .eoretical
analysis of the model is given in Section 4. Simulation results
are given in Section 5. Finally, conclusions are drawn in
Section 6.

2. Problem Description

2.1. System Description. Consider a class of the nonlinear
pure-feedback multiagent system, composed of N follower
agents (labeled from 1 to N), and a leader (labeled d). .e
communication topology of followers are described by a
digraph G. .e dynamic model of the ith (i � 1, 2, . . . , N)

follower is

_xi,k � fi,k xi,k+1􏼐 􏼑, 1≤ k≤ ni − 1,

_xi,ni
� fi,ni

xi,ni
, ui􏼐 􏼑,

yi � xi,1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

where xi,j � [xi,1, xi,2, . . . , xi,j]T ∈ Rj, xi,ni
� [xi,1, xi,2, . . . ,

xi,ni
]T ∈ Rni is the entire state variables of the ith agent,

ui ∈ R, yi ∈ R, φi(t) indicate the state, control, output, and
initial condition, respectively, and, fi,k(·) are nonlinear
smooth functions.

2.2. AlgebraicGraph-eory. A directed graph is represented
by G � (V, E) with E⊆V × V denoting edge set and V �

v1, v2, . . . , vk􏼈 􏼉 is the node set. An edge eji � (vj, vi) ∈ E of
the graph G means that i can get messages from j;

meanwhile, it is also said that the agent j is one of agent i’s
neighbors, not vice versa.

Hence, the agent i’s neighbor set isNi � vj|(vj, vi) ∈ E􏽮 􏽯.
When weight of edges is considered, the graph is said to be a
weighted graph.A � [aij] ∈ R

k×k (adjacencymatrix) is often
used to express the graphic topology. For the element aij, it is
defined that aij > 0 if eji � (vj, vi) ∈ E, otherwise, aij � 0.
Self-loop is not considered as usual, i.e., aii � 0, and D �

diag(d1, d2, . . . , dk) ∈ Rk×k is defined as an in-degree ma-
trix, where di � 􏽐

k
j�1 aij of D is in-degree for agent i..e row

sum of Laplacian matrix L � D − A is 0 and L1 � 0. A di-
rected graph is said to have direct path means that there
exists an edge sequence in the form of (vi, vr), (vr,􏼈

vs), . . . , (vt, vj)}. When there exists at least one agent (root)
in the digraph which can transmit information through
direct path to all other agents, the direct graph is thus said to
include a directed spanning tree. .e local tracking error for
agent i can be described as

zi,1 � 􏽘
N

j�1
aij yi − yj􏼐 􏼑 + bi yi − yd( 􏼁, (2)

where i � 1, 2, . . . , N, the pinning gain bi ≥ 0, where bi > 0
denotes the weight between the ith agent and leader agent.

2.3. Radial Basis Function Neural Networks (RBFNNs) and
Function Approximation. In brief, the following radial basis
function (RBF) NN is used to approximate the continuous
function F(x): Rn⟶ R over a compact set

FNN(x, W) � W
TΨ(x), (3)

where input x ∈ Ω ⊂ Rn, weight vector W � [w1 . . .

wl]
T ∈ Rl, and node vector Ψ(x) � [ψ1(x) . . .ψl(x)]T, in

which the element ψi(x) is being chosen as the commonly
used Gaussian function as follows:

ψi(x) � exp
− x − μi( 􏼁

T
x − μi( 􏼁

η2i
􏼢 􏼣, i � 1, 2, . . . , l, (4)

where μi � [μi1 . . . μin]T is the center of the receptive field
and ηi is the width of the Gaussian function.

It has been proven that RBF NN can approximate any
continuous function over a compact set Ωx ⊂ R

n as

F(x) � W
∗TΨ(x) + ε(x), (5)

where W∗ is the ideal NN weight and ε(x) is the NN ap-
proximation error:

W
∗

� arg min
W∈Rl

sup F(x) − W
TΨ(x)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼚 􏼛. (6)

Notation: throughout this paper, W ∈ Rm×n represents
the matrix, W∗, 􏽢W, 􏽥W indicate ideal weight, estimated
weight, and error between ideal and estimated weight.
.roughout this paper, W ∈ Rm×n represents the matrix,
W � [wij]m×n, rational number η and matrix, matrix Wη

denote element-by-element powersWη � [w
η
ij]m×n, and 􏽥W

ηT

denote the transposition of matrix 􏽥W
η, such as
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􏽥W
ηT

� ( 􏽥W
η
)T. W∗, W, 􏽥W indicate ideal weight, estimated

weight, and error between ideal and estimated weight.

Definition 1. Consider the system _x � f(x, u), where x is a
state vector and u is the input vector..e solution is practical
finite stable (PFS) if for all x(t0) � x0, there exists ε> 0 and
T(ε, x0)<∞, such that ‖x‖< ε, for all t≥ t0 + T.

Lemma 1. Consider the system _x � f(x, u), and suppose
that there exist continuous function V(x), scalars
λ> 0,0< α< 1, and 0< η<∞ such that

_V(x)≤ − λV
α
(x) + η. (7)

.en, the trajectory of the system _x � f(x, u) is PFS.

Lemma 2. Young’s inequality: for any constant a, b ∈ R, the
following inequality holds:

ab≤
1
p

a
p

+
1
q
b

q
. (8)

where p> 1, q> 1, and (1/p) + (1/q) � 1.

Remark 1. Based on Young’s inequality, then the following
inequalities hold:

zε≤
3
4
z
4/3

+
1
4
ε4,

− 􏽥W
T 􏽢W

1/3 ≤ −
1
2

􏽥W
(2/3)T 􏽥W

2/3
+ W
∗(2/3)T

W
∗(2/3)

.

(9)

3. Distributed Adaptive Tracking
Controller Design

Consider system (1) and tracking error (2), and define

zi,k � xi,k − αi,k−1, k � 2, 3, . . . , ni,

zi,ni+1 � ui − αi,ni
,

(10)

where αi,j, (2≤ j≤ ni) is the virtual control; in the first step,
consider the system zi,1.

.en, it has

_zi,1 � 􏽘
N

j�1
aij + bi

⎛⎝ ⎞⎠ _xi,1 − 􏽘
N

j�1
aij _xj,1 − bifd xd, t( 􏼁

� 􏽘
N

j�1
aij + bi

⎛⎝ ⎞⎠fi,1 xi,2􏼐 􏼑 − 􏽘
N

j�1
aijfj,2 xj,2􏼐 􏼑 − bifd xd, t( 􏼁.

(11)

Base on ideal virtual control law, and choose the NNs to
approximate the nonlinear system

􏽘

N

j�1
aij + bi

⎛⎝ ⎞⎠fi,1 xi,2􏼐 􏼑 − 􏽘
N

j�1
aijfj,2 xj,2) − bifd xd, t( 􏼁 � W

T∗
i,1 Ψ1 Z2( 􏼁 + εi,1.􏼐 (12)

.erefore,

_zi,1 � W
∗T
i,1 Ψ1 Z2( 􏼁 + εi,1. (13)

Choose the practical virtual control law

αi,1 � −k1z
1/3
i,1 + xi,2 − 􏽢W

T

1Ψ1 Z2( 􏼁. (14)

Choose the adaptive law

􏽢W
.

i,1 � Γi,1 zi,1Ψ1 Z2( 􏼁 − σi,1
􏽢W

1/3
i,1􏼔 􏼕, (15)

where Γi,1 � ΓTi,1 > 0, and σi,1 > 0 is positive constant design
parameters.

.en, based on (12) and (13),

_zi,1 � W
∗T
i,1 Ψ1 Z2( 􏼁 + εi,1 − ki,1z

1/3
i,1 + xi,2 − αi,1 − 􏽢W

T

i,1Ψ1 Z2( 􏼁.

(16)

Let

zi,2 � xi,2 − αi,1. (17)

.erefore,

_zi,1 � − 􏽥W
T

i,1Ψ1 Z2( 􏼁 − ki,1z
1/3
i,1 + zi,2 + εi,1, (18)

where
􏽥Wi,1 � 􏽢Wi,1 − W

∗
i,1. (19)

Choose the Lyapunov candidate function

Vi,1 �
1
2
z
2
i,1 +

1
2

􏽥W
T

i,1Γ
−1
i,1

􏽥Wi,1. (20)

.en,

_Vi,1 � zi,1 _zi,1 + 􏽥W
T

i,1Γ
−1
i,1

􏽥W
.

i,1

� −ki,1z
4/3
i,1 + zi,1zi,2 + zi,1εi,1 − σi,1

􏽥W
T

i,1
􏽢W

1/3
i,1 .

(21)

Based on based inequalities, the following holds:

Mathematical Problems in Engineering 3



zi,1εi,1 ≤
3
4
z
4/3
i,1 +

1
4
ε4i,1 − σi,1

􏽢W
T

i,1
􏽢W

1/3
i,1

≤ −
σ1
2

􏽥W
(2/3)T

i,1
􏽥W

2/3
i,1 + σ1W

(2/3)∗T
i,1 W

2/3∗
i,1 .

(22)

.en, based on (21), it gives

_Vi,1 � − ki,1 −
3
4

􏼒 􏼓z
4/3
i,1 + zi,1zi,2 −

σi,1

2
􏽥W

(2/3)T

i,1
􏽥W

2/3
i,1

+
1
4
ε4i,1 + σi,1W

(2/3)∗T
i,1 W

2/3∗
i,1 .

(23)

.en, it has

_Vi,1 ≤ zi,1zi,2 − ηi,1
z2

i,1

2
􏼠 􏼡

2/3

−
ηi,1

2

􏽥W
T
i,1Γ

−1
i,1

􏽥Wi,1

2
⎛⎝ ⎞⎠

2/3

+
1
4
ε4i,1 + σi,1W

(2/3)∗T
i,1 W

(2/3)∗
i,1 ≤ zi,1zi,2 − ηi,1V

2/3
i,1 + δi,1,

(24)

where

ηi,1 � min 41/3 ki,1 −
3
4

􏼒 􏼓,
σi,1

21/3λmax Γ
−1
i,1􏼐 􏼑

2/3
⎛⎜⎝ ⎞⎟⎠,

δi,1 �
1
4
ε4i,1 + σi,1W

(2/3)∗T
i,1 W

(2/3)∗
i,1 .

(25)

.e jth step 2≤ j≤ ni:

zi,j � xi,j − αi,j−1. (26)

And xi,j+1 � ui, _ui � vi, then choose the virtual control
law, and choose the NN to approximate the nonlinear
system _xi,j − _αi,j−1:

fi,j xi,j+1􏼐 􏼑 − _αi,j−1 � W
∗T
i,j Ψj Zj+1􏼐 􏼑 + εi,j. (27)

Based on the system,

_zi,j � W
∗T
i,j Ψj Zj+1􏼐 􏼑 + εi,j. (28)

Choose the practical virtual control law

αi,j � −zi,j−1 − ki,jz
1/3
i,j + xi,j+1 − 􏽢W

T

i,jΨj Zj+1􏼐 􏼑. (29)

Choose the adaptive law

􏽢W
.

i,j � Γi,j zi,jΨj Zj+1􏼐 􏼑 − σi,j
􏽢W

1/3
i,j􏼔 􏼕, (30)

where Γi,j � ΓTi,j > 0, and σi,j > 0 is positive constant design
parameters. .en,

_zi,j � − 􏽥Wi,jΨj Zj+1􏼐 􏼑 − zi,j−1 − ki,jz
1/3
i,j + zi,j+1 + εi,j, (31)

where
􏽥Wi,j � 􏽢Wi,j − W

∗
i,j. (32)

Choose the Lyapunov candidate function

Vi,j �
1
2
z
2
i,j +

1
2

􏽥W
T

i,jΓ
−1
i,j

􏽥Wi,j. (33)

.en,

_Vi,j � zi,j _zi,j + 􏽥Wi,jΓ
−1
i,j

􏽥W
. T

i,j

� −zi,j−1zi,j − ki,jz
4/3
i,j + zi,jzi,j+1 + zi,jεi,j − σi,j

􏽥W
T

i,j
􏽢W

1/3
i,j .

(34)

Based on basic equation, the following inequalities hold:

zi,jεi,j ≤
3
4
z
4/3
i,j +

1
4
ε4i,j − σi,j

􏽢W
T

i,j
􏽢W

1/3
i,j

≤ −
σi,j

2
􏽢W

(2/3)T

i,j
􏽥W

2/3
i,j + σi,jW

∗(2/3)T
i,j W

∗(2/3)
i,j .

(35)

.en, based on (33)，it yields

_Vi,j � zi,j _zi,j + 􏽥W
T

i,jΓ
−1
i,j

􏽥W
.

i,j

� −zi,j−1zi,j − ki,j −
3
4

􏼒 􏼓z
4/3
i,j + zi,jzi,j+1

−
σi,j

2
􏽥W

(2/3)T

i,j
􏽥W

2/3
i,j +

1
4
ε4i,j + σi,jW

(2/3)∗T
i,j W

(2/3)∗
i,j .

(36)

Continue

_Vi,j ≤ − zi,j−1zi,j + zi,jzi,j+1 − ηi,j

z2i,j

2
􏼠 􏼡

2/3

− ηi,j

􏽥W
T

i,jΓ
−1
i,j

􏽥Wi,j

2
⎛⎝ ⎞⎠

2/3

+
1
4
ε4i,j + σi,jW

(2/3)∗T
i,j W

(2/3)∗
i,j

≤ − zi,j−1zi,j + zi,jzi,j+1 − ηi,jV
2/3
i,j + δi,j,

(37)

where

ηi,j � min 41/3 ki,j −
3
4

􏼒 􏼓,
σi,j

21/3λmax Γ
−1
i,j􏼐 􏼑

2/3
⎛⎜⎝ ⎞⎟⎠,

δi,j �
1
4
ε4i,j + σi,jW

(2/3)∗T
i,j W

(2/3)∗
i,j .

(38)

.e nth step is the most important step. Based on the
system,
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zi,ni
� xi,ni

− αi,ni−1. (39)

Choose the NN to approximate the nonlinear system

fi,ni
xi,ni

, ui􏼐 􏼑 − _αi,ni−1 � W
∗T
i,ni
Ψni

Zni+1􏼐 􏼑 + εi,ni
. (40)

Based on the system,

_zi,ni
� W
∗T
i,ni
Ψni

Zni+1􏼐 􏼑 + εi,ni
. (41)

Choose practical virtual control law

αi,ni
� −zi,ni−1 − ki,ni

zi,ni
+ ui − 􏽢W

T

i,ni
Ψni

Zni+1􏼐 􏼑. (42)

Choose adaptive law

􏽢W
.

i,ni
� Γi,ni

zi,ni
ΨT

ni
Zni+1􏼐 􏼑 − σi,ni

􏽢W
1/3
ni

􏼔 􏼕, (43)

where Γi,ni
� ΓTi,ni
> 0, and σi,ni

> 0 are positive constant design
parameters; then,

_zi,ni
� − 􏽥W

T

i,ni
Ψni

Zni+1(t)􏼐 􏼑 − zi,ni−1 − ki,ni
z
1/3
i,ni

+ zi,ni+1 + εi,ni
,

(44)

where
􏽥Wi,ni

� 􏽢Wi,ni
− W
∗
i,ni

. (45)

From the following inequality,

−σi,ni

􏽥W
T

i,ni

􏽢W
1/3
i,ni
≤ −

σi,ni

2
􏽥W

(2/3)T

i,ni

􏽥W
2/3
i,ni

+ σi,ni
W

(2/3)∗T
i,ni

W
(2/3)∗
i,ni

.

(46)

Choose the Lyapunov candidate function

Vi,ni
�
1
2
z
2
i,ni

+
1
2

􏽥Wi,ni
Γ−1i,ni

􏽥W
T

i,ni
. (47)

.en,

_Vi,ni
� zi,ni

_zi,ni
+ 􏽥Wi,ni
Γ−1i,ni

􏽥W
. T

i,ni

� −zi,ni−1zi,ni
− ki,ni

z
4/3
i,ni

+ zi,ni
zi,ni+1

+ zi,ni
εi,ni

− σi,ni

􏽥W
T

i,ni

􏽢W
1/3
i,ni

.

(48)

Based on Lemma, the following inequalities hold:

zi,jεi,ni
≤
3
4
z
4/3
i,ni

+
1
4
ε4i,ni

− σi,ni

􏽥W
T

i,ni

􏽢W
1/3
i,ni

≤ −
σi,ni

2
􏽥W

(2/3)T

i,ni

􏽥W
2/3
i,ni

+ σi,ni
W
∗ (2/3)T
i,ni

W
∗ (2/3)
i,ni

.

(49)

.en, it gives

_Vi,ni
≤ − zi,ni−1zi,ni

− ki,ni
−
3
4

􏼒 􏼓z
4/3
i,ni

+ zi,ni
zi,ni+1

−
σi,ni

2
􏽥W

(2/3)T

i,ni

􏽥W
2/3
i,ni

+
1
4
ε4i,ni

+ σi,ni
W

(2/3)∗T
i,ni

W
(2/3)∗
i,ni

.

(50)

.en,

_Vi,ni
≤ − zi,ni−1zi,ni

+ zi,ni
zi,ni+1 − ηi,ni

z2
i,ni

2
􏼠 􏼡

2/3

− ηi,ni

􏽥W
T

i,ni
Γ− 1

i,ni

􏽥Wi,ni

2
⎛⎝ ⎞⎠

2/3

+ δi,ni

≤ − zi,ni−1zi,ni
+ zi,ni

zi,ni+1 − ηi,ni
V

2/3
i,ni

+ δi,ni
,

(51)

where

ηi,ni
� min 41/3 ki,ni

−
3
4

􏼒 􏼓,
σi,ni

21/3λmax Γ
−1
i,ni

􏼐 􏼑
2/3

⎛⎜⎝ ⎞⎟⎠,

δi,ni
�
1
4
ε4i,ni

+ σi,ni
W

(2/3)∗T
i,ni

W
(2/3)∗
i,ni

.

(52)

.en, the virtual control can be got as

v � −zi,ni
− ki,ni+1zi,ni+1 − 􏽢W

T

i,ni+1Ψi,ni+1 Zi,ni+1(t)􏼐 􏼑. (53)

Choose Lyapunov candidate functions

Vi � 􏽘

ni+1

j�1
Vi,j. (54)

.en, based on (24), (37), and (51), it has

_Vi ≤ − ηiV
2/3
i + δi, (55)

where

ηi � min ηi,j􏼐 􏼑, j � 1, 2, 3, . . . , ni + 1,

δi � 􏽘

ni+1

j�1
δi.j,

(56)

Theorem 1. Consider the nonlinear system for which the
model dynamics is approximated by neural networks (12),
(27), and (40), the control law (53) with the virtual control
(14), (29), and (42), and adaptive laws (15), (30), and (43);
then, the following statements hold:

(1) All the signals of the closed-loop system, including
xi,j, αi,j,

􏽢Wi,j, remain bounded all the time.
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(2) -e closed-loop signal zi,j converge to a compact set
defined by

Ωi,s � zi| zi

����
����
2 ≤

δi

ηi

􏼨 􏼩, (57)

(i) where δi, ηi are constants related to the design
parameters.

(3) -e finite-time T is given by

T≤
3V

1/3
x0( 􏼁

ηθ0
, (58)

where η, θ0 are constants related to the design parameters and
V(x0) is constant related to Lyapunov candidate functional.

Proof. considering Lyapunov function candidate (54) and
(55), then Vi is bounded. .erefore, it can conclude that for
all 1≤ j≤ ni + 1, the error signals zi,j, 􏽥Wi,j are stable. □

4. Simulation Example

In this section, simulation example shows the validity and
feasibility of the proposed NN finite adaptive control design
approach. Figure 1 shows the topology of communication
graph of MAS with one leader and five followers.

Consider the following MAS with adjacency matrix A

and Laplacian matrix L as follows:

A �

0 0 0 0 3

1 0 0 0 0

0 3 0 0 0

0 0 2 0 0

0 0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

L �

3 0 0 0 −3

−1 1 0 0 0

0 −3 3 0 0

0 0 −2 2 0

0 0 0 −1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(59)

.e dynamic systems are described by

_xi,1 � 0.5sin xi,1􏼐 􏼑 − xi,1 + sin xi,2􏼐 􏼑 + xi,2

+ 5sin(t) + 5cos(t),

_xi,2 � −sin xi,2􏼐 􏼑 − ixi,2 + xi,2ui + ui + sin ui( 􏼁,

yi � xi,1.

(60)

yd � 5sin(t) is the state, control input, control output,
and ideal output, respectively. .e control objective of the
proposed design method is to make the system output y

follow the desired reference signal yd � 5sin(t). Select the
controller _u and virtual control α1, α2 as follows:

1 2 3

5 4

d

2
1

1

3

3

1.5

Figure 1: Topology of communication graph.
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Figure 2: Output trajectory of five followers and leader.
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Figure 3: Error trajectory of five followers.
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_ui � −zi,2 − k3z
1/3
i,3 − 􏽢W

T

i,3Ψ3 xi,2, ui􏼐 􏼑,

αi,1 � −k1z
1/3
i,1 + xi,2 − 􏽢W

T

i,1Ψ1 xi,2􏼐 􏼑,

αi,2 � −zi,1 − k2z
1/3
i,2 + ui − 􏽢W

T

i,2Ψ2 xi,2, ui􏼐 􏼑.

(61)

.e weight of NNs is updated by

􏽢W
.

i,j � Γi,j zi,jΨi xi,j+1􏼐 􏼑 − σi,j
􏽢W

1/3
i,j+1􏼔 􏼕, j � 1, 2, 3, (62)

with zi,1 � xi,1 − yi,d, zi,2 � xi,2 − αi,1, and zi,3 � ui − αi,2.
Applying the finite-time NN control method, the sim-

ulation results are shown in Figures 2–4. Figure 2 shows the
trajectory of output and desired reference trajectory of MAS.
Figure 3 shows the error trajectory of five followers. Figure 4
shows the trajectory of controller. .e method in this paper
is more generally used, and both output and weight of NNs
are convergence in finite time.

5. Conclusion

In this article, the adaptive tracking control method is
proposed for distributed multiagent systems in nonaffine
form. Based on finite neural network algorithm, a finite-time
tracking result can be got. In addition, each follower agent is
modeled by a nonlinear pure-feedback system with non-
affine form, and the nonlinear system is unknown functions
rather than constants. Simulations and theoretical analysis
are carried out to verify the feasibility and correctness of the
proposed method.

Data Availability

No data were used to support this study.

Conflicts of Interest

.e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

.is paper was supported by the 2018 Social and Science
Fund (HB18GL075) and 2015 Hebei Province Natural
Science Fund Project (G2015203378 and F2015208128).

References

[1] B. Burmeister, A. Haddadi, and G. Matylis, “Application of
multi-agent systems in traffic and transportation,” IEE Pro-
ceedings - Software Engineering, vol. 144, no. 1, pp. 51–60,
1997.

[2] J. Clerc and G. J. Wiens, “Reconfigurable multi-agent robots
with mixed modes of mobility,” in Proceedings of the IEEE
International Conference on Robotics and Automation, Sendai,
Japan, April 2004.

[3] C. Ramos, “An architecture and a negotiation protocol for the
dynamic scheduling of manufacturing systems,” in Proceed-
ings of the 1994 IEEE International Conference on Robotics and
Automation, San Diego, CA, USA, May 1994.

[4] N. R. Jennings, L. Z. Varga, R. P. Aarnts, J. Fuchs, and
P. Skarek, “Transforming standalone expert systems into a
community of cooperating agents,” Engineering Applications
of Artificial Intelligence, vol. 6, no. 4, pp. 317–331, 1993.

[5] H. Du, J. Zhou, D. Wu, and G. Wen, “Consensus for second-
order nonlinear leader-following multi-agent systems via
event-triggered control,” in Proceedings of the 2017 Interna-
tional Workshop on Complex Systems and Networks (IWCSN),
Doha, Qatar, December 2017.

[6] K. Chen, J. Wang, and Y. Zhang, “Adaptive leader-following
consensus of nonlinear multi-agent systems with jointly
connected topology,” in Proceedings of the the 27th Chinese
Control and Decision Conference (2015 CCDC), Qingdao,
China, May 2015.

[7] S. Ali, S. Ahmed, and S. N. K. Marwat, “A practical approach
to consensus based control of multi-agent systems,” in Pro-
ceedings of the 2018 International Symposium on Recent
Advances in Electrical Engineering (RAEE), Islamabad,
Pakistan, October 2018.

[8] L. Xu, J. Zheng, N. Xiao, and L. Xie, “Mean square consensus
of multi-agent systems over fading networks with directed
graphs,” Automatica, vol. 95, pp. 503–510, 2018.

[9] Y. Cheng, T. Hu, Y. Li, and S. Zhong, “Consensus of frac-
tional-order multi-agent systems with uncertain topological
structure: A Takagi-Sugeno fuzzy event-triggered control
strategy,” Fuzzy Sets and Systems, 2020.

[10] Z. Li, G. Wen, Z. Duan, and W. Ren, “Designing fully dis-
tributed consensus protocols for linear multi-agent systems
with directed graphs,” IEEE Transactions on Automatic
Control, vol. 60, no. 4, pp. 1152–1157, 2015.

[11] L. Ping, Q. Kaiyu, and S. Mengji, “Distributed robust H∞
rotating consensus control of multi-agent systems with mixed
uncertainties and time-delay,” in Proceedings of the Pro-
ceedings of the 32nd Chinese Control Conference, Xi’an, China,
July 2013.

[12] K. Liu, H. Zhu, and J. Lu, “Robust consensus of a class of linear
multi-agent systems via sampled-data control,” in Proceedings
of the 2015 10th Asian Control Conference (ASCC), Kota
Kinabalu, Malaysia, June 2015.

1050 15 20 25 30
Time (sec)

–12

–10

–8

–6

–4

–2

0

2

4

u1
u2
u3

u4
u5

Figure 4: Five control trajectory.

Mathematical Problems in Engineering 7



[13] J. Liu, Z. Liu, and Z. Chen, “RobustH∞ consensus control for
multi-agent system with dynamic topologies and time-vary-
ing delays,” in Proceedings of the 29th Chinese Control
Conference, Beijing, China, July 2010.

[14] D. Han, G. Chesi, and Y. S. Hung, “Robust consensus for a
class of uncertain multi-agent dynamical systems,” IEEE
Transactions on Industrial Informatics, vol. 9, no. 1,
pp. 306–312, 2013.

[15] C. Lin, W. Huang, Y. Huang, and S. Chen, “Robust consensus
for linear multi-agent systems over randomly switching to-
pologies,” in Proceedings of the 2019 Chinese control confer-
ence (CCC), Wuhan, China, July 2019.

[16] J. Wu, D. Li, D. Lao et al., “Second-order robust consensus for
nonlinear multi-agent systems with extended state observer,”
in Proceedings of the 33rd Chinese Control Conference,
Nanjing, China, July 2014.

[17] P. Gong, “Distributed robust adaptive consensus control for
uncertain nonlinear fractional-order multi-agent systems,” in
Proceedings of the 2019 Chinese Control and Decision Con-
ference (CCDC), Nanchang, China, June 2019.

[18] X. Long, K. Zhou, and J. Hou, “Finite-time consensus for
second-order multi-agent systems with disturbances by in-
tegral sliding mode algorithm based on relative information,”
in Proceedings of the 2018 37th Chinese control conference
(CCC), Wuhan, China, July 2018.

[19] B. Luo, Q. Li, and Y. Yang, “Finite-time consensus for multi-
agent systems via sinusoidal controller,” in Proceedings of the
2012 International Conference on Control Engineering and
Communication Technology, Shenyang, China, December
2012.

[20] Y. Zhu, C. Chen, and X. Guan, “Finite-time consensus for
multi-agent systems via impulsive control,” in Proceedings of
the 2016 35th Chinese Control Conference (CCC), Chengdu,
China, July 2016.

[21] J. Liu, Y. Zhang, Y. Yu, and C. Sun, “Fixed-time event-trig-
gered consensus for nonlinear multiagent systems without
continuous communications,” IEEE Transactions on Systems,
Man, and Cybernetics: Systems, vol. 49, no. 11, pp. 2221–2229,
2019.

[22] J. Liu, Q. Wang, and Y. Yu, “Fixed-time consensus algorithm
for second-order multi-agent systems with bounded distur-
bances,” in Proceedings of the 2016 31st Youth Academic
Annual Conference of Chinese Association of Automation
(YAC), Wuhan, China, November 2016.

[23] J. Ni, L. Liu, C. Liu, and J. Liu, “Fixed-time leader-following
consensus for second-order multiagent systems with input
delay,” IEEE Transactions on Industrial Electronics, vol. 64,
no. 11, pp. 8635–8646, 2017.

[24] W. Zhang, X. Gao, B. Sun, X. Hu, and K. Zhu, “Echo state
network for extended state observer and sliding mode control
of vehicle drive motor with unknown hysteresis nonlinearity,”
Mathematical Problems in Engineering, vol. 2020, pp. 1–13,
Article ID 2534038, 2020.

[25] J. H. Park, “Exponential stability of antiperiodic solution for
BAM neural networks with time-varying delays,” Mathe-
matical Problems in Engineering, vol. 2018, Article ID
3034794, , 2018.

[26] J. Zhang, Q. Zhu, and Y. Li, “Convergence time calculation for
supertwisting algorithm and application for nonaffine non-
linear systems,” Complexity, vol. 2019, pp. 1–15, Article ID
6235190, 2019.

[27] J. Zhang, Q. Zhu, Y. Li, and X. Wu, “Homeomorphism
mapping based neural networks for finite time constraint
control of a class of nonaffine pure-feedback nonlinear

systems,” Complexity, vol. 2019, pp. 1–11, Article ID 9053858,
2019.

[28] J. Zhang, Y. Li, W. Fei, and X. Wu, “U-model based adaptive
neural networks fixed-time backstepping control for uncer-
tain nonlinear system,” Mathematical Problems in Engineer-
ing, vol. 2020, pp. 1–7, Article ID 8302627, 2020.

8 Mathematical Problems in Engineering



Research Article
Modeling and Optimization for Fault Diagnosis of
Electromechanical Systems Based on Zero Crossing Algorithm

Qing Chen ,1 Tao Liu ,1 Xing Wu,1,2 and Hua Li1

1Key Laboratory for Advanced Equipment Intelligent Manufacturing Technology of Yunnan Province,
Kunming University of Science and Technology, Kunming 650500, China
2Yunnan Vocational College of Mechanical and Electrical Technology, Kunming 650203, China

Correspondence should be addressed to Tao Liu; kmliutao@aliyun.com

Received 24 April 2020; Accepted 30 June 2020; Published 27 July 2020

Guest Editor: Jian Huang

Copyright © 2020 Qing Chen et al. (is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

(e demand of system security and reliability in the modern industrial process is ever-increasing, and fault diagnosis technology
has always been a crucial research direction in the control field. Due to the complexity, nonlinearity, and coupling of multi-
tudinous control systems, precise system modeling for fault diagnosis is attracting more attention. In this paper, we propose an
improved method of electromechanical systems fault diagnosis based on zero-crossing (ZC) algorithm, which can present the
calculation model of zero-crossing rate (ZCR) and optimize the parameters of ZC algorithm by establishing a criterion function
model to improve the diagnosis accuracy and robustness of ZC characteristic model. (e simulation validates the influence of
different signal-to-noise ratio (SNR) on ZC feature recognition ability and indicates that the within-between distance model is
effective to enhance the diagnose accuracy of ZC feature. Finally, the method is applied to the diagnosis of motor fault bearing,
which confirms the necessity and effectiveness of the model improvement and parameter optimization and verifies the robustness
to the load.

1. Introduction

(e electromechanical system is a vital part in the process of
modern industrial production and manufacturing. (e re-
search of fault diagnosis and prediction methods, which can
be applied to nonlinear electromechanical systems and re-
alize the real-time monitoring, diagnosis, prediction, and
state-based maintenance of electromechanical system, has
an important significance for improving the safety and re-
liability of electromechanical system. As a crucial compo-
nent of electromechanical systems, the stability and
reliability of motor operation directly affect the normal
operation of electromechanical systems, especially in the
fields of CNC machine tools [1], robots [2], and aircraft [3],
which require relatively high production accuracy, effi-
ciency, and reliability. In particular, rolling element bearings
(REBs) are the most commonly machine elements used in
almost all rotary machinery and is also the vulnerable
component of rotating machinery [4, 5]. (e health status of

REBs directly affects the functioning of the motor, which
accounts for almost 40–50% of motor fault [6, 7]. As a
consequence, the fault diagnosis of motor REBs plays a
crucial role to the smooth, reliable, and safe handling of the
whole electromechanical system.

Mathematical modeling and analysis are useful to design
and study control systems [8–10] and also can be used to
analyze the behavior of the real systems under different
operating conditions, test signal processing methods, and
new detection and prognosis techniques. Over the last few
decades, the dynamic modeling of rolling bearings has been
extensively studied. McFadden and Smith established a
model to illustrate the vibration characteristics of a single
point defect in the inner race of REB under the same radial
load. (e model comprehensively considers the impacts of
bearing geometry, bearing size distribution, transfer func-
tion, and vibration index attenuation. By comparing the
radial vibration spectra predicted with measured, the ex-
cellent performance of the model is validated [11]. Sawalhi
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and Randall proposed a combination of gear and bearing
dynamic model. In this model, the outspread faults of the
inner and outer rings of REBs in the presence of gear in-
teractions can be studied [12]. Due to the distinct superiority
of U-model in nonlinear control, the development of
U-model based gear and bearing state prediction is prom-
ising [13, 14]. For the sake of research of the nonlinear
dynamic characteristics of the REB system containing sur-
face defect, a theoretical model is presented by Rafsanjani
et al. In order to investigate the linear stability of the de-
fective bearing rotor system with changes in the parameters
of the conversion system, the classic Floquet theorem was
embedded in this model. In the solution of this model, the
peak-to-peak frequency response of the system was obtained
in some cases, and the basic paths of offset, collimation, and
chaotic motion for different internal radial clearance were
determined [15]. Based on the research of the dynamic
model on REB, the fault diagnosis using the measurement
signal in the system has been developed rapidly. In the
process of system operation, the symptoms of failure will be
reflected in the detection information (measurement signal),
the resultful features of the signal will be extracted by means
of analysis, and then the diagnosis scheme will be established
based upon the fault symptom analysis and the prior
knowledge of the healthy system. Nevertheless, the quality of
features extracted from signals is always a thorny problem.
Since the vibration data of a faulty rolling bearing is usually
unstable and nonlinear and contains relatively weak fault
features, it has always attracted wide attention from re-
searchers. Over the past decades, a mass of approaches of
feature extraction for REB fault diagnosing have been
proposed, which can be roughly summarized as the fol-
lowing categories according to the distinction of principles
and properties. Firstly, feature extraction based on the
traditional time domain parameters, for example, crest
factor, peak-to-peak value, kurtosis, root-mean square,
shape factor, and standard deviation etc. [16–18]; secondly,
frequency domain parameters, such as power spectral
density, power spectrum [19]; thirdly, analysis based on
time-frequency domain methods, for instance, spectrogram
and wavelet transform [20–22]; finally, based on multiple
parameters the mixed feature extraction realized, for ex-
ample, the method of [23, 24] have extracted blended pa-
rameter features of time domain, frequency domain, and
time-frequency.

It is found that in most former feature extraction
techniques, a large number of complex calculations are
needed for vibration signal data for improving the accuracy
of fault identification. Compared with these traditional
methods, as ZC features generate directly from the count of
the ZC interval in the time domain, ZC feature algorithm has
an obvious advantage, which can well reflect the change of
signal frequency with fast convergence, and is easy to cal-
culate. (erefore, ZC algorithm has been successfully ap-
plied to speech recognition [25], vehicle classification [26],
and biomedical applications [27, 28]. Moreover, the ZC
method is also commonly used in signal processing and
mechanical fault diagnosis. William and Hoffman showed
the ZC method combined with an ANN is effective in early

detection and diagnosis of bearing failures [29]. Liu et al.
proposed a bearing performance degradation estimation
method based on the ZC characteristics and coupled hidden
Markov model and proved that the ZC features can detect
the early degradation stage of the bearing [30]. Ukil et al.
presented a feature extraction method of current ZC mo-
ment to detect short-circuit fault of stator winding of series
asynchronous induction motors [31]. Gonzalez and Kinsner
showed that ZC could be used to identify different parts of
the composite signal, and the advantage of the ZC com-
puting immediately in the time domain is attractive to real
time implementation [32]. Waghmare et al. presented a
methodology based on piecewise energy and corresponding
mean of signal ZC in environmental noise, which has a
broad application prospect in dealing with the underwater
target-radiated noise [33]. For the first time, Nayana and
Geethanjali used time domain parameters, waveform pa-
rameters, slope sign changes (SSC), simple sign integral, and
Wilson amplitude to established mean absolute value and
ZC to identify failures of motors, and by comparing with
conventional features, they proved the proposed features
perform better [34].

Literatures [29, 30] demonstrated the advantages of ZC
features in bearing fault diagnosis, such as small compu-
tation and fast speed. However, by reason of no stationary
and nonlinearity of REB fault signals, the recognition rate of
the extracted ZC features in REB fault recognition is low,
especially in the case of low signal-to-noise ratio (SNR). For
solving this problem, this paper firstly analyzes the recog-
nition ability of ZC features under different SNR conditions,
then proposes an adaptive method to enhance the capable of
recognition fault, and verifies the recognition rate through
neural network. (e improved fault diagnosis method for
electromechanical system which optimized the calculation
model of ZCR and optimized the parameters of ZC algo-
rithm by establishing a criterion function model greatly
improves the fault recognition rate and is robust to the load.

(e remaining of this article is organized as follows. In
Section 2, the theory of ZC feature algorithm is briefly
reviewed and the improved model of ZC calculation and the
method of parameters optimized through modeling a cri-
terion function with within-between distance are intro-
duced, and Section 3 simulation signals are used to verify the
influence of ZC feature recognition ability at disparate SNR
and verifies the validation of the presented method. In
Section 4, the experiment is analyzed to verify the method,
and the conclusions are given in the Section 5.

2. Theoretical Background

2.1. ZC Characteristic Feature Algorithm. (e measures
widely used to represent the characteristics of ZC include the
mean ZCR, density of the time interval between continuous
ZCs, and excess threshold measure. According to the ex-
perience of literature [33], compared with other ZC mea-
surements, the ZC feature of excess threshold measurement
is more conducive to fault diagnosis at relatively high SNR.
(erefore, in this paper, the ZC feature of excess threshold
measurement is used to method improvement and
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parameter optimization for achieving the more accuracy of
fault diagnosis at low SNR.

In order to describe the short-time waveform, the time
domain signal collected should be divided into a diminutive
observation window, firstly. In addition, the measure of the
observation window should be greater than the maximum
expected duration between continuous ZCs. TL is defined as
the measure of the observation window, TQ represents the
maximum expected duration between the continuous ZCs,
and TQ ≤ TL. (en, divide the duration range [0, TQ] into Q
intervals by the threshold of Q+ 1, and define Ti as the ith
interval. Let Ci represent the count of ZC intervals with
duration in the range of Tj−1 and Tj and x(n) is the short-
time waveform with the data sequence N, then Ci can be
obtained by

Ci �
1
2

􏽘

N

n�2
[sgn[x(n)] − sgn[x(n − 1)]], (1)

where the sgn[x] is sign function and expressed as

sgn[x(n)] �
1(x≥ 0),

−1(x< 0).
􏼨 (2)

(en, the eigenvector of ZC counts is normalized by the
observation window, and defined as

Fcount �
C

TL

�
1

TL

C1C2 . . . CQ􏼐 􏼑, (3)

and the function of excess thresholdmeasurement can be
calculated by the following formula:

f Ti( 􏼁 �
1
2

􏽘

Q−1

k�j

Ck+1 Tk + Tk+1( 􏼁, (4)

where 1/2Ck+1(Tk + Tk+1) is used to approximately calculate
the sum of ZC durations in the range Tk <T≪Tk+1.

(ereby, the eigenvector of excess threshold measure-
ment can be obtained by

Fduration �
1

TL

f T0( 􏼁, f T0( 􏼁, . . . , f TQ−1􏼐 􏼑􏽨 􏽩. (5)

2.2. Criterion Function Modeling. (e purpose of feature
extraction is to acquire the most available information related
to the equipment condition so as to realize fault identification.
(e classification ability of feature vectors directly determines
the ability of fault recognition. Based on the idea of Fisher
criterion [35] to calculate the distance between categories and
within categories, the recognition ability of features can be
improved by finding a functional relationship between the
intraclass distance and interclass distance of features. In other
words, the smaller the intraclass distance and the larger the
interclass distance of the feature clustering results, the higher
the discrimination degree of the classification results will be.
(erefore, we can construct a criterion function that reflects
the within-between distance.

Assume that the feature set (x1, x2, . . . , xN) to be
classified is classified as class C x

(j)
i , j � 1, 2, . . . C; i �􏽮

1, 2, . . . nj}. (e data quantity of class j is nj. (e intraclass
distance of class j can be expressed as follows:

S
(j)
w �

1
nj

􏽘

nj

i�1
x

(j)
i − mj􏼐 􏼑 x

(j)
i − mj􏼐 􏼑

T
, (6)

where mj is the average of the samples of class j and
mj � 1/nj 􏽐

nj

i�1 x
(j)
i , (j � 1, 2, . . . , C).

Let S(k)
w and mk denote the intraclass distance and the

samplesmean of class k( k≠ j and k≤C), respectively, the inter-
class distance between class j and k can be expressed as follows:

SB � 􏽘 mj − mk􏼐 􏼑 mj − mk􏼐 􏼑
T
. (7)

(en, the function represents the ability to recognize
between classes can be expressed as follows:

I �
SB

S
(j)
w + S

(k)
w

. (8)

On the premise that the highest recognition capacity of
the two categories is not weakened, let us assume that the
discrepancy of I value between other categories is the
smallest and the recognition rate is the best, and then the
criterion function can be expressed by the following relation:

minϕ Imax, Imin( 􏼁, ϕ � Imax − Imin, (9)

where Imax and Imin represent the maximum and minimum
I values of all categories, respectively.

2.3. Parameter-Optimized ZC Based on Within-Between
DistanceModels. According to formula (1), we know that the
ZC count has nothing to do with the magnitude of signal
amplitude and is only related to the positive and negative signs
of signals. However, ZC count is sensitive to the presence of
noise; as random noises repeatedly cross the coordinate axis in
the background, a large number of false ZCR will be generated
and affect the recognition result. Equation (1) is suitable for
discrete calculation but not conducive to the analysis of related
signal waveform. (erefore, formula (1) is firstly transformed
into the following equation:

Ci �
1
2

􏽘

N

n�2
[1 − sgn[x(n) · x(n − 1)]]. (10)

Consider further the influence of random noise; increase
a threshold ε to offset part of false ZCR generated by noise
repeatedly crossing the coordinate axis. (erefore, the zero-
crossing calculation formula can be revised into the form of
formula (11):

Ci �
1
2

􏽘

N

n�2
[1 − sgn[x(n) · x(n − 1) + ε]]. (11)

(e subsequent work is the optimization of threshold ε.
(e method of extracting ZC features from ZC duration is
described in Section 2.1. It is noteworthy that the length of
the observation window must greater than the maximum
expected time interval between the continuous ZC intervals,
so the ZC feature should ensure that the minimum
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frequency of interest can be discovered. In order to improve
data utilization and maintain data continuity, 50% overlap
rate is set. When the maximum expected time is divided into
Q intervals by the threshold of Q+ 1, Q group eigenvectors
are generated. We know that the extracted features are
different on various time scales; therefore, the eigenvector is
affected by the length and number of observation window.
Literature [36] has discussed the optimization method of
these two thresholds, here, the optimized window data are
used directly. Keep the optimized window data unchanged,
and change the value of ε to extract the ZC feature, re-
spectively. (e ε must be changed by the specified step size
and adjusted for ZC features changes. Calculate the inter-
class distance and intraclass distance of each ZC feature.
(en, values of I with diverse values of ε are calculated
according to formula (9). If the critical point is found, the
optimized ε value is obtained. (e flow chart of improved
method of ZC features extraction is manifested in Figure 1.

Detailed descriptions of the flow chart in Figure 1:

Step 1. Input original vibration signals.
Step 2. Calculate the peak-to-peak value, as the basis for
calculating the search step size and search scope.
Step 3. Set the search range and step size of ε.(e search
step size needs to be based on the experience of making
multiple attempts at the actual signal. In the simulation,
one-thousandth of the peak value is used as the step
length, and 20 steps are used as the search range.
Step 4. Extract ZC feature vectors of every signal at
different ε values. (e number and length of observation
window were optimized before feature extraction, and
the data overlapped by 50%.
Step 5. Calculate the value of I between different state
categories according to formula (8). Suppose there are 4
kinds of state signals, and then 6 values of I are formed,
one for every 2 kinds of signals. ε value is searched 20
times, and then a 6× 20 matrix is formed.
Step 6. Calculate the maximum and minimum of I for
each search, guaranteed the highest recognition ca-
pacity of the two categories is not weakened, and in-
crease the value of I between the two classes that are
most difficult to recognize. So, when formula (9) is
satisfied, the optimization is achieved. According to the
step size of each signal and the number of steps, the
optimized ε value of each signal can be obtained.
Step 7. According to the optimized ε value of each
signal, extract the optimized ZC features.
Step 8. Bring the optimized features into neural net-
work for fault diagnosis and verification, and the results
are analyzed.

3. Simulation Analysis

For the sake of verifying the necessity and effectiveness of the
presented method, four simulated signals of normal, inner
ring fault, rolling element fault, and outer ring fault of rolling

bearing are used for analysis. (e simulation signals are
obtained from the following formula:

x(t) � 􏽐
M

i�1
Ais t − iT − τi( 􏼁 + n(i)

Ai � A0 cos 2πQt + φA( 􏼁 + CA

s(t) � e− Bt sin 2πfnt + φw( 􏼁

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

, (12)

where the system sampling frequency fs � 12000Hz, the
resonant frequency fn � 3000Hz, the inner ring fault fre-
quency fi � 162Hz, the rolling element fault frequency
fb � 142Hz, the outer ring fault frequency fi � 142Hz, the
rotational frequency fr � 30Hz, and the damping ratio
B� 400. Four simulated signals are a group, a total of three
groups. (ree random noises with a SNR of 30 dB, 5 dB, and
−5 dB are added separately to three groups signal. (e
grouping of simulation signals is shown in Table 1.

3.1. Analysis of ZC Feature Noise Resistance. In order
to make the extracted features represent the running state
information of the bearing effectively, the length of the data
segment calculated with ZC feature should contain at least one
complete rotation period. (e rotational frequency is 30Hz, so
the length of an observation window must greater than 1/30
secondswhich contains 360 points at the sampling frequency of
12K. Follow the method in Section 2.3 above, the data frag-
ment length is 512, and the number of fragment is 8. As
described earlier, the data overlap rate is set to 50%, which
contains 256 points at the sampling frequency of 12K. Each
state data are divided into 40 samples and contain data of 0.5
seconds (6000 points). Figure 2 shows the ZC features
(FVduration) of the four state signals extracted from each set of
signals when SNR� 30, 5, and −5. From the left to the right of
the figure is the distribution of FVduration of four state signals
when SNR is 30, 5 and −5. (e graphs above the figure are the
distribution of all samples under a certain feature, and the
below ones are the differentiation of all eigenvectors under a
certain sample. It can be seen from the three groups of graphs
that the ZC feature is very sensitive to random noise, and the
recognition ability between ZC features of various state signals
is decreasing with random noise increasing. When SNR� 30,
FVduration still has fairish recognition ability; however, when
SNR� −5, recognition ability of FVduration begins to fail.

3.2. Analysis of ε Value. On the basis of the method de-
scription in Section 2.3, extract the ZC features and calculate
the various values of I with different values of ε.(en, calculate
the values of ϕ according to formula (9) and find theminimum
value of ϕ. (e relationship between ϕ and ε is shown in
Figures 3–5 under different kinds of SNRs.(e figures indicate
that, with the increase of the ε value, the capacity of distinguish
fault is improved, but they will not continue indefinitely. In
other words, specifically, value of ϕwould not always decrease
but has a critical value, such as the values marked with arrows
in three figures, and then with the value of ϕ increasing, the
recognition capacity of certain two types will decrease.
(erefore, the optimized values of ε can be obtained in a
different kind of SNR. (e value of ε is represented by the

4 Mathematical Problems in Engineering



number of steps, and the step sizes of the four state signals
under different kind SNR are shown in Table 2.

It can be seen from Figures 3–5 that the optimal number
of steps correspond to the minimum ϕ, combined with the
step size in Table 2, and the optimized ε value can be cal-
culated, as shown in Table 3.

(en, the ZC features extracted from above optimized ε
values are shown in Figure 6.

FromFigure 6, we can clearly see that all samples of signals in
diverse states in the same feature can be separated from each

other, and similarly, all features of signals in diverse states under
the same sample can be separated fromeach other. Consequently,
the ZC characteristics of the four states can be recognized.
Compared with the identification result before optimization in
Figure 2, the effectiveness of the method is proved.

3.3. Optimization Validation. In order to further prove the
availability of themethod, the optimized ZC eigenvectors are
identified by three-layer feed-forward neural network, and
the result of verification is shown in Table 4, which is the
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Figure 2: ZC features of four state signals (from left to right, SNR is 30, 5, and −5, respectively).

Neural network
fault diagnosis

Extract ZC feature vectors of
every signal at different ε values

Calculate the I value of different
state categories according to

formula (8)

Calculate the peak-
to-peak value

Set the search range
and step size of ε

Find the step size that satisfies
formula (9) and

obtain the ε value of each signal

Extract the optimized ZC
feature according to the

optimized ε value

Input original
vibration signalStart

End

Figure 1: Flow chart of the optimized parameter.

Table 1: (e grouping of simulation signals.

Index SNR� 30 SNR� 5 SNR� −5
Simulated normal\no fault S11 S21 S31
Simulated inner ring fault S12 S22 S32
Simulated rolling element fault S13 S23 S33
Simulated outer ring fault S14 S24 S34

Mathematical Problems in Engineering 5



average recognition rate of 40 replicates. It can be dem-
onstrated from Table 4 that this method has a high fault
identification rate for REB simulation signals.

4. Experiment Validation

(e necessity and effectiveness of the improved model and
parameter optimization are verified by simulation experi-
ments. In practical applications, the identification of rolling
bearing faults usually requires the identification method to
be robust for load, so the experiment uses the bearing data
from the Case Western Reserve University Bearing Data
Center to verify whether the proposed method is effective.

4.1. Experiment Data and Schemes. (e bearing status data
set is derived from [37]. (e type of test bearing is deep
groove bearing, and the data are sampled by the acceler-
ometer at 12KHz from the drive end of the motor. Single-
point failure diameter is 0.007 inches. (e outer ring failure
is located at 6 o’clock. For the motor loads 0, 1, 2, and 3,
motor speeds are from 1797 to 1730 RPM. Table 5 details the
load and speed.

(e whole experiment consists of three parts. (e first
experiment verifies the identification effect of four bearing
states under load 0 HP and compares with the traditional ZC
methods. (en, the bearing state data at load 0 are used as
the training set to test the fault identification effect of the
bearing state data under other loads. Finally, the bearing
state data under any load are used as the training set to test
the fault identification effect of the bearing state data under
other loads. (e first part of the experiment is to verify the
effect of the method in practical application, and the
remaining two parts are used to test the robustness of the
method.
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Figure 3: SNR� 30, ϕ and steps trend.
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Figure 5: SNR� −5, ϕ and steps trend.

Table 2: (e step sizes of the four state signals under different
SNRs.

SNR� 30 S11 S12 S13 S14
Step size 0.001 0.008 0.012 0.020
SNR� 5 S21 S22 S23 S34
Step size 0.002 0.007 0.011 0.020
SNR� −5 S31 S32 S33 S34
Step size 0.003 0.009 0.012 0.020

Table 3: (e optimized ε value of the four state signals under
different SNRs.

SNR� 30 S11 S12 S13 S14
ε 0.006 0.048 0.072 0.12
SNR� 5 S21 S22 S23 S34
ε 0.02 0.07 0.11 0.20
SNR� −5 S31 S32 S33 S34
ε 0.036 0.108 0.144 0.24
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4.2. Results andAnalysis. Firstly, the spectrum and envelope
spectrum analysis of bearing state data under load 0 test are
carried out to understand the influence of noise on fault
diagnosis. Figures 7 and 8 show the frequency spectrum and
envelope spectrum of normal state, inner ring fault, rolling
element fault, and outer ring fault of REB. Due to the
modulation of the noise signal, the characteristic frequency
cannot be detected from the frequency spectrum. In Fig-
ure 8, the characteristic frequency of outer ring failure and
the frequency doubling can be observed, but the fault
characteristic frequency of the inner ring is not obvious and
the characteristic frequency of rolling element is unavailable.
So, the fault of rolling element cannot be identified effec-
tively as the influence of strong noise and signal modulation,

and the random signal is spread throughout the frequency
domain. It can be concluded from the above analysis that, in
practice, random noise abundant is an important factor
hindering the accuracy of fault identification. Due to the
existence of high frequency noise, it is necessary to improve
the ZC method model and optimize the parameters, so as to
improve the accuracy of fault diagnosis and make the ad-
vantages of fast calculation of ZC method useful.

(e rotational speed of load 0 is 1797 rpm from Table 5;
therefore, the magnitude of the observation window should
be greater than 0.034 seconds which contains 360 points at
the sampling frequency of 12K. Follow the method in
Section 3.1, the data fragment length is 720, and the number
of fragment is 8. (en, each length of data collected from the
four bearing states is 10 seconds, which is divided into 40
segments with 50% overlap rate. According to the method in
this paper, optimization parameters in the improved model,
respectively, are calculated and shown in Table 6. (e ratio
shows the ratio of the optimized ε to the value of peak-to-
peak. Figure 9 shows the comparison of ZC characteristics of
four bearing states before and after the model improvement
and parameter optimization.

From Figures 9(a) and 9(c), we can see that, before the
model improvement parameter optimization, the fault
characteristics of partial samples of rolling element and
outer ring are similar and difficult to distinguish, which will
lead to misjudgment. From Figures 9(b) and 9(d), we can see
that the sample characteristics of rolling element fault and
the outer ring fault are completely distinguished through
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Figure 6: Optimized ZC features of four state signals (from left to right, SNR is 30, 5, and −5, respectively).

Table 4: (e average identification rate of simulation fault.

Index SNR� 30 SNR� 5 SNR� −5
Classification rate (%) FVduration FVduration FVduration
Normal 100 100 100
Inner ring defect 100 100 99.85
Rolling element defect 100 100 99.85
Outer ring defect 100 100 100

Table 5: (e motor load and corresponding speed.

Index Load 0 Load 1 Load 2 Load 3
Motor speed/RPM 1797 1772 1750 1730

Mathematical Problems in Engineering 7
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Figure 7: Frequency spectrum of four bearing states.
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Figure 8: Continued.
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Figure 8: Envelope spectrum of four bearing states.

Table 6: Optimized values of ε and theirs ratios to peak-to-peak.

Index Normal Inner race fault Ball fault Outer race fault
ε 0.000598 0.003109 0.001211 0.002041
Ratio (%) 0.1 0.1 0.1 0.029

1

0.8

0.6

0.4

0.2

Samples

N
or

m
al

iz
ed

 d
ur

at
io

n

0 5 10 15 20 25 30 35 40

Normal
Inner race defect

Ball defect
Outer race defect

(a)

1

0.8

0.6

0.4

0

0.2

Samples

N
or

m
al

iz
ed

 d
ur

at
io

n

0 5 10 15 20 25 30 35 40

Normal
Inner race defect

Ball defect
Outer race defect

(b)

Feature
1 2 3 4 5 6 7 8

1

0.8

0.6

0.4

0.2

0

N
or

m
al

iz
ed

 d
ur

at
io

n

Normal
Inner race defect

Ball defect
Outer race defect

(c)

Feature
1 2 3 4 5 6 7 8

1

0.8

0.6

0.4

0

0.2N
or

m
al

iz
ed

 d
ur

at
io

n

Normal
Inner race defect

Ball defect
Outer race defect

(d)

Figure 9: ZC duration features before (a and c) and after (b and d) the model improvement and parameter optimization.
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adopting the method of the model improvement and pa-
rameter optimization.

In order to compare the recognition rate, all the ei-
genvectors are taken to a three-layer neural network, whose

weights and thresholds are optimized by genetic algorithm
to improve the diagnostic efficiency and accuracy. (e
number of neurons in the hidden layer is 5, and the total
number of samples is 160, including training set sample 120
and test set sample 40. Each bearing state contains 30
training set samples and 10 test set samples, arranged in
order according to normal, inner ring fault, rolling element
fault, and outer ring fault. (e result of verification is shown
in Figure 10, which is the average recognition rate of 40
replicates. (e recognition rate of both training prior sta-
tistics and test set is always 100% and proves that purposed
method can identify bearing faults accurately.

As a comparison, the recognition result before the model
improvement and parameter optimization is shown in
Figure 11.

(e results in the Figure 11 represent the average rec-
ognition accuracy of 40 repeated experiments, from which it
can be intuitively seen that the recognition rate of normal
state and inner ring fault is 100%, but the recognition rate of
rolling element fault and outer ring fault is not satisfactory.
(e partial misjudgment between rolling element fault and
outer ring fault has affected the fault recognition rate, and
the comparison of the average recognition rate of 40 ex-
periments is shown in Table 7.
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Figure 10: Identification results of adopting the method of the model improvement and parameter optimization.

Table 7: Comparison of mean recognition rate before and after
optimization.

Index Training set Test set
Accuracy of before optimization (%) 93.33 92.25
Accuracy of after optimization (%) 100 100

Table 8: Optimized ε values of various bearing states under three
loads.

Index Normal Inner ring
fault

Rolling
element fault

Outer ring
fault

ε under
load 1 0.000521 0.002938 0.001299 0.001776

ε under
load 2 0.000635 0.003065 0.001171 0.001793

ε under
load 3 0.000548 0.003188 0.001321 0.001809

Table 9: Recognition rate of various bearing states under three
loads.

Index Normal Inner ring
fault

Rolling
element fault

Outer ring
fault

Accuracy of
load 1 (%) 100 100 99.17 99.17

Accuracy of
load 2 (%) 100 97.5 95 92.5

Accuracy of
load 3 (%) 99.17 99.17 98.33 98.33

Table 10: Recognition rate of different load HPs as training sets.

Index Test set recognition rate
Training set Load 0 Load 1 Load 2 Load 3
Load 0 100 99.72 96.83 99.12
Load 1 98.13 99.85 96.72 97.83
Load 2 97.75 97.28 98.83 97.52
Load 3 98.15 97.23 96.95 99.17
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(e experimental results show that the method of the
model improvement and parameter optimization is effective
for bearing fault identification under the same load.

Next, the experiment will verify whether the method in
this paper is robust for the load. (e experimental data of
load 0 is still used as the training set; according to ratios of ε
to peak-to-peak in Table 6, calculate the optimization pa-
rameters under the other load and extract the ZC features as
the test set. (e length and number of observation windows
should be consistent with that under load 0 when extracting
the ZC features under other load. Table 8 shows the opti-
mized ε values of various bearing states and under three
loads.

(e same neural network is applied to identify the
bearing fault, and the results are shown in Table 9.

According to the recognition results in Table 9, although
the fault recognition rate at load 2 is lower, the overall
recognition rate of other loads still achieves the expected
effect. (e analysis of the error identification samples shows
that these samples are quite distinct from the other samples
of the same state, so the validity of themethod is not affected.
(e experiment proves that the method is applicable to other
loads when the load information is known.

Finally, the experiment verifies the test effect under any
load, and the recognition effect of unknown load has been
tested. Similarly, the method proposed in this paper is
employed for obtaining characteristic samples, the samples
under each load are used as training sets, and the samples of
other load are test sets. (e overall recognition rate mea-
sured is shown in Table 10, and each result is the average
recognition rate of 40 tests as well.

According to the analysis of the results presented in
Table 10, the recognition accuracy of samples under the
same load as the training set and the test set is relatively high.
When samples under different loads are used as training sets
to test other load samples, the recognition accuracy is
slightly lower because a few samples deviate from the

characteristics of similar samples. In general, the experi-
mental results demonstrate that the method has good load
robustness, so as to accurately identify the bearing fault even
if the bearing load is not known.

5. Conclusion

In this paper, an improved fault diagnosis method for
electromechanical system based on ZC algorithm is pro-
posed, which optimized the calculation model of ZCR and
the parameters of ZC algorithm by establishing a criterion
function model. (e fault diagnosis experiment of motor
REB proves that the method successfully overcomes the
shortcoming of ZC feature sensitive to noise and can realize
accurate fault diagnosis without knowing the bearing load.
Combined with the merits of saving computing time, in the
case of big data, the method is expected to monitor the
crucial parts of electromechanical system in real time, so as
to provide security and reliability guaranty for accurate
control of the electromechanical system.
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Modelling and predicting the suspect activity trajectory are of great importance for preventing and fighting crime in the food
safety area. Combing artificial intelligence and the multiple U-model algorithm, this paper represents a novel approach to predict
the suspect activity trajectory. Based on social text data, emotional assessment is conducted using the LSTMnetwork to detect food
safety criminal suspects. Activity trajectories of criminal suspects are clustered using the graphic clustering method based on the
GPS data. U-model with the sliding window algorithm is proposed to model activity trajectories. Further, the multiple U-model
strategy is proposed to predict the activity trajectory based on the accumulated model error of previous positions and multiple
clustered trajectories. (e simulation study shows that the proposed scheme can detect food safety criminal suspects and predict
their activity trajectories effectively.

1. Introduction

Food safety is closely related to everyone’s life, health, and
social stability. With the development of modern technology
and increase in cultural social conflicts, pressure caused by
food safety risk prevention and control is increasing sig-
nificantly for police security. For example, more than 1,200
people were infected with norovirus at the 2018 Winter
Olympics in PyeongChang, which not only affected the
smooth running of the game, but also caused considerable
public opinion influence in the international community. In
addition, according to the China Food Safety Development
Report (2018), the number of food safety incidents in the
country reached 408,000 in a decade from 2008 to 2017, with
an average of about 111.8 incidents occurring every day.

(e amount of food safety-related data being generated
by the police, industry, and academia is increasing rapidly
[1]. How to obtain effective criminal intelligence from vast
data to prevent crime in the food safety area has become an
open and widely concerned issue all over the world.With the
development of machine learning and data-driven

technology, information of great value can be obtained from
massive process data [2, 3], such as battery health is
monitored and predicted using the mean entropy and rel-
evance vector machine from experimental data collected
from Li-ion batteries [3]. On the one hand, food safety risk
identification [4], risk assessment [5], and risk prewarning
[6] have been widely studied using the BP neural network,
data mining, Bayesian modelling, and other intelligent
methods to design food safety early warning model based on
food safety monitoring data, which can effectively identify
and memorize the dangerous characteristics of food and can
effectively predict the risk from input samples. On the other
hand, criminal intelligence extraction technology from big
data has also been studied in various fields. Based on fuzzy
clustering technology, Win et al. [7] proposed a crime
clustering algorithm to detect potential crime patterns in
large-scale spatiotemporal data sets. Based on the detected
crime patterns, a crime rate assessment (CRE) algorithm is
further proposed to identify the crime rate of each group of
locations and target types. In addition, a criminal hotspot
location (CHL) algorithm is proposed to predict and

Hindawi
Mathematical Problems in Engineering
Volume 2020, Article ID 9196173, 11 pages
https://doi.org/10.1155/2020/9196173

mailto:wangkang@bjut.edu.cn
https://orcid.org/0000-0002-8403-7606
https://orcid.org/0000-0002-6504-3154
https://orcid.org/0000-0003-0664-5101
https://orcid.org/0000-0002-8627-6221
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/9196173


highlight hotspots. In response to several challenges posed
by increasing urbanization to urban management and ser-
vices, especially public safety issues in cities with high crime
rates, Charlie Catlett and other scholars have proposed a
prediction method based on spatial analysis and autore-
gressive models to automatically detect high-risk crime areas
in urban areas and reliably predict crime trends in each area.
(e result of this algorithm is a spatiotemporal crime
prediction model, which is composed of a set of crime-in-
tensive areas and related crime prediction factors. Each
prediction factor represents a prediction model, which is
used to estimate the number of crimes that may occur in its
related area [8]. Wu et al. [9] give a comprehensive overview
of location-prediction methods based on trajectory data,
ranging from temporal-pattern-based prediction to spatio-
temporal-pattern-based prediction. Ahsan Morshed et al.
visualized crime patterns and improved their ability to ac-
curately predict upcoming events, opening up new possi-
bilities for crime prevention. (e proposed VisCrimePredict
system uses visual and predictive analysis to describe crimes
that occur in a region/neighborhood. (e foundation of
VisCrimePredict is a new algorithm that creates trajectories
from heterogeneous data sources such as open data and
social media in order to report criminal incidents. VisCri-
mePredict gives a proof of the concept of crime prediction
and uses a long-term short-term memory (LSTM) neural
network to experimentally evaluate the accuracy of crime
trajectory prediction [10]. Xiao et al. proposed LSTM and
convolutional neural network (CNN) models to predict
crime locations of suspects based on historical activity
trajectory data, aiming to locate, track, monitor, or arrest the
suspects [11].

(ough there have been many works on obtaining
criminal intelligence from big data, it is still an open
problem to detect the criminal suspects, analyse their GPS
data, and predict their activity trajectories in the field of
food safety crime. Because of the universal approximation
capability, many kinds of neural networks have been
widely used to approximate the complex system and show
ideal approximation results [10–12]. However, how to
control system-based established neural network models
still faces challenges due to the nonlinearity of most neural
network structures. In recent years, U-model methodol-
ogy has been widely studied for facilitating a nonlinear
control system design due to its ability to convert the
nonlinear polynomial model into a controller output
u(t − 1)-based time-varying polynomial model [13–15].
However, as far as the authors know, the U-model method
has not been used to model the trajectories. At the same
time, for a complex system with multiple operating
conditions or multimodal, an index function is calculated
to decide the most appropriate model [16, 17], or Eu-
clidean distance is calculated to form the niching strategy
so as to solve the multimodal optimization problem [18].
Aiming to predict the activity trajectories of food safety
criminals, this paper combines artificial intelligence and
the multiple U-model algorithm. Based on widely col-
lected social text data, food safety-related criminal sus-
pects are expected to be detected using natural language

processing algorithms. By analysing the GPS data of
detected suspects, typical criminal activity trajectories can
be abstracted and clustered. Further, this paper tries to
represent activity trajectories by a polynomial function
and models the trajectories by the strategy of the U-model.
Introducing the idea of multiple model adaptive control,
based on existing activity information, trajectory pre-
diction can be achieved according to the accumulation of
model errors.

2. Food Safety Criminal Detection and Activity
Trajectory Clustering

2.1. Detection of Food Safety Criminals Using LSTM Based on
Social Data. With the advent of the self-media era, social
platforms have become an indispensable part of our ev-
eryday life. In the modern police mode, how to identify
persons with greater criminal tendency through social
speech is the basis of crime prevention work. With the
development of natural language processing technology,
Chinese text sentiment analysis technology can address this
issue well. To facilitate dealing of the social text, an original
corpus is reconstructed to be word vectors using the
word2vec model. (en, the LSTM network under the Keras
deep learning framework is utilized to evaluate the emotion
of a given text, screen out people with negative emotion
towards crime from massive text data, and predict the
possible types of crime.

2.1.1. Preprocessing of Social Text. (e most important step
in modelling is feature extraction. In natural language
processing, the most crucial question is how to express a
sentence effectively in the form of numbers. An initial idea is
to assign each word a unique number of 1, 2, 3, 4, . . ., and
then treat the sentence as a set of numbers, which is the
initial one-hot code unique hot code technology. Unique hot
code technology has great disadvantages. Assuming that a
stable model will think that 3 and 4 are very close, then sets
[1, 3, 4] and [1, 2, 4] should have close evaluation results, but
when the words represented by 3 and 4 have completely
opposite meanings, the classification results cannot be the
same. Moreover, the unique hot code negates the diversity of
language semantics in principle. In order to solve the
problem of semantic diversity, Google’s word2vec tech-
nology [19] came into being, which corresponded the nat-
ural language to a multidimensional vector, thus solving the
problem of semantic diversity from the root. (ere are two
important models in word2vec: the CBOW model and the
skip-gram model as shown in Figure 1. CBOW is a con-
tinuous bag-of-words model. Given the neighbor words
w(t − 2), w(t − 1), w(t + 1), and w(t + 2) in the neigh-
borhood of the central word (the radius is supposed to be 2),
CBOW will predict the central word and give the corre-
sponding probability. (e skip-gram model is enhanced
from the feedforward neural network model. (e input
vector represents one-hot coding of a word, and the cor-
responding output is the word vectors of words which is near
this word.
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2.1.2. Detection of Food Safety Criminals. With the devel-
opment of technology, artificial neural networks represented
by RNN convolutional neural networks have become in-
creasingly mature, but the foundation of their establishment
is that the elements are independent of each other, and the
input and output are also unconventional. However, in NLP
natural language processing, various elements are connected
with each other. When understanding the meaning of a
sentence, it is not enough just to understand each word of
the sentence in isolation. It is required to deal with the whole
sequence of these words connected.(e intricate structure of
the human brain guarantees its memory ability. (e human
brain can effectively memorize the context information of a
piece of text and infer from the context, so the human brain
can quickly understand the language. In the NLP field, the
RNN cyclic neural network can directly act on itself at the
next timestamp through the output of neurons, and its
output depends on the current input and the memory of the
previous moment. In theory, RNN can memorize infinite
information, but in practice it will encounter problems such
as gradient disappearance and gradient explosion. When the
amount of data exceeds a certain range. (e internal
structure of the RNN network is improved.(is special RNN
network is called the LSTM network (long-term and short-
term memory network), which overcomes the shortcomings
of the traditional RNN and overcomes the long-term de-
pendence of the traditional RNN [20].(e structure diagram
of the LSTM network is shown in Figure 2.

(e first step of LSTM is to determine what information
can be passed through the cell state. (is decision is con-
trolled by the “forget gate” layer through sigmoid, which will
generate a value of 0 to 1 based on the output and current
input of the previous time to decide whether to let the
information learned in the previous time pass or partially
pass:

ft � σ Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑. (1)

To update the state of the cell, it consists of two parts.
First, a sigmoid layer called the “input gate layer” decides
which values will be updated from ht−1 and xt. Next, a tanh
layer creates a vector of new candidate values 􏽥Ct, which will
be added to the state:

it � σ Wi ht−1, xt􏼂 􏼃 + bi( 􏼁,

􏽥Ct � tanh WC × ht−1, xt􏼂 􏼃 + bC( 􏼁.
(2)

(en, state of the cell is updated by forgetting infor-
mation and adding candidate values:

Ct � ft × Ct−1 + it × 􏽥Ct. (3)

(e output layer consists of two steps. First, a sigmoid
layer decides the state feature of the output cell ot. (en, the
cell state is put through the tanh function and multiplied by
ot, and the final output ht is obtained:

ot � σ Wo ht−1, xt􏼂 􏼃 + bo( 􏼁,

ht � ot × tanh Ct( 􏼁.
(4)

As shown in Figure 3, using Chinese word segmentation
technology, the original corpus is decomposed into word
vectors, and the decomposition results are compared to
judge the criminal types using the LSTM network.

(is model uses more than 800 comment data with
emotion markers for training, as shown in Table 1. Ex-
perimental results show that this model can effectively ex-
tract the emotion contained in the text and can effectively
identify common criminal types. For example, when the
sentence “He is always bullying me! I am going to fight back
and put sleeping pills in his water.” is sent to the detection
model, an output sentiment score −1.9564 is negative, and
the system determines that this sentence involves gun and
explosive crime. However, when the sentence “It’s a beau-
tiful day today.” is sent to the detection model, the system
determines that it is positive and does not involve any crime.
Using this method, 57 food safety-related criminals are
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Figure 1: Models of word2vec. (a) CBOW model. (b) Skip-gram model.
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detected, and their corresponding activity trajectories will be
extracted for further analysis.

2.2. Activity Trajectory Clustering. As most food safety
criminal suspects commit crimes in gangs, partners in crime
show similar activity trajectories. In this part, activity tra-
jectories are clustered according to the similarity.

Hierarchical clustering method is used to decompose or
merge a given data set until some conditions are met.
According to the hierarchical decomposition formed from
bottom to top or from top to bottom, the hierarchical
clustering method can be further divided into agglomerative
and divisive hierarchical clustering.

Some classical clustering algorithms, such as k-means
and density clustering, must first randomly assign K class
centers, which are used by the cluster to find the final centers
step by step. If the randomly selected points are not rep-
resentative, the clustering effect will be relatively poor. (e
hierarchical clustering algorithm can effectively cluster the
initial samples without specifying random center points in

advance, but it also needs to specify the number of clustering
categories K or termination conditions [21].

Track image processing: from the detected food safety-
related criminals, 24 criminal suspects’ trajectory images are
selected as shown in Figure 4 (due to limited space, only the
first 6 images are listed), a track within the same latitude and
longitude range is intercepted, and the background color is
removed and white is used instead. Each track map is
composed of pixels, the RGB value of background color
pixels is (255, 255, 255), and the RGB value of track pixels is
(0, 0, 0).

Determination of theminimum distance: the RGB values
of all pixels in each track map are listed as a (1 × n)-di-
mensional vector (n � 3× number of pixels). (e track map
is uniquely determined by this vector, so the clustering of the
track map can be transformed into the clustering of vectors.
(e minimum distance can be changed into the minimum
Euclidean distance in n-dimensional space.

Input: column vectors Vi � [vi1, vi2, . . . , vin]T,
i � 1, 2, . . . , N, are transformed from three channels of the
RGB matrix of N track pictures. Number of clusters k � 3.

Original corpus Sentence 
vector

Word vector

Word vector

Word vector

Word vector

Inputs
Hidden 

nodes
Outputs

LSTMWord2vec

Figure 3: Workflow of food safety criminal detection.
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Figure 2: LSTM network structure diagram.
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(e process of the hierarchical clustering algorithm for the
trajectory graph is as follows:

Step 1. Each track map is recorded as a category sep-
arately, Ci � Vi􏼈 􏼉.
Step 2. (e distance matrix D, where Dij denotes the
Euclidean distance of n-dimensional space of every two
trajectories, is calculated:

Dij �

�����������

􏽘

n

t�1
vit − vjt􏼐 􏼑

2

􏽶
􏽴

. (5)

Step 3. (e current number of clusters is set as p � N,
and clustering begins.

Step 4. While (p> k),

(a) Find the two closest clusters Ci and Cj, Ci � Ci∪Cj

(b) Decrease the cluster number after Cjby one
(c) Delete the ith row and jth column of the distance

matrix D
(d) Update the distance matrix D
(e) Update the current number of clusters q � q − 1.

Step 5. Output the generated cluster C1, C2, . . . , Ck􏼈 􏼉.

In this experiment, we use clustering of aggregation type
and minimum distance hierarchy to treat everyone’s track
map as a cluster. And, then each cluster is traversed, two
clusters with the minimum distance are found, and they are
merged into a node.(is node continues to traverse as a new
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Figure 4: GPS trajectories of suspects. (a) Trajectory 1. (b) Trajectory 2. (c) Trajectory 3. (d) Trajectory 4. (e) Trajectory 5. (f ) Trajectory 6.

Table 1: Detection result of criminals from social data.

No. Specific content Model
outputs

Sentiment
score Crime types

1 (at is going too far!
I’m going to kill these officials and join ISIS. Negative −4.9644 Politics

2 It’s a beautiful day today. Positive 0.2397 None
⋮ ⋮ ⋮ ⋮ ⋮

812 Terrible! I must destroy this activity. Negative −3.8753 Crime involving guns and explosivesTomorrow you buy some nitroglycerin.

813 He is always bullying me! Negative −1.9564 Food safety and terrorismI am going to fight back and put sleeping pills in his water.
814 (e sun is new every day and our life are full of hope. Positive 0.8674 None
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cluster. At the same time, the distance between clusters
should be large enough. Finally, all nodes forming a binary
tree are shown in Figure 5. As it can be seen, binary tra-
jectory images of 24 criminals are grouped into 3 clusters.

3. Activity Trajectory Prediction Based on
Multiple Model U-Model

In the above section, activity trajectories are grouped into 3
typical clusters. Given the limited trajectory states of the
suspect, it is necessary to determine which cluster this
trajectory belongs to as soon as possible, so that the path
could be predicted and mastered by the police. First, the
obtained typical trajectories are described and modelled by
the U-model. Next, with the given trajectory states, further
trajectory is predicted using the multiple U-model
algorithm.

3.1. Activity CurveModelling Based onU-Model. (e activity
trace of the food safety criminal suspect can be formulated in
the following discrete-time nonlinear function:

y(t) �f(y(t − 1), . . . , y(t − n), x(t), x(t − 1), . . . ,

x(t − n),Θ),
(6)

where f(·) is a nonlinear function, y(t) ∈ R is the output
longitude, x(t − 1) ∈ R is the input latitude at discrete time
t(1, 2, . . .), n is the plant order, and Θ is the parameter
vector.

For nonlinear polynomial control systems,

y(t) � f(y(t − 1), . . . , y(t − n), u(t − 1), . . . , u(t − n),Θ).

(7)

According to the deification of the U-model [22],
nonlinear function (7) can be mapped into the U-model as
follows:

y(t) � f(Γ, U(t − 1)),

Γ � Γ(y(t − 1), . . . , y(t − n), u(t − 1), . . . , u(t − n),Θ),

U(t − 1) � const u(t − 1)u
2
(t − 1) . . . u

M
(t − 1).

(8)

(e corresponding regression equation is described as

y(t) � 􏽘
M

j�0
λj(t)u

j
(t − 1), (9)

where M is the degree of input x(t − 1) and
λ(t) � [λ0(t) . . . λM(t)] ∈ RM+1 is the parameter vector
function of the past inputs, outputs, and parameters
(u(t − 2), . . . , u(t − n), y(t − 1), . . . , y(t − n), θ0, . . . , θL).

As for activity curves, the current longitude y(t) is not
only related to the former latitude x(t − 1), . . . , x(t − n), but
also determined by the current latitude x(t). (us, defining
u(t − 1) � x(t) and substituting it into (9), we get the
U-model description for the activity curve of the food safety
criminal suspect:

y(t) � 􏽘
M

j�0
λj(t)x

j
(t). (10)

Similar to [23] in which measurement is used to obtain
the call admission control signal, the U-model of the activity
curve is expected to be established based on measurement
data and the least square algorithm. As the activity curve is
complicated and hard to be modelled using the single simple
low-order U-model, we simply used the U-model (10) with
M � 3 and designed an algorithm with sliding windows to
identify the parameter λi(t), i � 1, 2, . . . , M.

Defining N as the length of the sliding window, for the
sample set (x(t − i), y(t − i)) | i � 0, 1, . . . , N − 1􏼈 􏼉,
according to the principle of least squares, the objective is to
minimize the following index function:

Jmin � 􏽘

N−1

i�0
e
2
t−i � 􏽘

N−1

i�0
λ1 + λ2x(t − i) + λ3x

2
(t − i) − y(t − i)􏼐 􏼑

2
.

(11)

Taking the derivative of equation (11),

zJ
zλ1

􏼌􏼌􏼌􏼌􏼌λ1�􏽢λ1
� 2 􏽘

N−1

i�0
λ1 + λ2x(t − i) + λ3x

2
(t − i) − y(t − i)􏼐 􏼑 � 0,

zJ
zλ2

􏼌􏼌􏼌􏼌􏼌λ2�􏽢λ2
� 2 􏽘

N−1

i�0
λ1 + λ2x(t − i) + λ3x

2
(t − i) − y(t − i)􏼐 􏼑x(t − i) � 0,

zJ
zλ3

􏼌􏼌􏼌􏼌􏼌λ3�􏽢λ3
� 2 􏽘

N−1

i�0
λ1 + λ2x(t − i) + λ3x

2
(t − i) − y(t − i)􏼐 􏼑x

2
(t − i) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)
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Rewriting the above equation set, we get

N􏽢λ1 + 􏽢λ2 􏽘

N−1

i�0
x(t − i) + 􏽢λ3 􏽘

N−1

i�0
x
2
(t − i) � 􏽘

N−1

i�0
y(t − i),

􏽢λ1 􏽘

N−1

i�0
x(t − i) + 􏽢λ2 􏽘

N−1

i�0
x
2
(t − i) + 􏽢λ3 􏽘

N−1

i�0
x
3
(t − i) � 􏽘

N−1

i�0
y(t − i)x(t − i),

􏽢λ1 􏽘

N−1

i�0
x
2
(t − i) + 􏽢λ2 􏽘

N−1

i�0
x
3
(t − i) + 􏽢λ3 􏽘

N−1

i�0
x
4
(t − i) � 􏽘

N−1

i�0
y(t − i)x

2
(t − i).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

Defining 􏽢λ � (􏽢λ1􏽢λ2􏽢λ3)
T,

A �

N 􏽐
N−1
i�0 x(t − i) 􏽐

N
t�1 x2(t − i)

􏽐
N−1
i�0 x(t − i) 􏽐

N
t�1 x2(t − i) 􏽐

N−1
i�0 x3(t − i)

􏽐
N
t�1 x2(t − i) 􏽐

N
t�1 x3(t − i) 􏽐

N−1
i�0 x4(t − i)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

B �

􏽐
N−1
i�0 y(t − i)

􏽐
N−1
i�0 y(t − i)x(t − i)

􏽐
N−1
i�0 y(t − i)x2(t − i)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, equation (13) can be re-

written in the following matrix equation form:

A􏽢λ � B. (14)

Solution λ at time t can be obtained by solving the
following equation set:

􏽢λ � A
T
A􏼐 􏼑

− 1
A

T
B. (15)

By this means, the U-model with sliding window can be
obtained:

􏽢y(t) � 􏽘
M

j�0

􏽢λj(t)x
j
(t). (16)

Furthermore, given the latitude x(t + 1), the corre-
sponding longitude 􏽢y(t + 1) can be predicted. However,
the prediction error increases as future latitude goes far
from the current latitude. From the trace analysis of food
safety criminals, three typical trajectories are extracted.
Based on the idea of multiple model adaptive control,
curve prediction is further conducted according to the
accumulated model error of different typical trajectories.

3.2. Multiple U-Model Algorithm. Given a set of trajectory
values, how to decide the corresponding U-model to predict
future trajectory automatically is of great importance, for the
mismatched model may cause a big predict error. (e basic
idea is using the frame of multiple model adaptive control to
decide the most matching model.

For each clustered trajectory Ci, i � 1, 2, 3, the corre-
sponding U-model Mi can be constructed by equation (16).
However, as it can be seen in Figure 5, trajectories may not

have their latitude values at every longitude point.(emodel
set is completed by setting the latitude value to be zero when
it is null:

Mi: 􏽢yi(t) �
􏽘

M

j�0

􏽢λij(t)x
j

i (t), if yi(t)≠null,

0, if yi(t) � null.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

For every moment, the following index function is
calculated to measure the matching degree between existing
trajectory states and each trajectory model:

Ii(x(t)) � 􏽘
t

j�1
αt− j

y(t) − 􏽢yi(t)( 􏼁
2
, (18)

where α is the forgetting factor and satisfies 0< α< 1.
Given a serial of the trajectory state, the matching model

Mbm(t) with the smallest index function will be selected to
predict the trajectory:

bm(t) � argmini∈1,2,3Ii(x(t)). (19)

4. Simulation

According to the clustering result as shown in Figure 5, three
typical activity trajectories are extracted. Using the U-model
for the trajectory tracking algorithm as in equation (16),
modelling results of the three typical trajectories are shown
in Figures 6–8.

As it can be seen in the modelling result figures, the
proposed U-model can track the GPS activity trajectories
well, and the RMSE (rooted mean square error) for the three
models is 4.12 × 10− 5, 3.16 × 10− 6, and 3.12 × 10− 5 degree,
correspondingly, which are less than 4.6 meters for real
distance. Meanwhile, for gently changing curves, the pro-
posed method can model them with relative small errors.
When it turns to the corner points, such as when the lon-
gitude is around 116.321 in Figure 6, the latitude drops
dramatically from 39.988 to 39.985 and the modelling error
increases as the dramatically changing curve is hard to be
modelled exactly by the polynomial function.

Further, given a set of GPS points randomly depicted as
star points shown in Figure 9, the predicted trajectories
using the multiple U-model algorithm are shown as the red
line. It is easy to see that though the given GPS points may
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Figure 5: Clustering result of activity trajectories.
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Figure 6: Modelling of trajectory 1 using the U-model.
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Figure 7: Modelling of trajectory 2 using the U-model.
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Figure 8: Modelling of trajectory 3 using the U-model.
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Figure 9: Trajectory prediction using the multiple U-model. (a) Trajectory prediction 1. (b) Trajectory prediction 2. (c) Trajectory prediction 3.
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not be precisely given, the multiple U-model algorithm can
effectively identify the best-matched model by calculating
the accumulated errors of given states and clustered models
and predict its future trajectory.

5. Conclusion and Future Work

In order to prevent and fight food safety-related crimes, this
paper proposed a prediction method of criminal activity
trajectories. Based on social text data, emotional assessment is
conducted using the LSTM network to detect food safety
criminal suspects. Activity trajectories of criminal suspects are
clustered using the graphic clustering method based on the
GPS data. (e U-model with the sliding window algorithm is
proposed to model activity trajectories. Further, the multiple
U-model strategy is proposed to predict the activity trajectory
based on the accumulated model error of previous positions
and multiple clustered trajectories. A simulation study shows
that the proposed scheme can detect food safety criminal
suspects and predict their activity trajectories.

However, trajectory prediction method proposed in this
paper is only restricted to predict trajectories with increasing
longitude, and how to deal with loopback trajectories using the
U-model is still an open problem. In the future, we will further
explore the description of trajectories using the U-model and
perfect this method suitable for more general trajectories.
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In this paper, the attitude tracking control problem of output feedback is investigated. A finite time extended state observer
(FTESO) is designed through the homogeneous Lyapunov method to estimate the virtual angular velocity and total disturbances.
Based on these estimated states, a finite time attitude tracking controller is developed. (e numerical simulations are given to
illustrate the effectiveness of the proposed control scheme.

1. Introduction

Recently, the issue of attitude control of rigid body has
received more and more attention due to its wide practical
applications such as spacecraft, robotics, and maglev planar
motor [1–3]. Also, the complex nonlinearity of the attitude
dynamics raises potential value in theory. A great deal of
control methods have been proposed to deal with the at-
titude control problems.

In [3], two time-varying terminal sliding mode attitude
control algorithms were designed to deal with the system
uncertainties and external disturbances. In [4], an adaptive
regulation technique was proposed to reject the disturbances
whose frequency is unknown. In [5], another adaptive at-
titude tracking control was implemented for the stability of a
rigid spacecraft with time-varying inertia components. In
[6], a backstepping method was used to design the robust
attitude control for the agile satellite.

Various attitude control algorithms above need the
information of full states including attitudes and angular
velocities for controller design. However, in actual en-
gineering applications, due to energy cost, weight, and
other factors, an angular velocity sensor cannot be in-
stalled in the mechanical systems, or the angular velocity
sensors fail to work. (us, the design of output feedback

attitude control in which just attitude measurements are
available is required.

Many great research studies have been proposed to deal
with the problem of output feedback attitude control. (ese
methods can be divided into two strategies: the passivity-
based controller and the observer-based controller. In [7],
the passivity of attitude dynamics represented by quaternion
was first proved and a passivity-based attitude control was
proposed to guarantee the stability of rigid body attitude.
(is work was further researched in [8]; the passivity of
attitude dynamics represented by modified Rodrigues pa-
rameters was proven. In [9], an auxiliary dynamical system
was derived to compensate the unknown angular velocities.
In [10], a passivity filter which adopted attitude Euler angles
was introduced; compared to other passivity-based con-
trollers, the proposed output feedback controller can deal
with external disturbances.

(e examples of observer-based attitude controller
can be found in [11–14]. In [11], a finite time observer
was proposed through geometric homogeneity and
Lyapunov methods; a virtual angular velocity is intro-
duced in this method. In [12], a continuous finite time
angular velocity observer was designed, but the settling
time could not be given. In [13], an observer was
designed by adding a power integrator, thus the settling
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time can be estimated and the disturbances could be
rejected by this method. In [14], a continuous terminal
sliding mode observer was designed.

However, the u-modeled system dynamics and external
disturbances are also the difficulties in the attitude control
design. In [15–17], the unknown dynamics and external
disturbances are addressed by simple structure estimators
for nonlinear systems. Extended state observer (ESO) is
another method to compensate these problems. (e main
characteristic of ESO is that all disturbances and uncer-
tainties can be regarded as total disturbances.(e linear ESO
(LESO) was introduced in [18] and the structure of ESO
became more concise and simple, thus ESO is preferred by
engineering applications whose plants are too complex
[19–21].

Inspired by [22, 23], a FTESO is introduced for the
attitude control without angular velocity in this paper. (e
main contributions of this article are listed as follows:

Compared with other observer-based controllers, the
presented control scheme can estimate angular velocity
and disturbances of system simultaneously. (e dis-
turbances of the attitude system can be compensated by
the outputs of proposed FTESO when the attitude
controller is designed.
A finite time attitude controller which combined with
FTESO is designed; it is an improvement of [11]. Due to
the introduction of ESO, the proposed control
framework has higher control accuracy and faster
response.

(is article is organized as follows. In Section 2, system
dynamical models, some definitions, and lemmas are shown;
the proposed FTESO-based controller is shown in Section 3;
simulations are given in Section 4 and Section 5 shows the
conclusions and future work.

2. System Models and Preliminaries

2.1. Equations of Attitude Kinematics and Dynamics. In this
section, attitude system equations of a rigid body,
which include attitude kinematics and dynamics, are
presented.

(e modified Rodrigues parameters (MRPs) are intro-
duced to express the attitude of the rigid body; the equations
of attitude kinematics are given as follows:

_σ � T(σ)ω, (1)

where σ � [σ1, σ2, σ3]
T ∈ R3 is the MRPs which denotes the

rotation from the body frame to the inertial frame and ω �

[ω1,ω2,ω3]
T ∈ R3 is the angular velocity of the rigid body

expressed in the body frame. (e matrix T(σ) is defined as
follows:

T(σ) �
1
4

1 − σTσ􏼐 􏼑I3×3 + 2σ×
+ 2σσT

􏽨 􏽩, (2)

where the operator σ× represents the skew symmetric matrix
of vector σ and has the following form:

σ×
�

0 − σ3 σ2
σ3 0 − σ1

− σ2 σ1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

(e attitude dynamics of rigid body is modeled as:

J _ω � − ω×
Jω + τ + d, (4)

where τ � [τ1, τ2, τ3]
T ∈ R3 denotes the control torque, d �

[d1, d2, d3]
T ∈ R3 denotes the external disturbances applied

to the rigid body, and J ∈ R3×3 denotes the inertial matrix of
the rigid body which is symmetric.

Denote that x1 � σ, x2 � _σ, x2 is the first time derivative
of the attitude MRPs and is introduced as the virtual angular
velocity, then equations (1) and (3) can be transformed to the
following equations:

_x1 � x2,

_x2 � f x1, x2( 􏼁 + g x1( 􏼁τ + d∗(t),
􏼨 (5)

where f(x1, x2) � _TPx2 − TJ− 1(Px2)
×JPx2 is defined as

system function, P � T− 1(x), g(x1) � TJ− 1, and
d∗(t) � g(x1)d are the external disturbances in system
equation (4).

2.2.DefinitionsandLemmas. For simplicity, some definitions
about vector x � [x1, x2, . . . , xn]T ∈ Rn are given:

x
α

� x
α
1 , x

α
2 , . . . , x

α
n􏼂 􏼃

T
,

sign(x) � sign x1( 􏼁, sign x2( 􏼁, . . . , sign xn( 􏼁􏼂 􏼃
T
,

diag(x) � diag x1, x2, . . . , xn( 􏼁,

(6)

where sign(·) represents the signum function and diag(·)

represents the diagonal matrix.

Lemma 1 (see [24]). For any x ∈ R, y ∈ R, a> 0, b> 0,
|x|a|y|b ≤ c|x|a+b/(a + b) + a|y|a+b/(a + b).

Lemma 2 (see [25]). For any xi ∈ R, i � 1, 2, . . . , n,
r ∈ (0, 1], (􏽐

n
i�1 |xi|)

r ≤ 􏽐
n
i�1 |xi|

r ≤ n1− r(􏽐
n
i�1 |xi|)

r.

Lemma 3 (see [22]). Consider the system like equation (4);
assume that a Lyapunov function V(x) is defined on a
neighbourhood of U ⊂ Rn of the origin, and

_V(x) + l1V(x)
m

+ l2V(x)
n < 0, x ∈ N\ 0{ }, (7)

where m≥ 1, n ∈ (0, 1) and l1 > 0, l2 > 0. 
en, the system is
locally finite time stable, and the V(x) which starts from U

can arrive at V(x) ≡ 0 in finite time T:

T≤
1

l2(1 − n)
V0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1− n

F 1,
1 − n

m − n
, 1 +

1 − n

m − n
, −

l1
l2

V0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
m− n

􏼠 􏼡,

(8)

where V0 is the starting value of V(x), and F(·) denotes the
Gaussian hypergeometric function.
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3. Main Results

3.1. Finite Time Extended State Observer Design. In this
section, only the attitude MRPs σ is the available infor-
mation; an ESO which ensures finite time convergence is
presented to estimate the virtual angular velocity x2 and the
external disturbances d∗(t).

Designate the external disturbances d∗(t) as an extended
state x3; the system in equation (4) can be transformed to a
new third-order dynamics equation which is shown in the
following formulas:

_x1 � x2,

_x2 � x3 + f x1, x2( 􏼁 + g x1( 􏼁τ,

_x3 � w(t),

⎧⎪⎪⎨

⎪⎪⎩
(9)

where w(t) � _d
∗
(t), and the following assumption is given.

Assumption 1. (e external disturbances d∗(t) are un-
known but continuously differential and bounded; its first
time derivative w(t) is also unknown and bounded; the
following inequalities hold:

d
∗
(t)≤ d∗, w(t)≤w, (10)

where d
∗ and w represent the upper bound of d∗(t) and

w(t), respectively.
Let z1, z2, and z3 represent the estimates of x1, x2, and x3

in equation (7), respectively, then the FTESO is designed as
follows:

_z1 � z2 + ρ ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign ϵ1( 􏼁 + ρ ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β1 sign ϵ1( 􏼁 + θ1sign ϵ1( 􏼁,

_z2 � z3 + f x1, z2( 􏼁 + g x1( 􏼁τ + ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ϵ1( 􏼁

+ ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
β2 sign ϵ1( 􏼁 + θ2sign ϵ1( 􏼁,

_z3 � ρ3 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α3 sign ϵ1( 􏼁 + ρ3 ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β3 sign ϵ1( 􏼁 + θ3sign ϵ1( 􏼁,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where ϵ1 � x1 − z1 represents the estimation error of atti-
tude MRPs x1, 0< ρ< +∞, 0.5< α1 < 1, α2 � 2α1 − 1,
α3 � 3α1 − 2, β1 � 1/α1, and β2 � 1/β1 + β1 − 1, β2 � 2/β1+
β1 − 2, and θ1, θ2, and θ3 are the parameters to deal with the
external disturbances.

Let ϵ2 � x2 − z2, ϵ3 � x3 − z3, and the error dynamical
equations of the proposed FTESO is expressed as:

ϵ
.

1 � ϵ2 − ρ ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign ϵ1( 􏼁 − ρ ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β1 sign ϵ1( 􏼁 − θ1sign ϵ1( 􏼁,

ϵ. 2 � ϵ3 + f x1, x2( 􏼁 − f x1, z2( 􏼁 − ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ϵ1( 􏼁

− ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
β2 sign ϵ1( 􏼁 − θ2sign ϵ1( 􏼁,

ϵ
.

3 � ω(t) − ρ3 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α3 sign ϵ1( 􏼁 − ρ3 ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β3 sign ϵ1( 􏼁 − θ3sign ϵ1( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(12)

(e following compact set is constructed for any con-
stant Δ:

Ω1 � x1, x2, z1, z2( 􏼁
􏼌􏼌􏼌􏼌 x1
����

����≤Δ, x2
����

����≤Δ, z1
����

����≤Δ, z2
����

����≤Δ􏽮 􏽯.

(13)

(is compact set can be easily obtained by designing a
proper desired attitude reference trajectory. If the set Ω1 is
established, there will exist a positive constant λ such that
‖f(x1, x2) − f(x1, z2)‖≤ λ|ϵ2|.

(e stability properties of the extended state observer is
presented in the following theorem.

Theorem 1. Consider the error dynamical system given by
equation (10), where 0.5< α1 < 1, α2 � 2α1 − 1, α3 � 3α1 − 2,

β1 � 1/α1, β2 � 1/β1 + β1 − 1, andβ2 � 2/β1 + β1 − 2; if the
compact set Ω1 holds, ρ, θ1, θ2, and θ3 are sufficiently large,
then the estimation errors would converge to a residual region
in finite time.

Proof. Consider the error dynamics in equation (10); ig-
nore the terms ρ|ϵ1|

β1 sign(ϵ1)sign(ϵ1) − θ1sign(ϵ1),
− ρ2|ϵ1|

β2 sign(ϵ1) − θ2sign(ϵ1), and w(t) − ρ3|ϵ1|
β3 sign(ϵ1)

− θ3sign(ϵ1), so equation (10) can be reduced to the following
form:

ϵ
.

1 � ϵ2 − ρ ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign ϵ1( 􏼁,

ϵ. 2 � ϵ3 + f x1, x2( 􏼁 − f x1, z2( 􏼁 − ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ϵ1( 􏼁,

ϵ. 3 � − ρ3 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α3 sign ϵ1( 􏼁.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

It can be acquired that equation (12) is homoge-
neous of degree (α1 − 1)< 0 with respect to the weight
(1, α1, 2α1 − 1).

(e Lyapunov function is proposed as follows:

Vα ζ1, ζ2, ζ3( 􏼁 � ζT
Pζ. (15)

where ζ � [ζ1, ζ2, ζ3]
T � [|ϵ1|

1/φsign(ϵ1), |ϵ2|
1/(φα1)sign(ϵ2),

|ϵ3|
1/(φ(2α1− 1))sign(ϵ3)

T], 0.5<φ � α1 < 1, P denotes a posi-
tive definite symmetric matrix. Make fα represent the vector
field of system equation (12); it can be obtained that Vα(ζ)

and Lfα
Vα(ζ) are homogeneous of degrees 2/φ and 2/φ +

α1 − 1 with the same weights in system equation (12),
respectively.

According to [26, 27], the inequality is obtained as
follows:

Lfα
Vα(ζ)≤ μ1(α, θ) Va(ζ)( 􏼁

c1 , (16)

where μ1 � − max
y: Vα(y)�1{ }

Lfa
Vα(y), c1 � 1 + (α1φ/2)−

(α1φ/2)≤ 1, and limα1⟶ 1μ1 ≥ ρ/λmax(P).
Same as the previous analysis, ignore the terms
ϵ2 − ρ|ϵ1|

α1 sign(ϵ1) − θ1sign(ϵ1),
ϵ3 + f(x1, x2) − f(x1, z2) − ρ2|ϵ1|

α2 sign(ϵ1) − θ2sign(ϵ1),
and ω(t) − ρ3|ϵ1|

α3 sign(ϵ1) − θ3sign(ϵ1). (e other homo-
geneous system can be got from equation (10):

ϵ. 1 � − ρ ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
β1 sign ϵ1( 􏼁,

ϵ. 2 � − ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
β2 sign ϵ1( 􏼁,

ϵ. 3 � − ρ3 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
β3 sign ϵ1( 􏼁.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)
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Similarly, the system of equation (15) is homogeneous of
degree (β1 − 1)> 0 with respect to the weight
(1, α1, 2α1 − 1).

Define the same Lyapunov function as equation (13) as
follows:

Vβ ζ1, ζ2, ζ3( 􏼁 � ζT
Pζ, (18)

where ζ � [ζ1, ζ2, ζ3]
T � [|ϵ1|

1/φsign(ϵ1), |ϵ2|
1/(φα1)sign(ϵ2),

|ϵ3|
1/(φ(2α1− 1))sign(ϵ3)]

T, 0.5<φ � α1 < 1, P denotes a posi-
tive definite symmetric matrix. Make fβ represent the vector
field of system equation (15); it can be obtained that Vβ(ζ)

and Lfβ
Vβ(ζ) are homogeneous of degrees 2/φ and 2/φ +

β1 − 1 with the same weights in system equation (15),
respectively.

Once again the following inequality is derived according
to [26, 27]

Lfβ
Vβ(ζ)≤ μ2(β, θ) Vβ(ζ)􏼐 􏼑

c2
, (19)

where μ2 � − max
y: Vβ(y)�1􏼈 􏼉

Lfβ
Vβ(y), c2 � 1+(φ/2β1) − (φ/2)≥ 1,

and limα1⟶ 1μ2 ≥ ρ/λmax(P).
Considering the error dynamics in equation (10), the

following Lyapunov function is chosen as

V ζ1, ζ2, ζ3( 􏼁 � ζT
Pζ, (20)

where ζ � [ζ1, ζ2, ζ3]
T � [|ϵ1|

1/φsign(ϵ1), |ϵ2|
1/(φα1)sign(ϵ2),

|ϵ3|
1/(φ(2α1− 1))sign(ϵ3)]

T, 0.5<φ � α1 < 1, P denotes a posi-
tive definite symmetric matrix same as in equations (13) and
(16), then take first time derivative of V:

_V(ζ) � Lfa
V(ζ) + Lfβ

V(ζ) + 2ζT
P

0
1

φα1
diag ϵ2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑

((1/φα)− 1)
f x1, x2( 􏼁 − f x1, z2( 􏼁( 􏼁

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 2ζT
P

diag ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
((1/φα)− 1)− θ1

φ
sign ϵ1( 􏼁

diag ϵ2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
1/φα1( )− 1( )− θ2

φα1
sign ϵ2( 􏼁

diag ϵ3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
1/φ2α1( )− 1( )w(t) − θ1

φ
sign ϵ3( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(21)

Substituting equations (14) and (17) into equation (19),
the following formula can be got:

_V(ζ)≤ − μ1 Vα(ζ)( 􏼁
c1 − μ2 Vβ(ζ)􏼐 􏼑

c2
+ 2ζT

P

0
1

φα1
diag ϵ2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑

1/φα1( )− 1( )
f x1, x2( 􏼁 − f x1, z2( 􏼁( 􏼁

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ 2ζT
P

diag ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
1/φα1( )− 1( )− θ1

φ
sign ϵ1( 􏼁

diag ϵ2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
1/φα1( )− 1( )− θ2

φα1
sign ϵ2( 􏼁

diag ϵ3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
1/2φα1( )− 1( )w(t) − θ3

φ
sign ϵ3( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ − μ1 Vα(ζ)( 􏼁
c1 − μ2 Vβ(ζ)􏼐 􏼑

c2

+
2λλmax(P)‖ζ‖ 􏽐

3
i�1 ε2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φα1( )− 1
􏼒 􏼓 􏽐

3
i�1 ε2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑

φα1

+
2θ1λmax(P)‖ζ‖ 􏽐

3
i�1 ϵ1i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
(1/φ)− 1

􏼒 􏼓

φ
+
2θ2λmax(P)‖ζ‖ 􏽐

3
i�1 ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φα1( )− 1
􏼒 􏼓

φα1

+
2 θ3 + w( 􏼁λmax(P)‖ζ‖ 􏽐

3
i�1 ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φ 2α1− 1( )( )− 1
􏼒 􏼓

φ 2α1 − 1( 􏼁
,

(22)
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where λmax(P) refers to the maximum eigenvalue of matrix P.
(e following inequality is derived according to Lemma 1:

ϵ2j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
1/φα1( )− 1

􏽘

3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠≤ 3 1/φα1( 􏼁 ϵ2j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
(1/φα)

+ φα1 􏽘

3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φα1( )⎛⎝ ⎞⎠, (23)

wherej � 1, 2, 3, and the following result is got:

􏽘

3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φα1( )− 1⎛⎝ ⎞⎠ 􏽘

3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠≤ 3 􏽘

3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φα1( )⎛⎝ ⎞⎠≤ 3
�
3

√
ζ2

����
����≤ 3

�
3

√
‖ζ‖. (24)

(e following inequality is derived according to Lemma
2:

􏽘

3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
(1/φα)− 1

� 􏽘
3

i�1
ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
(1/φα)(1− φα) ≤ 3φα1 􏽘

3

i�1
ζ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

1− φα1

≤ 3φα1
�
3

√
ζ2

����
����􏼐 􏼑

1− φα1 ≤ 3 1+φα1( )/2‖ζ‖
1− φα1 . (25)

(e following inequalities can be derived in the same
way according to Lemma 2:

􏽘

3

i�1
ϵ1i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
(1/φ)− 1 ≤ 3(1/φ)/2

‖ζ‖
1− φ

, (26)

􏽘

3

i�1
ϵ1i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

1/φ 2α1− 1( )( )− 1 ≤ 3 1/φ 2α1− 1( )( )/2‖ζ‖
1− φ 2α1− 1( ). (27)

So, substituting equations (22)–(25) into the inequality
equation (20), the following inequality can be got:

_V(ζ)≤ − μ1 Vα(ζ)( 􏼁
c1 − μ2 Vβ(ζ)􏼐 􏼑

c2
� +

6
�
2

√
λλmax(P)‖ζ‖2

φα1
+
2 × 3 1+φα1/2( )θ1λmax(P)‖ζ‖2− φ

φ

+
2 × 3(1+φ/2)θ2λmax(P)‖ζ‖2− φα1

φα1
+
2 × 31+φ 2α1− 1( )/2 θ3 + w( 􏼁λmax(P)‖ζ‖2− φ 2α1− 1( )

φ 2α1 − 1( 􏼁
≤ − μ1V

c1 − μ2V
c2 + μ3V + μ4V

1− (φ− 2)

+ μ5V
1− φα1/2( ) + μ6V

1− φ 2α1− 1( )( ),

(28)

where

μ3 �
6

�
2

√
λλmax(P)

φλmin(P)
,

μ4 �
2 × 3 1+φα1/2( )θ1λmax(P)

φλmin(P)1− (φ/2)
,

μ5 �
2 × 3(1+φ/2)θ2λmax(P)

φλmin(P)1− (φ/2)
,

μ6 �
2 × 3 1+φ/2α1/2( ) θ3 + w( 􏼁λmax(P)

φλmin(P)1− φα1/2( )
.

(29)

Two cases are discussed in further analysis.

Case 1. V≥ 1.
Consider the parameters in equation (26):

0< 1 −
φ
2

􏼒 􏼓< 1< c2,

0< 1 −
φα1
2

􏼒 􏼓< 1< c2,

0< 1 −
φ 2α1 − 1( 􏼁

2
􏼠 􏼡< 1< c2.

(30)

So, simplify equation (26) to the following formula:
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_V≤ − μ1V
c1 − μ7V

c2 . (31)

where μ7 � μ2 − μ3 − μ4 − μ5 − μ6; select the parameter
ρ sufficiently large to ensure μ7 > 0; according to
Lemma 3, the Lyapunov function V will converge to
V(ζ) ≡ 1 in finite time t1.

t1 <
1

μ1 1 − c1( 􏼁
V

1− c1
(0) F 1,

1 − c1

c2 − c1
, 1 +

1 − c1

c2 − c1
, −
μ7
μ1

V
c2− c1
(0)􏼠 􏼡,

(32)

where V(0) denotes the initial value of V.
Case 2. V< 1. In this case, equation (26) can be sim-
plified to

_V≤ − μ1V
c1 − μ2V

c2 + μ3V
c1 + μ4 + μ5 + μ6( 􏼁V

1− (φ/2) ≤ − μ1 1 − ρ0( 􏼁V
c1 + μ3V

c1 + μ4 + μ5 + μ6( 􏼁V
1− (q/2)

− μ1ρ0V
c1 − μ2V

c2 ≤ − μ1 1 − ρ0( 􏼁 − μ3( 􏼁V
c1− 1+(q/2)

− μ4 + μ5 + μ6( 􏼁􏽨 􏽩V
1− (q/2)

− μ1ρ0V
c1 − μ2V

c2 ,
(33)

where the parameter ρ0 is selected to ensure that
0< ρ0 < 1.

From inequality equation (30), when
(μ1(1 − ρ0) − μ3)Vc1− 1+(φ/2) − (μ4 + μ5 + μ6)≥ 0, the Lya-
punov function V will converge to the residual region Ω2 in
finite time T1 � t1 + t2:

Ω2 � V | V<
μ4 + μ5 + μ6

μ1 1 − ρ0( 􏼁 − μ3
􏼠 􏼡

2/2c1− 2+φ( )⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (34)

t2 <
1

μ1ρ0 1 − c1( 􏼁
V

1− c1
t1( )

× F 1,
1 − c1

c2 − c1
, 1 +

1 − c1

c2 − c1
, −

μ2
μ1ρ0

V
c2− c1

t1( )
􏼠 􏼡,

(35)

where V(t1) represents the value of V at time t1. (e esti-
mation error can be written as

Ω3 � ζ |
1

�������
λmin(P)

􏽰
μ4 + μ5 + μ6

μ1 1 − ρ0( 􏼁 − μ3
􏼠 􏼡

1/2c1− 2+φ( )⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
.

(36)

In next step, the parameters θ1, θ2, and θ3 will be ana-
lyzed to ensure (ϵ1, ϵ2, ϵ3) converge to zeros within finite
time.

Define the following Lyapunov function:

Vϵ1 ϵ1( 􏼁 �
1
2
ϵT1 ϵ1. (37)

Take time derivative of Vϵ1:

_Vϵ1 � ϵT1 ϵ
.

1 � ϵT1 ϵ2 − ρ􏽘
3

i�1
ϵ1i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
α1+1

− ρ􏽘
3

i�1
ϵ1i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β1+1

− θ1 􏽘

3

i�1
ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤ − ρ ϵ1

����
����
α1+1/2

− ρ ϵ1
����

����
β1+1/2

− θ1 − ϵ2
����

����􏼐 􏼑 ϵ1
����

����. (38)

According to equation (33), ϵ2 will converge to the
bounded region Ω3, and then selecting the parameter
θ1 >Ω3, the inequality equation (35) can be simplified to

_Vϵ1 ≤ − 2α1+1/2
V

α1+1/2
ϵ1 − 2β1+1/2ρV

β1+1/2
ϵ1 . (39)

So, ϵ1 can converge to zeros within time T2 � T1 + t3:

t3 <
1

2α1− 1/2 1 − α1( 􏼁 × F 1,
1 − α1
β1 − α1

, 1 +
1 − α1
β1 − α1

, − 2β1− α1/2V e1( 􏼁
β1− α1
T1

􏼠 􏼡, (40)

where Vϵ1(T1) is the value of Vϵ1 at time t1.
So, ϵ1 � ϵ. 1 � 0 is got; according to [28], discontinuous

terms include that sign(ϵ1) can be considered as equivalent
input; the error dynamical system equation (10) can be
reduced to

0 � ϵ2 − θ1sign ϵ1( 􏼁,

ϵ. 2 � ϵ3 + λ ϵ2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − θ2sign ϵ1( 􏼁,

ϵ. 3 � ω(t) − θ3sign ϵ1( 􏼁.

⎧⎪⎪⎨

⎪⎪⎩
(41)
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It can be derived that sign(ϵ2) � sign(ϵ1). Define the
Lyapunov function Vϵ2(ϵ2) � (1/2)ϵT2 ϵ2 and
Vϵ3(ϵ3) � (1/2)ϵT3 ϵ3. Analyze these two Lyapunov functions
like we did before; it can be easily obtained that, let θ2 >Ω3
and θ1 >w, the estimation errors ϵ2 and ϵ3 will converge to
zeros within finite time T3 � T2 + t4 and T4 � T3 + t5, re-
spectively [11]:

t4 <
2(1/2)

θ2 − Ω3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
Vϵ2 T2( )

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
(1/2)

,

t5 <
2(1/2)

θ3 − w
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
Vϵ3 T3( )

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
(1/2)

,

(42)

where Vϵ2(T2) denotes the value of Vϵ2 at time T2andVϵ3(T3)

denotes the value of Vϵ3 at time T3.

At this point, the proof is complete. □

3.2. Finite Time Attitude Controller Design Based on FTESO.
In this section, inspired by Zou [11], a finite time controller
is introduced to stabilize the rigid body to the desired at-
titude. Because only the attitude measurement is available,
the estimation of virtual angular velocity z2 and external
disturbances z3 are utilized in the design procedure.

Define ξ � η1/v − η1/vd and e � x1 − σd, where η � z2 − _σd,
ηd � − k1e

], 1/2< ] � ]1/]2 < 1, and ]1and]2 are positive odd
integers.

(e proposed finite time attitude controller is shown as
follow:

τ � g
− 1

− k3sign(ξ) − k2ξ
2]− 1

− z3 − f x1, z2( 􏼁 + €qd − ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ϵ1( 􏼁 − ρ2 ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β2 sign ϵ1( 􏼁 − θ2sign ϵ1( 􏼁􏼒 􏼓. (43)

Theorem 2. Consider the system expressed in equation (4); if
finite time control torque in equation (40) combined with
FTESO in equation (9) is employed, the desired attitude can
be tracked within finite time.

Proof. Define the Lyapunov function:

Vf � V + Vc, (44)

where

Vc � V0 + 􏽘
3

i�1
Vi, (45)

V0 �
1
2
e

T
e. (46)

Vi is defined as

Vi �
1

(2 − ])21− vk1+1/v
1

􏽚
ηi

ηdi

s
1/v

− η1/vdi􏼐 􏼑
2− v

ds. (47)

Taking time derivative of Lyapunov function Vf, the
result can be got as follows:

_Vf � _V + _Vc � _V + _V0 + 􏽘
3

i�1

_Vi ≤ − μ1V
c1 − μ2V

c2 + μ3V + μ4V
1− φ/2

+ μ5V
1− φα1/2( ) + μ6V

1− φ 2α1− 1( )/2 + _V0 + 􏽘
3

i�1

_Vi. (48)

In this section, just the terms _V0 and 􏽐
3
i�1

_Vi need to be
derived. After tedious derivation, it could be obtained that

_V0 ≤ − k1e
T
e
]

+ 􏽘
3

i�1

21− ]

1 + ]
ei

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

+ ] ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+v

􏼐 􏼑 + e
Tϵ2, (49)

_Vi ≤
1
k1
ϵ2i

����ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 +

k1 + 21− ](1 + ])( 􏼁 ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

k1(1 + ])
+
] ei

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

1 + ]
+

1
(2 − ])21− ]k1+1/v

1
ξ2− ]

i τi, (50)

where τi � zηi/zt. Substitute the control torque equation (40) into equation
(47). (e _Vi can be derived as follows:

_Vi ≤
1
k1
ϵ2i

����ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 +

k1 + 21− ](1 + ])( 􏼁 ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

k1(1 + ])
+
] ei

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

1 + ]
+

− k2

(2 − ])21− ]k1+1/v
1

ξ1+]
i +

− k3

(2 − ])21− ]k1+1/v
1

ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2− ]

. (51)
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Combining equation (48) with equations (42) and (46),

_Vc ≤ − k1 −
21− ] + ]
1 + ]

􏼠 􏼡 􏽘

3

i�1
ei

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

+ e
Tζ2

+ 􏽘
3

i�1

ζ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ζ i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

k1
−

k2

(2 − ])21− ]k1+1/v
1

−
k1 + 21− ](1 + ])

k1(1 + ])
􏼠 􏼡 × 􏽘

3

i�1
ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

+
− k3

(2 − ])21− ]k1+1/v
1

􏽘

3

i�1
ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2− ]

.

(52)

Choose k3 > 0 and let

k1 ≥
21− ] + ]
1 + ]

+ k4k2 ≥ (2 − ])21− ]
k
1+1/v
1

k1 + 21− ](1 + ])

k1(1 + ])
+ k4􏼠 􏼡,

(53)

where k4 is the positive constant. (e following inequality is
obtained:

_Vc ≤ − k3 􏽘

3

i�1
ei

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

− k3 􏽘

3

i�1
ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
1+]

+ e
Tϵ2 + 􏽘

3

i�1

ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

k1
≤ c1 􏽘

3

i�1
e
2
i + 􏽘

3

i�1
ξ2i⎛⎝ ⎞⎠, (54)

where c1 � max 1/2, 1/(2 − v)k1+1/v
1􏼈 􏼉.

Notice that

Vi ≤
1

(2 − ])21− ]k1+1/v
1

ηi − ηdi

����ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2− ] ≤

1
(2 − ])k1+1/v

1
ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
.

(55)

Hence, the following inequality is obtained:

Vc � V0 + 􏽘
3

i�1
Vi ≤ c2 􏽘

3

i�1
ϵ2i + 􏽘

3

i�1
ξ2i⎛⎝ ⎞⎠, (56)

where c2 � max 1/2, 1/(2 − v)k1+1/v
1􏼈 􏼉.

According to Lemma 2:

_Vc ≤ − c3V
(1+])/2

+ e
Tϵ2 + 􏽘

3

i�1

ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

k1
, (57)

where c3 � k3/c
(1+])/2
2 .

From equations (45) and (54),

_Vf � _V + _Vc � _V + _V0 + 􏽘

3

i�1

_Vi ≤ − μ1V
c1 − μ2V

c2 + μ3V

+ μ4V
1− (φ/2)

+ μ5V
1− φα1/2 + μ6V

1− φ 2α1− 1( )/2 − c2V
(1+])/2

+ e
Tϵ2 + 􏽘

3

i�1

ϵ2i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ξi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

k1
.

(58)

According to(eorem 1, ϵ(t) would converge to zeros in
finite time, so equation (55) becomes

_Vf � _Vc ≤ − c2V
(1+])/2
c . (59)

Because 0< (1 + ])/2< 1, the tracking errors e converge
to zeros in finite time [11].

(e proof is completed. □

Remark 1. In practical situations, due to the absence of
certain parameters, the system function f(x1, x2) can not be
calculated accurately. To deal with this problem, the system
function f(x1, x2) and external disturbances d∗(t) can be
regarded as total disturbances dtotal(t). (e control algo-
rithm proposed in this article can be written as

_z1 � z2 + ρ ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign ϵ1( 􏼁 + ρ ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β1 sign ϵ1( 􏼁 + θ1sign ϵ1( 􏼁,

_z2 � z3 + g x1( 􏼁τ + ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ϵ1( 􏼁 + ρ2 ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β2 sign ϵ1( 􏼁 + θ2sign ϵ1( 􏼁,

_z3 � ρ3 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α3 sign ϵ1( 􏼁 + ρ3 ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β3 sign ϵ1( 􏼁 + θ3sign ϵ1( 􏼁,

τ � g− 1 − k3sign(ξ) − k2ξ
2]− 1

− z3 + €qd − ρ2 ϵ1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ϵ1( 􏼁 − ρ2 ϵ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β2 sign ϵ1( 􏼁 − θ2sign ϵ1( 􏼁􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(60)
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Remark 2. In order to eliminate the chattering issue caused
by discontinuous terms in the observer and controller, the
signum function can be replaced by the following function:

sgmf e1( 􏼁 �

2
1

1 + exp − coe1( 􏼁
−
1
2

􏼠 􏼡, e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ δ,

sign e1( 􏼁, e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌> δ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(61)

where co and δ are constants which can be designed.

4. Simulation Results

In this section, several numerical simulations are imple-
mented to show the effectiveness of the FTESO-based
control scheme proposed in this paper; meanwhile, the
control scheme with general LESO and the control scheme
without ESO in reference [11] are introduced as
comparisons.

(e initial states are designed as x1(0) � [0, 0, 0]T,
x2(0) � [0, 0, 0]T, z1(0) � [0, 0, 0]T, z2(0) � [0, 0, 0]T, z3(0) �

[0, 0, 0]T. (e desired attitude trajectory is designed as
σd � 0.5[cos(0.2t), sin(0.2t),

�
3

√
]T, and the external dis-

turbances d∗ � 0.2[sin(0.5t), cos(1/3t), sin(1/4t)]. (e
parameters of the proposed ESO and controller are ρ � 5,
α1 � 0.8, θ1 � 1, θ2 � 5, θ3 � 1, ] � 7/9, k1 � 1.1, k2 � 1.5,
and k3 � 0.01. (e inertia matrix of rigid body is chosen as

J �

20 1.2 0.9

1.2 17 1.4

0.9 1.4 15

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ kgm
2
. (62)

(e upper bound of control torque is selected as
|τi|≤ 50Nm, where i � 1, 2, 3.

First, the proposed scheme includes that equations (9)
and (40) are simulated. In this simulation, the system
function f(x1, x2) is assumed to be known; the proposed
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Figure 1: Tracking errors for FTESO-based controller with external disturbances.
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Figure 2: External disturbances estimate for FTESO. (a) z31. (b) z32. (c) z33.
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FTESO only estimates the external disturbances d∗ and the
virtual angular velocity x2.

(e results of attitude tracking errors and external
disturbances estimate for the FTESO-based control scheme
are shown in Figures 1 and 2. According to Figure 1, the
proposed control scheme can converge the tracking errors to
zeros within about 4 seconds, and the extended state z3 can
also estimate the total disturbances d∗(t) in finite time.

(en, consider the situation that the system function
f(x1, x2) is unknown, which is regarded as total distur-
bances dtotal(t) together with external disturbances d∗(t).
(e simulation results are shown in Figures 3 and 4.
Compared with above results, the total disturbances dtotal(t)

is much larger than d∗(t) in Figure 2, but it can be fast
estimated by FTESO. Because the estimated total distur-
bances can be compensated in controller, even the system
function f(x1, x2) is unknown; the proposed control
scheme can also converge the tracking errors to zeros within

finite time. (e FTESO guarantees that the two simulations
in Figures 1 and 3 have the similar results.

For comparison, the introduced linear LESO is designed
as follows:

_z1 � z2 + ρ1ε1,

_z2 � z3 + f x1, z2( 􏼁 + g x1( 􏼁τ + ρ21ε1,

_z3 � ρ31ε1.

⎧⎪⎪⎨

⎪⎪⎩
(63)

(e corresponding controller is similar to the one
designed in this article:

τ � g
− 1

− k3sign(ξ) − k2ξ
2]− 1

− z3 − f x1, z2( 􏼁 + €qd − ρ21ε1􏼐 􏼑.

(64)

(e parameters are designed as ρ1 � 28, ] � 7/9,
k1 � 1.1, k2 � 1.5, and k3 � 0.01.

(e other control scheme in [11] is expressed as

σ1
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σ3
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Figure 3: Tracking errors for the FTESO-based controller with total disturbances.
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_z1 � z2 + θc1 ε1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign ε1( 􏼁,

_z2 � z3 + f x1, z2( 􏼁 + g x1( 􏼁τ + θ2c2 ε1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ε1( 􏼁,

τ � g− 1 − k2ξ
2v− 1

− f x1, z2( 􏼁 + €qd − θ2c2 ε1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α2 sign ε1( 􏼁􏼐 􏼑,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(65)

where the parameters are selected to be same as in [11]:
θ � 3, c1 � 1, c2 � 0.2, ] � 7/9, k1 � 1.1, k2 � 1.5, and
k3 � 0.01.

(e comparison results between these three attitude
control schemes are shown in Figure 5. As shown in Fig-
ure 5, the proposed control scheme in this article and the
control algorithm based on LESO in equations (59) and (60)
can attain faster convergence than the controller in equation
(61), and the proposed control scheme gets the best dis-
turbances rejection.

5. Conclusion

(e finite time attitude tracking control for rigid body is
studied in this article; a FTESO is designed through the
homogeneous Lyapunov method. (e angular velocity and
total disturbances can be estimated by the proposed ob-
server. Based on this, a finite time attitude controller is
introduced. Numerical simulations show that the proposed
control scheme can achieve fast convergence and good
disturbances rejection. Further work will be focused on
reducing power cost and dealing with the input saturation
problem.
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Human action recognition is an important part for computers to understand the behavior of people in pictures or videos. In a
single image, there is no context information for recognition, so its accuracy still needs to be greatly improved. In this paper, a
single-image human action recognition method based on improved ResNet and skeletal keypoints is proposed, and the accuracy is
improved by several methods. We improved the backbone network ResNet-50 and CPN to a certain extent and constructed a
multitask network to suit the human action recognition task, which not only improves the accuracy but also balances the total
number of parameters and solves the problem of large network and slow operation. In this paper, the improvement methods of
ResNet-50, CPN, and whole network are tested, respectively. +e results show that the single-image human action recognition
based on improved ResNet and skeletal keypoints can accurately identify human action in the case of different humanmovements,
different background light, and occlusion. Compared with the original network and the main human action recognition al-
gorithms, the accuracy of our method has its certain advantages.

1. Introduction

Human action recognition (HCR) is a separate branch of
computer vision that processes images or videos to judge
what people are doing.

+e single-image action recognition is generally divided
into three categories: the approach based on the whole
image, the approach based on human pose, and the ap-
proach based on human-object interaction. +e approach
based on the whole image is to treat the whole image as a
classification problem, extract the features through the
neural network layer, and then use the classifier to find the
label category. Some researchers make full use of contextual
information in pictures to distinguish actions. Zhang et al.
[1] proposed a method to divide the precise area between the
person and the background as well as the interactive object
through a smaller number of annotations. Instead, Xin et al.
[2] use semantic objects to enhance the ability of the network
to distinguish features. RCNN (Regions with Convolutional
Neural Network) [3] and R∗CNN [4] also classify the

human body as a whole by using the method of moving and
marking bounding boxes in object recognition tasks.

+e approach based on human pose tends to find the
similarity between the same postures [5–8]. Some of these
pose-based approaches assume that the body moves in re-
lation to various parts of the body and use them to represent
them (such as the head, hands, and feet). Diba et al. [9]
mined the middle layer features of the image and extracted
different types of features. Zhao et al. [10] propose the
methodology which combines body actions and part actions
for action recognition. In the Whole and Parts [11] method,
Gkioxari proposed that each part of the body should be
supervised for movement, and specific networks should be
trained to distinguish between them.

+e approach based on human-object interaction not
only takes into account parts of human body components
but also uses detectors to distinguish objects. Gupta et al.
[12] added the description information of the scene on the
basis of the above methods to achieve a better behavior
recognition effect. Zhang et al. [1] tried to use the smallest
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annotation to segment the precise area of the underlying
person-object interaction. Zhao et al. [13] detected the se-
mantic part in the bounding box, arranged its features in
spatial order, and extended the interclass variance.

+e action recognition task in this paper is based on
static single images. +e classical classification network
ResNet-50 [14] and CPN (cascaded pyramid network) [15]
are combined and trained. Meanwhile, the improved CBAM
(Convolutional Block Attention Module) [16] and Tri-
dentNet [17] were added to the fused network in this paper,
which improved the performance of action recognition and
the classification accuracy on the basis of controlling the
number of overall parameters. In this paper, the effectiveness
of this method is verified by three experiments. From the
experimental results, the classification indexes of the im-
proved model are all increased compared with the previous
model. In the case of different body movements, different
background light, and blocked and incomplete characters in
the images, the network has achieved good recognition
results.

2. TheSingle-ImageHumanActionRecognition
Model in This Paper

Based on the Pascal Voc 2012 [18] dataset, this paper
constructs a multitask deep learning convolution network to
realize the classification of ten human actions in still images.
+e overall network architecture adopts ResNet-50 as the
backbone network and introduces TridentNet for im-
provement. +e model fuses the information of skeletal
keypoints to improve the accuracy. +e whole model is
shown in Figure 1.

+e backbone network of the model in Figure 1 is the
improved ResNet-50, in which we adapted TridentNet to
replace the original ResNet network structure, adding dif-
ferent sizes of receptive fields to the network. Compared
with other multibranch networks, the dilated convolution
and weight sharedmechanism introduced by TridentNet can
reduce parameters and simplify the network. Also, CPN [15]
is adopted and improved in the keypoints detection section.
Cascaded pyramid network can extract and fuse feature
information of different depth, and the added attention
model CBAM [16] can effectively improve its accuracy. +e
model adds the keypoints of network output to the images
for classification and strengthens the important parts by
adding weights and finally obtains and outputs the action
categories.

2.1. (e Improved ResNet Model with TridentNet Introduced.
Many researchers make the classification more accurate by
increasing the depth or width of the network. Here, we chose
to use a three-branch network instead of ResNet’s original
single-branch structure to expand its receptive field. +e
original ResNet-50 [14] contains 50 convolutions, which are
divided into 5 structurally similar stages to extract image
features, as shown in the Figure 2.

In order to reduce the number of parameters on the basis
of expanding the receptive field, we introduced TridentNet

[17] with three branches in the backbone ResNet-50. As can
be seen from Figure 3, TridentNet is introduced into the 5th
stage of ResNet-50 in this paper. Due to structural differ-
ences between modules in the ResNet network itself, the
improved trident module is also divided into Conv-trident
block and ID-trident block, whose structure is shown in
Figure 4.

+e original TridentNet was used as part of the object
detection network as a three-output structure. We made
some modifications to make it a single-branch output one
and added a shortcut to make it more in line with the ResNet
configuration.

In addition to joining the multibranch structure, the
TridentNet utilizes the concept of dilated convolution [19].
By filling 0 in the convolution kernel, the large receptive field
can be obtained with a fewer parameters. When the dilation
rate is d, the relationship between the side length n of the
convolution kernel, the number (d − 1) of filled 0, and the
size length k of the original convolution kernel is shown in
formula (1). In TridentNet’s structure, the parameter k of the
three branches is 3, and d is 1, 2, and 3, respectively.
+erefore, the size of the receptive field n becomes 3, 5, and
7. One has

n � k +(k − 1)∗ (d − 1). (1)

2.2.(e CPNKeypoint DetectionModel with AttentionModel
Introduced. +e detection of skeletal keypoints is mainly
based on the prediction of the image pixel points to de-
termine the most likely position. In order to further improve
the accuracy of CPN [15] output, we add an attention
module CBAM [16] to it. +e improved CPN model is
shown in Figure 5.

+e backbone of CPN is still ResNet-50. As shown in
Figure 5, CPN network with attention model is introduced.
In order to make the attention mechanism play a role in
CPN as a whole, CBAM is added to the deepest layer of the
network and acts on feature information of different depth
through the upsampling network layer by layer in the feature
pyramid. Each pixel in the output image represents the
probability of skeletal keypoints and constitutes a heatmap,
which is then converted into the numerical coordinates by
soft-argmax function before output.

CPN is a top-down human keypoints detection network,
which takes the result of pedestrian detection network as
input and locates the skeletal keypoints through network
processing. +e CPN network consists of two parts: Glob-
alNet network for early rough detection of keypoints and
RefineNet network for fine tuning. +e network structure is
shown in Figure 6.

GlobalNet uses the network structure to combine the
shallow features of low semantic information but high
resolution with the deep features of high semantic infor-
mation but low resolution. CPN network reduces the size of
feature graph but increases the number of channels while
extracting information by bottleneck. GlobalNet makes use
of upper sampling and feature superposition to achieve the
fusion of shallow and deep features. RefineNet takes the
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features of the GlobalNet output and integrates them
through a concat layer while extracting the details. RefineNet
focuses on learning about difficult-to-locate points (such as

occlusion) that GlobalNet cannot accurately locate. With
fine-tuning, the network can achieve a balance between
efficiency and performance on a smaller spatial scale.
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+e essence of the attention mechanism is to emphasize
the important position that is useful for the learning target
and suppress the irrelevant information by assigning the
weight coefficient to the image feature information. CBAM
module improves the accuracy of CPN by introducing at-
tention mechanism. +e advantage is that it is flexible and
portable and can be inserted into the network without
changing the backbone structure. +e network structure of
CBAM is shown in Figure 7. +e attention module can be
divided into two parts: channel attention and spatial at-
tention. Channel attention learns the importance of each
channel through pooling operations and thus assigns dif-
ferent weights to channels. After global maximum pooling
and average pooling, it was entered into Multilayer Per-
ceptron (MLP) for learning, and the learning results were
superimposed to obtain channel attention. +e input of
spatial attention is a feature map weighted by channel at-
tention, which learns the importance of each position in the
feature map to the points to be estimated. After average
pooling and maximum pooling, respectively, the two were
spliced according to the first dimension, and finally spatial

attention was generated through a convolution of size of
3∗ 3.

2.3. Fusion Model of Human Keypoints and Action Recogni-
tion Features. In order to improve the action recognition
performance of the whole network, we added the skeleton
keypoints to the backbone network for enhancement. +e
overall network structure is a multibranch multitask net-
work, in which one task is keypoints detection and the other
is to extract features for classification. After that, human
action category is obtained through feature fusion training.
+e feature fusion process is shown in Figure 8. When an
image comes in, the network sends it to both branches of the
network. +e upper part is the trained CPN, which can
estimate the heatmap of a series of keypoints, while the lower
part is the backbone network ResNet-50 without the last
softmax part to extract features. We treat the keypoints
heatmaps and the backbone output features the same size
and then multiply them at the pixel level. Since the pixel
values in the heatmap of keypoints are all between [0, 1],
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product formula (2) is obtained. +e pixel value Fa after
fusion is (1 + α) times to Fb before fusion, where the value is
the corresponding pixel value in the heatmap of the key-
points. +e higher the value of the heatmap here is (i.e., the
closer to the position of the keypoint), the more the value is
emphasized. One has

Fa � (1 + α)Fb. (2)

At the end of the network is the softmax layer for the
classification section. By taking the softmax layer of ResNet-
50 and using it as the final classification layer of the overall
network, we can predict the corresponding category of
images in ten action categories.

3. Experiments and Tests

3.1. Experimental Conditions, Tools, and Datasets. +e ex-
perimental hardware is GPU RTX 2070 graphics card server,

on which we use Python language to write programs in
Sublime Text3 editor and runs in Anaconda environment.
Pytorch, a deep learning framework, was used to construct
the neural network in the program, and the final result was
visualized. +e experimental curve was drawn by
Tensorboardx.

In this paper, six different datasets are selected, which are
as follows:

(1) Cifar-10/Cifar-100: Cifar-10 and Cifar-100 were
collected by Alex Krizhevsky, Vinod Nair, and
Geoffrey Hinton. Cifar-10 consists of 6000 RGB
images in 10 categories. +e images in the
dataset are pictures of objects in the real world,
with large background noise and different pro-
portions. Cifar-100 consists of 100 categories,
each containing 600 images, divided into 20 super
categories, each with a “fine” label and a “rough”
label.
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(2) ImageNet: ImageNet is a database of human vision
systems built by Stanford computer science re-
searchers. ImageNet currently has the largest image
recognition database in the world, with more than 14
million images from various projects.

(3) SVHN: Street View House Numbers (SVHN) da-
tabase is a real world dataset for object detection,
with more than 6∗105 pictures of house number,
divided into 10 categories from 0 to 9. +e images
were collected from Street View House Numbers on
Google Maps.

(4) MS COCO [20]: we mainly use the keypoints data in
COCO to train and evaluate the keypoint detection
network. +ere are more than 143 k images in it,
including 118288 images of training set, 5000 images
of verification set, and 20288 images of test set. 250 k
characters are labeled in the COCO dataset, in-
cluding up to 1700 k human skeletal keypoints.
+e label format of the COCO dataset is JSON file (a
text file that records label data), and for each individual
instance, its detection box, segmentation boundary
mask, and 17 keypoints coordinates are identified. +e
17 keypoints are the nose, left and right eyes, left and
right ears, left and right shoulders, left and right elbows,
left and right wrists, left and right hips, left and right
knees, and left and right ankles.

(5) Pascal Voc [18]: the dataset used for human action
recognition in this paper is Pascal Voc 2012. +e
Pascal Voc dataset contains a variety of image
processing tasks. As one of the benchmark datasets,
it is frequently used in various network comparison
experiments. In addition to human action recogni-
tion, it also includes a variety of tasks such as
classification, segmentation, detection, and classifi-
cation of human parts.

+e data on human action recognition in Pascal Voc
included ten categories, namely, jumping, playing instru-
ment, taking photo, riding horse, reading, phoning, using
computer, riding bike, running, and walking.+ere are 4,588
images, including 2,296 images in the training set and 2,292
images in the test set.

3.2. Improved ResNet Model Experiment. +is experiment
improved the original classification network ResNet-50 by
adding TridentNet and conducted experiments on four
different classification datasets: Cifar-10, Cifar-100,
ImageNet, and SVHN to test the improved effect.

Table 1 shows the comparison of experimental error
rates of single-branch network (unimproved ResNet-50),
common three-branch network (inception module), and the
network in this paper (joined the dilated convolution and
weight sharing of TridentNet) on four datasets. +rough
experiments, it can be concluded that the classification error
rate of the network in this paper is significantly reduced
compared with that of the single-branch ResNet-50, which is
1.18 less on Cifar-10, 2.89 less on Cifar-100, 1.42 less on
ImageNet, and 0.26 less on SVHM. And compared with the

three-branch network without dilated convolution and
weight sharing, the improved network can reduce the error
rate while reducing the parameters due to the effect of weight
sharing.

We use floating-point operations (FLOPs) and param-
eters to evaluate the complexity of the improved network
model. For a convolution operation, kw and kh represent the
width and height of the convolution kernel. +e number of
input channels in this layer is Cin and the number of output
channels is Cout. If the height and width of the feature graph
output from this layer are denoted as H and W, the cal-
culation formula of FLOPsconv is shown in

FLOPsconv � kw ∗ kh ∗ cin( 􏼁∗ cout + cout􏼂 􏼃∗H∗W. (3)

+e calculation formula of paramconv is shown in

paramconv � kw ∗ kh ∗ cin( 􏼁∗ cout + cout. (4)

Table 2 shows the comparison of the running time,
number of arguments, and floating-point operations of the
three networks. +e results show that the time of the im-
proved three-branch network is 44.58 s less than that of the
simple three-branch network, 108.266 M less in the number
of parameters, and 5.461 G less in the floating-point com-
putation, but it does not increase much compared with the
single-branch network ResNet-50. +erefore, the network
used in this paper reduces the error rate of network clas-
sification without increasing computation.

+rough the analysis and comparison of Tables 1 and 2,
it can be seen that the improved network can reduce the
error rate of network classification under the control of the
number of parameters, indicating that the improvement
made in this paper is effective.

3.3. Keypoint Detection Model Experiment. In the part of
human skeletal keypoint detection, we improved the net-
work CPN [15] by adding the attention model CBAM [16] to
achieve high accuracy and selected the main keypoint de-
tection methods for comparison test. Cmu-Pose [21], Mask-
Rcnn, G-Rmi [22], PersonLab [23], and CPN are used for
comparison experiments. Among them, Cmu-Pose [21] was
the champion of COCO human keypoints detection com-
petition in 2016.+e evaluation indexes were AP and AR, AP
and AR with thresholds of 0.5 and 0.75, and AP and AR
under the medium target (APm,ARm) and then under large
target (APl,ARl). Figure 9 is the experimental comparison
between the improved CPN network and the original CPN.
As can be seen from Figure 9, AP and AR of the improved
CPN network in this paper can reach 72.3 and 78.3, re-
spectively, which are 0.7 and 0.3 higher than that of the
original CPN network and are also improved under other
thresholds and evaluation indexes of large and medium-
sized goals.

Figure 10 is the experimental result of comparison be-
tween the network with Cmu-Pose, Mask-Rcnn, G-Rmi, and
PersonLab. As can be seen from Figure 10, the performance
of the network used in this paper is obviously better than that
of the bottom-upmethod (such as Cmu-Pose) and the newer
algorithm PersonLab in positioning accuracy. Compared
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with the same type of top-down algorithmG-Rmi andMask-
Rcnn, the accuracy of the method in this paper is also
improved to some extent.

Figure 11 shows the keypoints detection effect under
different scenes. In the figure, the 17 keypoints of the human
body are marked with different color points, and the

Table 1: Comparison of network classification error rate before and after improvement.

Cifar-10 Cifar-100 ImageNet SVHN
Single-branch network 6.41 27.22 22.85 2.01
+ree-branch network 5.38 25.06 21.54 1.77
Ours 5.23 24.33 21.43 1.75

Table 2: Comparison of network complexity before and after improvement.

+e elapsed time (s/epoch) Params (M) FLOPs (G)
Single-branch network 97.40 25.557 4.136
+ree-branch network 152.07 143.593 10.170
Ours 107.49 35.327 4.709
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Figure 9: Comparison of improved CPN with the original network.
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Figure 10: Comparison of different algorithms on the COCO dataset.
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associated points are connected by color lines in pairs. +e
results show that the network in this paper can not only
perform well in single images such as in Figures 11(a),
11(d), and 11(f ) but also get good results in multiple images
such as in Figures 11(b), 11(c), and 11(e) with complex
interference. Among them, Figures 11(c) and 11(f ) are
small-size human body pictures, Figures 11(b) and 11(c)
are severely blocked, and the keypoints in Figures 11(b)–
11(d) are incomplete. In the above cases, the network can
detect the keypoints well.

3.4. Action Recognition Experiment of Fusion Keypoints
Information. In this paper, the human action recognition
test experiment was carried out with ResNet-50, which
incorporates skeletal keypoints. After 200 rounds (6∗104
iterations) of training on the Pascal Voc dataset, the net-
work’s final accuracy remained around 92%.

We started with the keypoints detection ablation test,
with controls for other variables, and compared only the
results of the baseline ResNet-50 model with it after the
addition of the points. From Figure 12, we can intuitively
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Figure 11: Keypoint detection renderings in different scenes, (a) single person with no occlusion, (b) multiple people with occlusion,
(c) small size of multiple people with occlusion, (d) half body without occlusion, (e) multiple people without occlusion, and (f) small size of
single person without occlusion.
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observe that, after the keypoints are added into the model
used in this paper, the classification indexes are all increased
compared with the previous one. +e accuracy of taking
photos, phoning, walking, running, and using computer all
improved significantly, with increases of 6.4, 6.1, 4.3, 3.6, and
3.2, respectively, and the final mAP (mean average accuracy)
was improved by 2.4.

We also compared the model with other networks. +e
networks selected in the comparison experiment were
RCNN [3], Action Mask [1], R∗CNN [4], Whole and Parts
[11], and TDP [13], respectively. Table 3 shows the com-
parison results of these five models with the algorithm in this
paper. It can be seen from the table that the method pro-
posed in this paper achieves a maximum value of 92.1 on the
final mAP. In addition, the algorithm obtained the highest
score of 7 of the 10 categories. +e seven categories are
phoning, playing instrument, reading, running, taking

photo, using computer, and walking. +is shows that al-
though the algorithm in this paper does not use additional
data and tricks, it still achieves a competitive result. +is can
prove the effectiveness of the proposed method.

+e final human action recognition experiment results of
the network in different scenarios in this paper are shown in
Figure 13. In order to facilitate visualization, we marked the
people in the picture with the human body detection
bounding box in dataset when the picture was generated and
finally added the predicted result category to the picture.
+ere are different body movements, different background
light, and blocked and incomplete characters in the picture.
For example, in Figure 13(d), the human body is incomplete,
in Figures 13(b) and 13(c), the human body is blocked, and
Figure 13(e) shows the situation of multiple people. +e
network has achieved good recognition results in these
pictures.
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Figure 12: Comparison of accuracy between the ResnNet-50 model before and after keypoints were added.

Table 3: Comparison of experimental results on different network models.

Method RCNN Action mask R∗CNN Whole and Parts TDP Ours
Jumping 91.3 86.7 91.5 84.7 96.4 93.6
Phoning 77.1 72.2 84.4 67.8 84.7 90.5
Playing instrument 91.1 94 93.6 91 96.7 96.8
Reading 76.1 71.3 83.2 66.6 83.3 90.5
Riding horse 96.7 95.4 96.9 96.6 99.4 98.4
Riding bike 96.3 97.6 98.4 97.2 99.2 98.6
Running 92 88.5 93.8 90.2 91.9 94.2
Taking photo 83.8 72.4 85.9 76 85.3 90.1
Using computer 85.9 88.4 92.6 83.4 93.9 94.5
Walking 81.8 65.3 81.8 71.6 84.7 85.2
mAP 87 83.2 90.2 82.6 91.6 92.1
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(a) (b)

(c) (d)

(e)

Figure 13: Experimental results of human action recognition under different conditions, (a) running, (b) riding bike, (c) playing in-
strument, (d) reading, and (e) jumping.
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4. Conclusions

To solve the problem that the accuracy of single image is not
high in human action recognition, we propose a single-
image human action recognitionmethod based on improved
ResNet and skeletal keypoints. In this method, ResNet-50
was used as the main classification network, in which CPN
was integrated to assist. +e whole network is multitask
structured. On this basis, the backbone ResNet-50 and
branch CPN networks are modified to improve the recog-
nition accuracy without increasing the overall network
parameters. Experiments show that the method has better
performance and higher accuracy than ResNet-50 network
and other single-image human action recognition networks.
+e following research can start from the aspect of sys-
tematization network model, so that the network can be
integrated into an end-to-end model to better embed
multiple device platforms.
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Person reidentification is aimed at solving the problem of matching and identifying people under the scene of cross cameras.
However, due to the complicated changes of different surveillance scenes, the error rate of person reidentification exists greatly. In
order to solve this problem and improve the accuracy of person reidentification, a newmethod is proposed, which is integrated by
attention mechanism, hard sample acceleration, and similarity optimization. First, the bilinear channel fusion attention
mechanism is introduced to improve the bottleneck of ResNet50 and fine-grained information in the way of multireceptive field
feature channel fusion is fully learnt, which enhances the robustness of pedestrian features. Meanwhile, a hard sample selection
mechanism is designed on the basis of the P2G optimization model, which can simplify and accelerate picking out hard samples.
(e hard samples are used as the objects of similarity optimization to realize the compression of the model and the enhancement
of the generalization ability. Finally, a local and global feature similarity fusion module is designed, in which the weights of each
part are learned through the training process, and the importance of key parts is automatically perceived. Experimental results on
Market-1501 and CUHK03 datasets show that, compared with existing methods, the algorithm in this paper can effectively
improve the accuracy of person reidentification.

1. Introduction

As an important intelligent video analysis technology, person
reidentification is widely used in the fields of intelligent se-
curity, case detection, lost query, intelligent interaction, and so
on. It is an important means in the field of public safety.
However, the huge difference in lighting, occlusion, resolution,
background, and human posture, in the actual scene, and the
deficiency of data make person reidentification task still face
many difficulties and challenges.

Feature learningmethod andmetric learning method are
two basic directions in the research of person reidentifica-
tion task. (e method of feature representation mainly
focuses on how to extract robust person features, such as the
Ensemble of Localized Features [1], like colour and texture
features, SDALF (Symmetry-Driven Accumulation of Local
Features) [2], the Local Maximal Occurrence (LOMO)

representation [3], and the fusion net of CNN features and
manual features (FFN) [4]. (e weighted histogram feature
of middle dense and significant blocks is based on the Gauss
mixture model [5]. Using the information continuity be-
tween image blocks, we design the attention mechanism to
optimize the image similarity of blocks after the PCB net-
work [6]. However, only relying on image feature expression
cannot completely solve this task. Many scholars have done a
lot of research in image feature measurement. KISSME al-
gorithm [7] measures the degree of difference between
samples by likelihood ratio and obtains the Mahalanobis
metric, which reflects the log-likelihood ratio property.
Based on the Siamese Network, using contrastive loss [8–11]
and verification loss, like Triplet loss [12–16] andQuadruplet
loss [17], makes the distance between the same ID persons
closer and that between those with different ID farther. Some
rerank methods, like SSM (Supervised Smoothed Manifold)
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[18], k-reciprocal neighbours [19] and UED (the Unified
Ensemble Diffusion) [20], were used to achieve more ac-
curate person reidentification.

Aiming at extracting more robust feature for person im-
ages, based on the Siamese Network, we improve the convo-
lution settings on the ResNet50, integrate multiscale visual field
features, and design the attentionmechanism of channel fusion
to enhance the expression of fine-grained feature information
in the image. At the same time, unlike the existing feature
measurement and rerank algorithms, based on the P2G sim-
ilarity optimization model [21], a hard sample selection
mechanism is set up, which uses the hard samples to optimize
the P2G similarity to enhance the learning and generalization
ability of themodel. In addition, in order tomake full use of the
detailed information of the image features, while avoiding the
cumbersome process of local feature extraction, the features are
grouped in the way of horizontal overlap, and the similarity
between query image and gallery image for each group was
calculated, respectively. We integrate all groups of similarities
and global similarity to realize automatically perceiving of the
key parts, so as to get more accurate similarity measurement
results. Experiments on Market-1501 and CUHK03 datasets
show that the proposed model can extract person features
completely and achieve higher recognition accuracy.

2. Materials and Methods

In this paper, a complete person reidentification model is
constructed, in which the improved ResNet50 is the back-
bone to extract person image features. Based on the P2G
similarity optimization model, the hard sample mining and
feature grouping and similarities fusion module are intro-
duced to improve the accuracy of person reidentification
model. (e whole model can be divided into three modules:
feature extraction module, hard sample mining module, and
feature group and similarities optimization fusion module.
Finally, by sorting the similarity scores, we get the retrieval
results of the probe in all gallery images. (e overall
framework of the algorithm is shown in Figure 1.

(e feature extraction module adopts the improved
ResNet50 as the backbone and designs a bilinear feature channel
fusion module to extract more robust features. (e hard sample
miningmodule is based on the calculated initial feature distance
d (p, g) and selects the most difficult positive samples and
negative samples for each probe image as the similarity update
examples. On the one hand, it can improve the generalization
ability of the network; on the other hand, it can also reduce data
redundancy and the computational pressure. (e feature
groupingmodule divides the features of the images into 3 groups
in the way of horizontal overlap grouping, and each group of
features is used to calculate and optimize the local similarity
score separately to enhance the impact of detail information on
similarity measurement. Finally, combined with global feature
similarity, we could obtain a more accurate similarity.

2.1. Improved ResNet Module. For normal convolution,
convolution kernels in convolution operations can be
regarded as a three-dimensional filter, containing channel

dimensions and spatial dimensions (the width and height of
feature map), thereby realizing joint mapping of channel
correlation and spatial correlation. Convolution neural
network reduces parameters in training process through
receptive field and weight sharing. However, as the number
of network layers increases, the amount of parameters also
increases, thus increasing the amount of computation
training process and the resource cost.

Depthwise separable convolution, using different con-
volution kernels for different input channels, decomposes
the normal convolution into two processes: depthwise
convolution (DW) and pointwise convolution (PW). (e
channel correlation and spatial correlation in convolution
layer are separately mapped to realize the decoupling of the
two. (e depthwise convolution groups features in the
channel dimension, and the number of groups is the number
of characteristic channels. Compared with normal convo-
lution, the number of convolution kernel parameters and the
amount of computation in convolution process are reduced
to a great extent, thus reducing the pressure of network
computing resources.

Based on the idea of depthwise separable convolution,
we improved the residual bottleneck module in the
ResNet50 network. First, we extract the channel features and
then replace the normal convolution (Conv 3× 3) in the
original bottleneck by depthwise convolution (DW 3× 3) to
learn spatial information. (en we use pointwise convolu-
tion (PW 1× 1) to realize the fusion of channel features. (e
improved bottleneck block network structure is shown in
Figure 2.

Probe Gallery

Extract feature (p) from 
improved ResNet50

Extract feature (g) from 
improved ResNet50

Calculate the feature
distance d (p, g)

Hard sample mining

Feature grouping

P2G similarity refine

Similarity fusing and sorting

Top retrieval results

Figure 1: (e overall framework flow of the algorithm.
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(e improvement of the bottleneck block realizes the
separation of channel features and spatial features, weakens the
coupling between channel features and spatial features, and
makes the network learn the features of different dimensions
more distinguishably. At the same time, independent learning
channel features and spatial features strengthen the connection
between the spatial structures on the feature map and also
make the correlation between different channel features more
differentiated. With the deepening of the network, the spatial
feature size of the image is getting smaller and smaller, and the
number of channels is increasing. We apply the improved
bottleneck block to the final stage of the ResNet50 network,
without reducing the network’s ability to extract features, to
minimize the network computing overhead and parameter
storage pressure.

Because different channels of image features often
contain different attributes or different degrees of expression
of the same attribute, the simple addition of features does
not make full use of the information of image, and it will
waste or even lose the image information to some extent.
Bilinear models calculate the outer product of different
spatial positions. Moreover, the average convergence of
features at different spatial locations has a good effect in
learning fine-grained image representation. (e outer
product captures the pairwise correlation between feature
channels and has the characteristic of translation invariance.

A bilinear channel fusion attention mechanism is
designed on the basis of the ResNet residual structure with
deep separable convolution. On the one hand, interactive
model for local pairwise features is carried out, and bilinear
expressions are applied in convolution neural networks in
depth to learn fine-grained image features (such as clothing
texture, hairstyle, and movement of persons). On the other
hand, the channel information is broken through, and the
attention of different channels is strengthened by means of
channel attention. (e bilinear channel fusion attention
module structure is shown in Figure 3.

In Figure 3, the input feature connects the channel in-
formation through a normal convolution (Conv 1× 1) to get
the initial feature I ∈ RC×H×W. We divide the initial feature I
into three branches to deal with it separately, and each
branch sets different receptive fields and convolution
methods, respectively. For Branch 1, the initial feature goes
through a layer of depthwise convolution (DW 3× 3) to get
feature X1 ∈ RC×H×W. For Branch 2, it expands the receptive
field of the initial feature through the two layers of depthwise
convolution (DW 3× 3), which is equivalent to the spatial
information that incorporates the scope of the size of 5× 5
and gets the feature X2 ∈ RC×H×W. Branch 3 is the original
feature I without any processing. (en we vectorize the
feature I, as well as each channel of feature X1 and feature X2,
where N � H × W:

Conv 1 × 1

Conv 3 × 3

Input

Output

ReLU

ReLU

ReLU

Conv 1 × 1

Conv 1 × 1

BN

(a)

Conv 1 × 1

DW 3 × 3

Input

Output

ReLU

ReLU

ReLU

PW 1 × 1

Conv 1 × 1

BN

(b)

Figure 2: Bottleneck improvement: (a) original bottleneck; (b) improved bottleneck.
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I ∈ R
C×H×W ⟶vectorization

I1 ∈ R
C×N

,

X1 ∈ R
C×H×W ⟶vectorization

F1 ∈ R
C×N

,

X2 ∈ R
C×H×W ⟶vectorization

F2 ∈ R
C×N

.

(1)

After that, for each location l of the input feature I, we
have designed the bilinear model shown in the following
equation:

bilinear l, I, f1, f2( 􏼁 � f1(l, I)
T
f2(l, I). (2)

In the previous equation, f1 and f2 are the feature
mapping functions, and the initial features I are mapped to
F1, F2 ∈ RC×N, respectively. In this way, bilinear models are
used to make full use of the fine-grain information under
different receptive fields. We define the bilinear fusion based
on the two branch features as

B � F1 · F2T
, (3)

where B ∈ RC×C and Bij � 􏽐
N
k�1 F1ik · F2jk. (e bilinear

image feature B integrates the details of person images
between different channels, so we generate a set of channel
attention M ∈ RC×C through the Softmax layer after the
bilinear model:

Mi,j �
exp Bij􏼐 􏼑

􏽐
C
i�1 exp Bij􏼐 􏼑

. (4)

Mi, j represents the influence of channel j on channel i.
(erefore, attentionM can be regarded as a summary of the
interchannel dependency and the local feature strength of a
given feature graph. In order to achieve the effect of at-
tention mapping on the original features, we will pay at-
tention to the transposition of the torque matrix M to the
original features I1. (e results are reshaped into three-di-
mensional space with the same shape as input tensor to get
the output features D ∈ RC×H×W:

D1 � M
T

· I1,

D1 ∈ R
C×N⟶

reshape
D ∈ RC×H×W

.

(5)

Finally, the pointwise convolution (PW 1× 1) is used to
fuse the image features of the channel attention information
to form a complete bottleneck module.

2.2. Hard Sample Selection Mechanism. (e selection of
training samples by traditional recognition methods mostly
put all the positive and negative samples of batch into
training. Although the number of samples is large, it is
difficult to avoid the fact that the sample is too simple, which
is of little significance to model training and waste of
computing resources. For example, through continuous
person images, we could get similar or even identical sample
images. However, due to the large difference of clothing,
shape, or background in some person images, the negative
samples are relatively simple. (e model can easily

distinguish person differences. (erefore, a large number of
simple samples will waste a lot of time and computing re-
sources in the later stage of the model.

To solve this problem, a simple hard sample mining
module is designed to extract hard samples from all the
samples into the initial P2G similarity optimization module
[21], so as to enhance the ability of network learning
complex samples, thereby improving the generalization
ability of the model. As shown in Figure 4, the same colour
features represent the same person ID, while different colour
features represent different person IDs.

In order to optimize the network training stage, the ID
of the image is applied as a known parameter to the
training stage, in the hard sample mining module, to
ensure that the network can effectively learn the accurate
feature expression from the hard sample image pair. In the
training stage, each batch has n different person IDs, and
each person ID has K different pictures; that is, each batch
contains n ×K images. Suppose that every ID selects a
picture as the probe; then the whole group of images is
input into the improved Siamese Network module, and the
image features are extracted and the similarities between
each probe and other images (Gallery) are calculated, so as
to get the initial P2G similarity score vector. According to
the initial similarity score, we can select the difficult
samples in the whole group of pictures for each probe
picture. We take the samples with lower similarity scores
under the same ID as hard positive samples and the
samples with higher scores under different IDs as the
difficult negative samples. Next, the hard positive samples
and the hard negative samples are used as the input of the
P2G similarity update module.

We set the hard sample mining module before the P2G
similarity optimization module, which is equivalent to a
mask for the initial similarity matrix S, making the similarity
information of the simple samples inactive automatically,
and the hard samples as the input of the similarity update
module. In this way, the similarity information of hard
samples is used to optimize the initial P2G similarity, so as to
fully exploit the correlation between difficult samples under
limited computing resources.

2.3. P2G Similarity Optimization and Feature Fusion.
Due to the fact that the local part of person image contains
rich person details, common person reidentification
methods based on local images (such as key points detection,
image segmentation, person attributes, etc.) require ex-
pensive semantic component learning process. In the form
of feature partitioning, we design a local and global feature
similarity fusion module to make full use of the detailed
information of the image features, while avoiding the
cumbersome process of local feature extraction, which also
realizes the automatic perception of the characteristics of
effective parts [22].

We adjust the input image to a size of 256×128, so after
the ResNet50 network, the output of the last layer is
16× 8× 2048. Feature grouping module is set at the last layer
of the network output. (e output feature is grouped in the
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way of horizontal overlap into the 3 upper, middle, and
lower groups of size of 8× 8× 2048. (e principle of feature
grouping is shown in Figure 5.

After grouping, each feature is calculated separately by
local feature distance, and the local similarity score is ob-
tained at the same time, and the local similarity is updated by
the similarity optimization module [21]. Adding to the
global similarity estimation, we get 4 sets of similarity scores.
However, the 3 sets of local similarities make full use of local
detail feature information, expressing the local correlation
between images and showing the similarity is based on fine-
grained image and locality. (e global similarity grasps the
overall style and characteristics of the image. It has a
complete expression to the similarity relation of the person’s
overall contour and attributes. Each group of similarity has
its own advantages, but it cannot fully express the correlation
between images. After obtaining the similarity measure
results, we integrate the local and global similarity to get the
complete similarity measure results. (e similarity module
and the global similarity module are shown in Figure 6.

In the similarity fusion module, the 4 groups of P2G
similarity scores are first spliced into a set of similarity score
vectors through flatten and concat. (en they are input to
the fully connected layer.(e FC layer takes all the similarity
scores extracted from the previous layer as input features

and maps them to a new dimension vector as the output
value in the fully connected mode. (e result of similarity
measurement after fusion is obtained.

(e FC layer cannot only map the learned distributed
feature representation to the corresponding space in the
network but also realize the learning of distributed feature
weights through the training process. In forward propaga-
tion, a fusion map of similarity scores is achieved through a
fully connected layer. When being back-propagated, the
weights of different local feature similarity and global feature
similarity are automatically adjusted through training, so as
to realize automatic perception of local details and global
information of the image. After multiple iterations of net-
work training, the P2G similarity is gradually refined, and
the accuracy of pedestrian reidentification ranking results
has been correspondingly improved.

3. Experiment and Test

3.1. P2GSimilarityUpdateAlgorithm. In this paper, Market-
1501 and CUHK03 datasets are used to carry out experi-
mental and comparative analysis of two datasets with larger
data volume.

(eMarket-1501 dataset was collected in real time on the
campus of Tsinghua University in the summer of 2015. (e
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Figure 5: (a) Original feature; (b) features grouped in the way of horizontal overlap.
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person images came from 6 different cameras, including
32668 pictures containing 1501 ID persons. We divide the
1501 persons into two groups: training set and test set: the
training set contains 751 people and 12936 pictures, and the
test set contains 19732 pictures of 750 people.

(e CUHK03 dataset was collected on the campus of
Chinese University of Hong Kong.(e images came from 10
different cameras. (ere are 14097 images of 1467 persons,
with an average of 9.6 training pictures per person. (e
dataset is divided into two groups, of which 767 are training
sets and 700 are test sets. At the same time, the dataset also
provides two-person-marking information detected by
manual annotation and DPM detector.

In this paper, we use the cumulative matching charac-
teristic (CMC) curve and the mean Average Precision
(mAP) to evaluate the performance of two models.

Among them, the cumulative matching characteristic
(CMC) curve takes Rank-n as the abscissa and Rank-n
matching result accuracy rate as the ordinate. Rank-n
represents, according to P2G similarity score, the ratio of the
number of the correct matching probes to the number of all
the probes, that is, the front n hit rate. In the CMC curve, we
often use three sets of results of Rank-1, Rank-5, and Rank-
10 to visualize the effect of the model.

In this paper, we propose a person reidentificationmodel
experiment using RTX 2070 graphics acceleration calcula-
tion. Under the Anaconda development environment, we
implement it based on PyTorch open source framework and
Python programming. Before model training, we pretrained
the ResNet50 parameters on the ImageNet dataset. In order
to improve the expressive power and generalization ability of
the model, we set up the data preprocess before training the
model. We used random erasure, random horizontal flip-
ping, and data standardization to preprocess the image. (e
size of the image was adjusted to 256×128, with the mean
[0.485, 0.456, 0.406] and variance [0.229, 0.224, 0.225]
normalizing the RGB three-channel image as the input of the
network.

(ere are two key elements in the person reidentification
model: (1) Improve the ResNet50 based Siamese Network to
extract robust person features, so as to improve the efficiency
of similarity measurement, to achieve the purpose of im-
proving the accuracy of reidentification. (2) Use the hard
sample mining and similarity optimization fusion module to
refine the initial similarity results and achieve the

optimization of similarity ranking results. In the experiment,
we not only integrate two key elements into the whole model
training to verify the overall effect of the model but also
conduct ablation experiments on twomodules to observe the
effectiveness of each independent part.

3.2. Improving the Siamese Network Module Experiment and
Result Analysis. In order to verify the effectiveness of the
improvement in Siamese Network, we extract the person
features based on the improved network structure. (en
Euclidean distance is used to measure the similarity between
the probe and the gallery, and the image in the gallery is
sorted according to the similarity scores. In addition to the
contrast experiment, based on the original ResNet50 and the
improved ResNet50, we also carried out ablation experi-
ments on two kinds of training methods, namely, the
contrastive loss based on the Euclidean distance and the
classification loss based on cross-entropy. (e experimental
results of the improved Siamese Network module on
Market-1501 are shown in Table 1.

From Table 1, we can see that, in the improved Siamese
Network module using Euclidean distance metric, the av-
erage accuracy of the model is increased by 1.7 percentage
points. Rank-1 is also increased by about 12.74%. After
adding the cross-entropy loss, the improved Siamese Net-
work is a backbone network and the first hit rate of Rank-1 is
89.86%. (e average accuracy index is also improved to
73.64%. (e improved Siamese Network module is used to
extract the features. (e results are all higher than the Si-
amese Network model based on the original ResNet50. (is
indicates that the improved ResNet50 can extract more
robust person features when using the simplest similarity
measure and classification model and improve the accuracy
of person reidentification.

Based on the calculation results of Rank-n, we draw the
CMC curve of the person reidentification of two backbones
under different training methods, as shown in Figure 7. In
the figure, the CMC curve of the improved Siamese Network
model is always located above the CMC curve of the original
ResNet50, which indicates that the hit rate of person ranking
results from the improved model of this paper is always
higher than that of the original model.

3.3. P2G Similarity Optimization Experiment and Result
Analysis. We not only did ablation experiments on every
part of the module but also compared the results with other
algorithm models to see the effectiveness of P2G similarity
optimization module guided by G2G similarity.

“Baseline” in Table 2 refers to the backbone based on the
original ResNet50 network.(e Euclidean distance is used to
measure the initial similarity, and the cross-entropy is used
to carry out the classification loss of the network. From
Table 2, it can be found that, after the hard sample mining
module is added to the model, the average precision mAP
increased to 79.15%. After the local feature division and the
integration of global and local feature similarity, the mAP
index of the model reached 82.5%, and the Rank-1 rate
increased to 92.3%.

Refined P2G similarities
A1, A2, A3, A4

Flatten
and concat 

Fully connected 
and dropout

Final P2G 
similarity A

A1

A2

A3

A4

Figure 6: Local and global feature similarity fusion module.
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In Figure 8, we draw the CMC curve of the model under
different conditions. After introducing the hard sample
selection mechanism and the global and local similarity
design, the hit rate of the model is further improved. (e
CMC curve of the improved model is obviously higher than
that of the basic mode curve.

3.4.OverallModel Training andExperimental Result Analysis.
In addition, we have integrated the design of the model and
took the improved ResNet50 as the backbone. Based on the
P2G optimization model, the hard sample mining mecha-
nism is introduced, and feature groups and similarity fusion
modules are implemented to achieve the accuracy of person
image similarity. (e performance of the overall model is
compared with the existing models on the Market-1501
dataset and the CUHK03 dataset. (e results are shown in
Tables 3 and 4.

From the experimental results on the Market-1501
dataset, we can see that, compared with the LSTM network
that integrates the Long Short-Term Memory into the Sia-
mese Network and the TriHard algorithm, this model has a
great advantage in mAP and Rank-1 accuracy. It is also in
common with the model Spindle based on human image
segmentation and component alignment. Compared with
Spindle Net, AlignedReID, and GLAD models, this method
has a significant improvement in average precision and
Rank-n rate. Compared with the current popular reranking
methods, K-reciprocal and PSE +ECN, although the average

Table 2: Comparison of ablation experimental results of similarity optimization module.

Network setting mAP Rank-1 Rank-5 Rank-10
Baseline + P2G optimization 78.28 89.97 96.35 97.62
Baseline + P2G optimization + hard sample mining 79.15 90.73 96.92 98.04
Baseline + P2G optimization + hard sample mining + feature fusion 82.5 92.3 97.1 98.3

Table 1: Comparison of experimental results before and after the Siamese network improvement.

Network settings mAP Rank-1 Rank-5 Rank-10
ResNet50 + Euclidean 40.54 60.12 78.02 85.34
Improved ResNet50 + Euclidean 42.30 72.86 87.41 90.68
ResNet50 + Euclidean + cross-entropy 71.59 88.74 95.22 96.97
Improved ResNet50 + Euclidean + cross-entropy 73.64 89.86 96.74 98.21
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Figure 7: (e CMC curves of different trunk network models.
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Figure 8: (e CMC curves of similarity optimization module.

Table 3: Experimental results of different models on the Market-
1501 dataset.

Method mAP Rank-1 Rank-5 Rank-10
LSTM 35.3 61.6 — —
Spindle Net — 76.9 91.5 94.6
TriHard 69.1 84.9 94.2 —
GLAD 73.9 89.9 — —
K-reciprocal 63.6 77.1 — —
AlignedReID 79.3 91.8 — —
PSE+ECN 84.0 90.3 — —
Ours 82.7 92.5 97.8 98.6
“—” indicates that the index data are not given in the original paper of the
method.

8 Mathematical Problems in Engineering



precision index is slightly lower than the PSE+ ECN
method, the Rank-1 rate is significantly higher than the two.

From the experimental results in Table 4, we can find
that, compared with the current popular algorithm models,

the average precision mAP of this model on the CUHK03
dataset is excellent, and the accuracy of Rank-n is also good.
Combined with the experimental results of Table 3, it is
found that this method achieves high accuracy on two

Table 4: Experimental results of different models on the CUHK03 dataset.

Method mAP Rank-1 Rank-5 Rank-10
LSTM — 57.3 80.1 88.3
Spindle Net — 88.5 97.8 98.6
Quadruplet — 75.5 95.2 99.2
GLAD — 82.2 95.8 97.6
K-reciprocal 67.6 61.6 — —
AlignedReID — 92.4 98.9 99.5
SVDNet 84.8 81.8 95.2 97.2
Ours 92.0 94.3 98.7 99.3
“—” indicates that the index data are not given in the original paper of the method.
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Figure 9: (e result of the overall model.
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common large-scale datasets of Market-1501 and CUHK03.
It is shown that the model proposed in this paper has
stronger recognition ability in person reidentification tasks.

Figure 9 is a person reidentification test result on the
Market-1501 dataset. (e first column is the query image,
and the right side is the result of re-recognition for persons.
According to the similarity score with the query image, we
sequentially sort the retrieval results from high to low. (e
sorting of correct query result, that is, the same ID with
query image, is marked in green and in red otherwise.

4. Conclusions

In view of the large difference of person under different visual
fields, in order to fully extract effective person details infor-
mation and to learn robust person expression and solve the key
problem of reidentification task, this paper proposes a person
reidentification algorithm, which includes three main aspects.
Firstly, a bilinear channel fusion attention mechanism is
designed to improve the bottleneck of ResNet50, which realizes
the convergence of image features on different channels under
the multireceptive fields and enhances the learning of image
feature details in the form of attention, so as to improve the
ability of expressing fine-grained information in pedestrian
images. Secondly, the hard sample mining mechanism is
designed, and the hard sample is used as the object of similarity
optimization to reduce the initial P2G optimization model
parameters. At the same time, it can reduce the computing
resources and enhance the generalization ability of the model.
Finally, the similarity optimization module is introduced to
realize the automatic perception of the key parts of the image by
the fusion of grouping and global similarity, so as to achieve
more accurate and efficient person reidentification. (e paper
also carries out a reidentification experiment for the proposed
algorithm, compares it with the mainstream algorithm, and
obtains a good result.(e experiment shows that the algorithm
in this paper has a relatively obvious improvement in the
average accuracy and Rank-n and has an obvious advantage in
Rank-1. (e next step will be to comprehensively improve
performance indicators and network light.
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Linearized model of the system is often used in control design. It is generally believed that we can obtain the linearized model as
long as the Taylor expansion method is used for the nonlinear model. +is paper points out that the Taylor expansion method is
only applicable to the linearization of the original nonlinear function. If the Taylor expansion is used for the derived nonlinear
equation, wrong results are often obtained. Taking the linearization model of the maglev system as an example, it is shown that the
linearization should be carried out with the process of equation derivation.+emodel is verified by nonlinear system simulation in
Simulink. +e method in this paper is helpful to write the linearized equation of the control system correctly.

1. Introduction

Magnetic levitation generates eddy-current effect by metal
objects under the action of high-frequency electromagnetic
fields, which enables metal objects to be suspended stably in
the air [1]. Magnetic levitation technology is developing
rapidly because it essentially eliminates friction and has
advantages unmatched by other traditional technologies [2].
+e application of the magnetic levitation technology covers
numerous fields, such as high-speed magnetic bearing [3, 4],
high-speed levitation train [5–7], and wind tunnel magnetic
levitation [8]. +erefore, the control design for the maglev
system is particularly important.

+e maglev system is a nonlinear system, which causes
great difficulties in its control design [9–11]. Literature [12]
proposes a model-independent control system design
method based on U-model. In the linear control design
method, linearization is often the first step in the control
system design and modeling of the magnetic levitation
system [13].

It is generally considered that the nonlinear equation is
linearized as long as the Taylor expansion is used [14].
However, the Taylor expansion method only applies to the
original nonlinear function. +e equations for general
magnetic levitation systems are usually obtained from many
derivations. In the process of building the nonlinear model,

the calculation of partial derivative has been done.
According to the derivation algorithm, if we continue to take
the derivative, then the partial derivative should be treated as
a constant. In traditional modeling, this constant has been
treated as a variable. And the error is introduced as we
continue to differentiate. If linearization is simply carried
out through the Taylor expansion method according to the
derived equation, the result may be wrong.

Based on the analysis of the Lagrange equation [15], this
paper points out that the partial derivative of Lagrange
equation should be taken according to the operating point to
get the correct linearized equation. Simulink simulation
results show that the method proposed in this paper is very
effective for the linearization of the magnetic levitation
system and is worth popularizing.

2. Maglev System Model and Its Linearization

In general, the linearization of nonlinear systems is through
Taylor series expansion, and a linear relation can be obtained
after omitting the higher order terms [16]. Taylor series
refers to the expansion of a nonlinear function f(x, y). For
example, formula (1) is the equation of a prime mover [17].

J
dω
dt

� TM(ω, u) − TD(ω), (1)
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where TM, the driving torque, is a nonlinear function of the
rotation rate ω and the control input u and TD, the load
torque, is a function of the rotation rate ω. If TM and TD are
expanded as Taylor series and take the first term, the line-
arized equation of formula (1) can be obtained. +is is the
general notion of linearization. But for a general nonlinear
system, it takes a lot of arithmetical operation to get from the
original equation to the nonlinear equation. Using Taylor
series to linearize the nonlinear terms in the final result,
wrong result is often obtained.

+e model of the typical electromagnetic suspension
(EMS) train control system is shown in Figure 1.

+e motion equation of the maglev system model can be
written as [11, 15]

m
d2z(t)

dt2
� −

μ0N2am

4
i(t)

z(t)
􏼠 􏼡

2

+ mg, (2)

di(t)

dt
�

i(t)

z(t)

dz(t)

dt
−

2
μ0N2am

z(t) Rmi(t) − u(t)( 􏼁,(3)

where μ0 represents the permeability in a vacuum; m rep-
resents the mass of the suspension magnet, m � 15 kg; am

represents the effective area of the magnetic pole,
am � 1.024 × 10− 2m2; N is the number of turns of the coil on
the electromagnet, N � 280; Rm represents the resistance of
the coil, Rm � 1.1Ω; u(t) represents the control voltage at
both ends of the coil; i(t) represents the current in the coil;
z(t) is the gap between the electromagnet and the guideway;
and g represents the gravitational acceleration. Suppose that
the state vector is

x(t) � [z(t) _z(t)i(t)]
T

� x1x2x3􏼂 􏼃
T ∈ R

3
. (4)

Consider the nonlinear terms (i(t)/z(t))2, (i(t)/z(t)),

z(t)i(t) in (2) and (3) as nonlinear functions. +e linearized
equation of the system can be obtained by Taylor series
expansion [16].

_x � Ax + Bu. (5)

+e corresponding matrices can be written as

A �

0 1 0

μ0amN2

2m

i20
z3
0

0 −
μ0amN2

2m

i0

z2
0

−
2Rm

μ0N2am

−
_z0

z2
0

􏼠 􏼡i0
i0

z0
−

2Rm

μ0N2am

z0 +
_z0

z0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B �

0

0

2
μ0N2am

z0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(6)

Set the nominal working point as z0, z0 � 4.0 × 10−3 m,
and the corresponding operating current i0 � 3.0538A.
+en, the linearized equation can be written as

_x �

0 1 0

4900.1 0 −6.4184

−6659.4 763.45 −8.7228

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦x +

0

0

7.9298

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦u. (7)

Formulas (5) and (7) are directly obtained by the Taylor
expansion method according to formulas (2) and (3). +is is
a common linearization method, but it proves (see below)
that the resulting linearization equation is incorrect.

Next, we start with the establishment of the equation. For
the dynamic system with k generalized coordinates
q1, . . . , qk, the Lagrange equation is [2, 4]

d
dt

zT

z _qi

−
zT

zqi

� −
zV

zqi

−
zR

z _qi

+ fi(t), i � 1, 2 . . . , k, (8)

where T represents the kinetic energy stored by the dynamic
system, V represents the potential energy of the system,
fi(t) represents the external force varying with time, and R

represents Rayleigh’s dissipation function, and its general
form can be written as

R �
1
2
Rm _q

2
. (9)

Suppose the generalized coordinates of the maglev
control system are air gap z and charge q (note _q � i), then
the kinetic energy and potential energy of the system are,
respectively,

T �
1
2

m _z
2

+
1
2

L _q
2
, (10)

V � −mgz, (11)

where

L �
μ0N2am

2z
. (12)

By substituting formulas (10)∼(12) into Lagrange
equation (8), the equation of generalized coordinates z and q

can be written as

F (i, z)

i (t)

u (t)

z

Guideway

mg Electromagnet

Figure 1: Model of an electromagnetic suspension system.
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d
dt

(m _z) −
1
2

_q
2

−
μ0N2am

2z2
􏼠 􏼡 � mg, (13)

d
dt

μ0N2am

2z
_q􏼠 􏼡 � −Rm _q + u. (14)

+e derivative of (14) on the left is
d
dt

μ0N2am

2z
_q􏼠 􏼡 �

μ0N2am

2z

di(t)

dt
−
μ0N2ami

2z2
dz(t)

dt
. (15)

+us, according to (13) and (14), the equation of motion
of the system can be finally obtained as

d2z(t)

dt2
� −

μ0N2am

4m

i(t)

z(t)
􏼠 􏼡

2

+ g, (16)

di(t)

dt
�

i(t)

z(t)

dz(t)

dt
−

2
μ0N2am

z(t) Rmi(t) − u(t)( 􏼁. (17)

Equations (16) and (17) are equivalent to (2) and (3)
when analyzing the maglev system. Since we have taken
the partial derivative once when we derived (17), the
partial derivative should be a constant to the operating
point in linearization, that is, it corresponds to a constant
coefficient instead of a variable. +erefore, if linearization
is carried out, the corresponding constants of all partial
derivatives in (15) should be taken, and (15) can be re-
written as

d
dt

μ0N2am

2z
_q􏼠 􏼡 �

μ0N2am

2z0

di(t)

dt
−
μ0N2ami0

2z20

dz(t)

dt
.

(18)

+e corresponding linearized equation can be obtained
by substituting (18) into (14). (i(t)/z(t))2 in (16) is indeed a
nonlinear function, and its linearization relation can be
obtained by Taylor expansion.

μ0N2am

4m

i(t)

z(t)
􏼠 􏼡

2

�
μ0N2am

4m

i0
z0

􏼠 􏼡

2

+
μ0N2am

2m

i0
z2
0

􏼠 􏼡Δi

−
μ0N2am

2m

i20
z3
0

􏼠 􏼡Δz.

(19)

In this way, by substituting (18) and (19) into (14) and
(16), the final linearized equation can be obtained as

_x �

0 1 0

μ0amN2

2m

i20
z3
0

0 −
μ0amN2

2m

i0

z2
0

0
i0

z0
−

2Rm

μ0N2am

z0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x +

0

0

2
μ0N2am

z0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u,

(20)

i.e.,

_x �

0 1 0

4900.1 0 −6.4184

0 763.45 −8.7228

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦x +

0

0

7.9298

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦u. (21)

Obviously, (20) and (21) are obviously inconsistent with
(5) and (7). +e state matrix of (7) has the element −6659.4
in the third row and first column, while the element at this
position in (21) is 0. In order to verify this linearization
method, we use the nonlinear system simulation in this
paper because when the deviation is very small, the non-
linear system results should be consistent with the lineari-
zation result.

3. Simulation of Nonlinear System

Next, we will simulate and analyze the nonlinear equations
of the maglev system. In the nonlinear simulation of
Simulink, a custom function module Fcn is mainly used.+e
function of this module is to process the input by the rules
conforming to C language.+e corresponding formulas may
consist of one or more components. u is the input of the
module, which supports vectorized input. If u is a vector, u
[i] represents the ith element of the vector, and u [1] or a
single u represents the first element. +e function module
can perform both mathematical operations (such as addi-
tion, subtraction, multiplication, and division) and rela-
tional operations (such as identically equal, not equal,
greater than, and equal), as well as three kinds of logical
operations. +e precedence of these operators conforms to
the rules in C language.

+e simulation model of the magnetic levitation system
based on differential (2) and (3) is shown in Figure 2. In
Figure 2, the function of Mux module is to organize several
signals into one signal. Here, variables are expressed in
increments so as to compare with linear results. In the figure,
f1(u), f2(u), and f3(u) are all custom function modules.

Adopt the state feedback k � k1 k2 k3􏼂 􏼃 �

24843.50 249.7285 −20.9242􏼂 􏼃 in the simulation. And the
feedback control signal should be elicited from Δz,Δ _z,Δi. In
the case of module f3(u), it describes the operation on the
right side of formula (2).

f3(u) � −
μ0N2am

4m

△i + i0

△z + z0
􏼠 􏼡

2

+ g. (22)

+e input is two variables: Δz,Δi. +e setting of f3(u) is
shown in Figure 3.

In Figure 3, 1.6814∗(10− 5) corresponds to the value of
(μ0N2am/4m), 9.8 is the value of gravitational acceleration g,
and u(1), u(2) are input signals arranged in a certain order
by Mux module in front of the module f3(u). Here, u(1)

corresponds to Δi and u(2) corresponds to Δz, and i0 and z0
are values of corresponding nominal operating points. +e
values of i0 and z0 at the equilibrium point are calculated in
advance according to the following equation:

m€z(t) � −
μ0N2am

4
i0

z0
􏼠 􏼡

2

+ mg � 0. (23)
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+e function f1(u) describes the first term on the right
side of (3), and f2(u) describes the second term on the right
side of (3). +e problem of the nominal operating point is
also set as follows:

f1(u) �
△i + i0

△z + z0
􏼠 􏼡△ _z,

f2(u) �
2

μ0N2am

△z + z0( 􏼁 RmΔi − Δu( 􏼁.

(24)

4. Verification of Linearized Equations

Two linearization methods are proposed above. One is the
simple Taylor series method ((5) and (7)), and the other is
the method of taking the partial derivative as a constant
when taking the column equation ((20) and (21)). In order to
further verify the linearization method in this paper, the
simulation checking is adopted, and the simulation results of
nonlinear systems with small deviations are compared.

Figure 4 shows the simulation block diagram of the
linearized system. +e dotted box in the figure shows the
difference between the two linearized results (7) and (21).
+e same state feedback is used in the simulation.

k � k1 k2 k3􏼂 􏼃 � 24843.50 249.7285 −20.9242􏼂 􏼃.

(25)

Figure 5 shows the simulation results of the step re-
sponse. +e short line in the figure is the simulation result of

system (7), and the dotted line is the simulation result of
system (21) of this method.

+e simulation block diagram of the nonlinear system is
shown in Figure 2.+e solid line in Figure 5 is the simulation
result of the nonlinear system, and the amplitude of the
input step signal is 0.1mm, 0.5mm, and 0.1mm, respec-
tively. When a small signal (0.1mm) is input, the dotted line
of the system (21) is basically coincident with the solid line of
the nonlinear system. +e simulation result of system (7) is
obviously inconsistent with the nonlinear result under small
signals, especially the static differences are not equal. In this
case, the static error of the nonlinear system is relatively easy
to calculate. +e static error between the system output and
the step input is also shown in Figure 5 (the calculation
process of the static error is abbreviated). +e simulation
results show that the static error of the system (21) is
consistent with that of the nonlinear system.

5. Conclusions

+e linearization of nonlinear magnetic levitation cannot be
carried out simply by Taylor expansion according to the
derived nonlinear equation. In the process of derivation, the

f1 (u) f3 (u)

f2 (u)

1
s 1

s
1
s Scope

Rm

k3

–

–

Δi Δz

Δu

Step

Mux

zref+
+
+

k2

k1

Figure 2: Simulation model of the nonlinear system.

Figure 3: +e dialog box of Fcn3.
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Figure 4: Simulation model of the linearized system.
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Figure 5: Comparison of the simulation results.
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partial derivative is included in the equation, and the lin-
earized equation can be obtained by taking the partial de-
rivative at the operating point. +e method is simple and the
physical concept is clear. On the contrary, if we linearize the
equation by the Taylor series based on the derived nonlinear
equation, wrong result may be obtained. In this paper, the
simulation method of the nonlinear magnetic levitation
system is presented, which separates the operating point
(setting) from the incremental change, and is worthy of
promoting.
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Dissolved oxygen (DO) concentration is a key variable in wastewater treatment process (WWTP). It directly influences effluent
quality of a wastewater treatment. However, due to the great changes of the influent flow rate and the large uncertainties of the
wastewater in composition, concentration, and temperature, most control approaches become powerless on DO regulation. To
improve the robustness of a DO control, and reduce the phase delay between the control input and the system output, a U-model-
based active disturbance rejection control (UADRC) is proposed.(e U-model control (UC) reduces the phase delay between the
control input and the system output. (e active disturbance rejection control (ADRC) enhances the robustness of the closed-loop
system. Also, ADRC converts the system dynamics to be integrators connected in series, which helps the realization of UC. By
changing the system dynamics to be an approximate unit, a controller based on desired closed-loop system dynamics can be
designed and the DO concentration is guaranteed. UADRC combines advantages of both UC and ADRC, and a commonly
accepted benchmark simulation model no.1 (BSM1) is taken to verify the proposed UADRC. Numerical results show that, with
similar energy consumption, the UADRC is able to achieve much better tracking performance than ADRC, SMC, and PI with
suggested parameters.

1. Introduction

Water crisis may occur. If it happens, it will have great
impact on human’s life [1]. Wastewater treatment is an
approach to deal with water shortage, and wastewater
treatment process (WWTP) control has been widely con-
cerned from all over the world [2–4]. Dissolved oxygen (DO)
concentration is a key variable in a WWTP, which directly
affects growth and metabolism of the microbes, and de-
termines the wastewater treatment performance [5]. How-
ever, DO concentration is influenced by many factors, such
as the influent flow rate, the components, the concentration
of each component, and reaction temperature. (e influent
flow rate is not fixed; it may vary due to various factors.
Wastewater components and their concentrations are also
unstable, or even some of them are unavailable. (erefore,
there are too many uncertainties in a WWTP, and it is

difficult to build an accurate mathematical model to describe
a WWTP. (ose facts present great challenges to keep a
desired DO concentration level.

To improve the wastewater treatment performance, in
recent years, various control approaches have been proposed
to regulate the DO concentration. Zhang et al. [6] proposed a
distributed economic model predictive control strategy for a
WWTP, simulation results showed that the proposed control
strategy is able to significantly reduce the computation load
with a little degradation of the control performance. Sant́ın
et al. presented a model predictive control (MPC) with inlet
flow rate feedforward (FF) control (MPC+FF) for the lower
level nitrate nitrogen and DO control in a WWTP [7]. Nu-
merical results demonstrated that MPC+FF can achieve a
satisfied control performance. Han et al. [8] designed a self-
organizing sliding-mode controller to control the DO con-
centration, and a desired operation performance was achieved.
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In addition, for the sake of improving the robustness of a
WWTP control, approaches that depend less on model in-
formation, such as data driven control [9, 10], sliding-mode
control (SMC) [11, 12], active disturbance rejection control
(ADRC) [13–15], and fuzzy neural network (FNN) [16, 17],
were proposed.

Actually, considering the ubiquitous uncertainties and
disturbances existing in a WWTP, control approaches that
depend less on system model attract much attention in
recent years. However, among those results, few of them
take the phase delay resulting from system’s relative degree
into consideration, while, the relative degree of a con-
trolled plant introduces the phase delay, which does result
in time delay of the system response or even instability of a
system. To reduce the phase delay resulting from the
relative order, the U-model control (UC) has been pro-
posed [18]. Its main idea is to build a dynamic inverse
model for a controlled plant, and then the controlled plant
is dynamically transferred to be a unit. In other words, by
UC, there is no phase delay between the control input and
system output. By eliminating the phase delay, system
responses can be greatly improved. However, for UC, both
uncertainties and the U-model invertibility need to be
considered properly [19].

(erefore, in this paper, both system responses and the
closed-loop robustness are considered in the design of DO
concentration regulation.(e UC is able to reduce the phase
delay of a controlled plant, improve the system response and
tracking accuracy. (e active disturbance rejection control
(ADRC) proposed by Han [20] is capable of estimating and
cancelling out the total disturbance actively so as to guar-
antee a desired system output. Based on the facts above, a
U-model based active disturbance rejection control
(UADRC) is proposed. By ADRC, the total disturbance is
estimated by an extended state observer (ESO), and it can be
compensated actively, so that the system dynamics can be
converted into integrators connected in series. As long as the
ESO works expectantly, robustness can be guaranteed.(en,
the system inverse model becomes differentiators connected
in series, and the U-model control can be realized. It means
that the phase delay can be reduced. (erefore, the UADRC
inherits advantages of both UC and ADRC. Both system
responses and robustness can be guaranteed by the UADRC
in DO concentration control. Main contribution of the work
can be summarized as

(i) A U-model based active disturbance rejection
control is proposed. (e UADRC reduces the phase
delay between control input and system output.
System response rate is faster, tracking error be-
comes much smaller, and the closed-loop system is
more robust to disturbances and uncertainties.

(ii) (e UADRC solves the concerns of uncertainties
and invertibility in the U-model control.

(iii) (e UADRC provides a frame to preset desired
closed-loop system performance. Based on such a
flexible structure, a control law can be designed
according to the desired closed-loop system

dynamics, and the tracking performance can be
greatly improved.

(iv) (e UADRC proposed is verified by a commonly
accepted BSM1, and the DO concentration is
controlled as desired.

2. Problem Description

2.1. /e Wastewater Treatment Model. (e benchmark
simulation model no.1 (BSM1) is under the umbrella of the
International Water Association (IWA) Task Group on
benchmarking of control strategies for WWTPs [21]. It is an
accepted platform to test the innovating control strategies
via fair comparisons based on a defined set of criteria [21]. In
other words, it is a standardized “simulation benchmark,”
which provides an impartial basis for evaluating past,
present, and future control strategies for a WWTP control
without reference to a particular facility [22]. (erefore, in
this paper, the BSM1 is taken as the test platform. Structure
of the BSM1 is given in Figure 1 [21–23].

From Figure 1, one can see that the BSM1 is comprised of a
biological reactor and a clarifier. Biological reactions take place
in the biological reactor, and they are described by the Activated
Sludge Model no.1 (ASM1). (e biological reactor consists of
five units. (e first two units are anoxic sections (the volume of
each unit is 1000m3), and the last three units are aerated
sections (the volume of each unit is 1333m3). By manipulating
the oxygen transfer coefficient (KLa,5) of the last aerated reactor,
a PI control is designed to control the dissolved oxygen con-
centration in the last aerated unit. Simultaneously, by manip-
ulating the internal recycle flow rate (Qa), the nitrate
concentration in the second anoxic reactor is regulated by a PI
controller [21]. For convenience, all variables and acronyms are
summarized in Table 1.

2.2. Control Problem Statement. DO concentration in the
fifth unit is one of the key variables in a WWTP. It directly
affects the effluent of the wastewater treatment. In practice,
for a WWTP, the DO concentration is affected by many
factors, such as the influent flow rate, the components, and
the concentration of each component in the wastewater [21].
However, the influent flow rate varies, the component
differs, and the concentration of each component fluctuates.
(erefore, it is difficult to build an accurate model for a
WWTP. How to achieve an effective regulation of DO
concentration in a WWTP is still a great challenge.

(us, the aim of this paper is to design a control al-
gorithm so that it can regulate the DO concentration at the
set-value accurately, and influence of a control strategy on
process performance is expected to be robust enough to
different disturbances. Simultaneously, if possible, lower
energy consumption is better.

3. U-Model Based Active Disturbance
Rejection Control

Too many uncertainties make the control of DO concen-
tration a big challenge. In this section, the U-model control
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and the active disturbance rejection control are combined,
and a U-model-based active disturbance rejection control is
designed to regulate the DO concentration in a WWTP.

3.1. Dynamics of the DO Concentration. In the BSM1, DO
concentration of unit 5, i.e., SO,5, can be described as [21, 24]

_SO,5 �
Q0 + Qr + Qa

V4
SO,4 + r5 + KLa,5 S

∗
O − SO,5􏼐 􏼑 −

Q0 + Qr + Qa

V5
SO,5,

(1)

where SO,5, SO,4, and S∗O are the DO concentration in the fifth
compartment, the DO concentration in the fourth

compartment, and the saturation concentration for oxygen,
respectively. V4andV5are the volume of the fourth and fifth
compartments, separately.r5is an appropriate conversion
rate. KLa,5 is the oxygen transfer rate, it is the control input
for regulating SO,5. Q0, Qr, and Qa are the input flow rate, the
return sludge flow rate, and the internal flow recirculation
rate, respectively.

3.2. Control LawDesign. Based on the idea of ADRC, system
dynamics differs from the integrators connected in series is
regarded as the total disturbance. (us, system (1) can be
rewritten as

_y � f + b0u, (2)

where y � SO,5 is the system output, u � KLa,5 is the control
input, b0 is a tunable parameter, and f is the total
disturbance,

f �
Q0 + Qr + Qa

V4
SO,4 + r5 + KLa,5 S

∗
O − SO,5􏼐 􏼑

−
Q0 + Qr + Qa

V5
SO,5 − b0KLa,5.

(3)

(e total disturbance f in system (2) can be estimated by
an ESO, and it can be designed as [25]

ε1 � y − z1,

_z1 � z2 + β1 · ε1 + b0u,

_z2 � β2 · ε1,

⎧⎪⎪⎨

⎪⎪⎩
(4)

where b0, β1, β2 are tunable parameters of an ESO. z1, z2 are
outputs of an ESO. z1 is the estimation of the system output
y. z2 is the estimation of the total disturbance f. ε1 is the
estimation error of the system output.

Here, similar to [25], let β1 � 2ωo, β2 � ω2
o, where ωois

the observer bandwidth.
(e control law is designed to be

u �
u0 − z2

b0
, (5)

where u is the control signal applied to the controlled plant,
and u0 is a pseudocontrol signal. Substituting (5) into (2),
one has

m = 1

m = 6

m = 10

PI

PI

Unit 1 Unit 2 Unit 3 Unit 4 Unit 5

Biological reactor Clarifier

Anoxic section
Qa, Za Qu, Zu

Qw, Zw

Qe, Ze

Qf, Zf

Qr, Zr

Aerated section

Q0, Z0

Figure 1: Layout of the BSM1.

Table 1: List of variables in BSM1.

Q0 Inlet flow rate
Z0 Influent constituent concentration
Qa Internal flow recirculation rate
Za Internal flow constituent concentration
Qr Return sludge flow rate
Zr Return sludge constituent concentration
Qf Flow rate to the secondary clarifier

Zf
Constituent concentration of the wastewater to the

secondary clarifier
Qu Underflow rate of the secondary clarifier

Zu
Constituent concentration of the underflow rate of the

secondary clarifier
Qw Wastage flow rate
Zw Wastage constituent concentration
Qe Effluent flow rate
Ze Effluent constituent concentration
SO,i Oxygen concentration at compartment i
KLa,i Oxygen transfer coefficient at compartment i
AE Aeration energy
PE Pumping energy
SP Sludge production to be disposed
ME Mixing energy
EC Consumption of external carbon source
TSS Suspended solid concentration
Vi Volume of the tank i
XS,i Slowly biodegradable substrate concentration at tank i
XI,i Particulate inert organic matter concentration at tank i
XB,H,i Active heterotrophic biomass concentration at tank i
XB,A,i Active autotrophic biomass concentration at tank i

XP,i
Particulate products arising from biomass decay

concemtration at tank i
r 5 Appropriate conversion rate
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_y � f − z2 + u0 ≈ u0. (6)
Obviously, the total disturbance is cancelled out by

control law (5), and system (1) is converted to be an inte-
grator approximately.

Let the total disturbance estimation error be ε � f − z2,
and the system output estimation error be ε1 � y − z1. (en,
closed-loop system (6) can be rewritten as

_y � f − z2 + u0 � u0 + ε. (7)

Based on (7), a structure of the controlled process is
given in Figure 2.

According to the idea of the U-model control, the
controlled process should be transferred to be a unit. (us, a
differentiator should be introduced, and it can be shown in
Figure 3.

Here, u∗(t)is a control signal needed to be designed.
(en, an equivalent structure of Figure 3 is given in Figure 4.

Based on the equivalent structure of the UC based
controlled process (presented in Figure 4), a closed-loop
system can be designed. Its structure is shown in Figure 5.

In Figure 5, r(t) is the set-value, 􏽥e(t) is the control error,
C(s) is the controller that is needed to be designed, and
u∗(t) is the output of C(s). ε, ε1 are estimation errors.

From Figure 5, one can see clearly that, ideally, i.e.,
ε(t) � ε1(t) � 0, the closed-loop system dynamics can be
flexible designed according to the desired system response.

To achieve a faster response, the desired closed-loop
system dynamics is chosen to be

Φ(s) �
τns + ω2

n

s2 + τns + ω2
n

, (8)

then controller C(s) � (τns + ω2
n)/s2; here, τn,ωn are pa-

rameters that need to be fixed.(us, u∗(t)can be designed as

u
∗
(t) � τn 􏽚 r − z1( 􏼁dt + ω2

nB r − z1( 􏼁dt. (9)

(en, the UADRC control system can be realized, and it
is shown in Figure 6. It is based on the ESO and the U-model
based controller Gc(s).

From Figure 6, one has

Gc(s) � τn +
ω2

n

s
. (10)

(en,

u0 � τn r − z1( 􏼁 + ω2
n 􏽚 r − z1( 􏼁dt, (11)

whereris a set-value.
In summary, the UADRC consists of the observer (4),

control law (5), and (11).

3.3. Closed-Loop System Analyses

3.3.1. Stability and Tracking Error. Figure 5 gives out the
closed-loop structure of the UADRC control system, from
which one can see that the closed-loop system is affected by

three signals, i.e., the reference signal r, the total distur-
bance estimation error ε, and the system output estimation
error ε1.

(e closed-loop system presented in Figure 5 is a linear
system. If the closed-loop poles of Φ(s) given in (8) are on
the left side of s-plane, the closed-loop system is stable.

Remark 1. Nonlinearities, uncertainties, and disturbances in
the system are addressed by the ESO. (eir effects are re-
flected on two inputs including the total disturbance esti-
mation error ε and the system output estimation error ε1.

Next, influence of ε and ε1 on the closed-loop system
output is analyzed.

For the ESO, one has following Lemma.

Lemma 1 (see [26]). If change rate of the total disturbance is
bounded, there exists an observer bandwidth ω∗o such that
estimation errors of an ESO are bounded within a finite time.
Additionally, bounds of estimation errors are inversely
proportional to the observer bandwidth.

1/s
y(t)u0(t)

ε(t)

Figure 2: Structure of the controlled process.

1/s
y(t)u0(t)u∗(t)

ε(t)

s

Figure 3: U-model control based controlled process.

1/s

1/s
y(t)u∗(t)

ε(t)

s

G(s) = 1

Figure 4: An equivalent structure of Figure 3.

1/s

y(t)u∗(t)

ε(t)

r(t)

ε1(t)

 1(t)e~(t)
C(s) 1

–

–

Figure 5: An equivalent U-model-based active disturbance re-
jection control system.
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Remark 2. For an engineering system, its power is always
limited. (erefore, it is reasonable to assume that the change
rate of the total disturbance is bounded.

According to the Lemma, one has |ε|≤ σ, |ε1|≤ σ. Here,
σ > 0 is a constant, which is inversely proportional to the

observer bandwidth. In other words, both ε and ε1 are
bounded input signals for the closed-loop system given in
Figure 5. (en, system output y can be obtained by the
superposition principle, i.e.,

y(s) � yr(s) + yε(s) + yε1(s)

�
τns + ω2

n

s2 + τns + ω2
n

r(s) +
s

s2 + τns + ω2
n

ε(s)

+
− τns + ω2

n( 􏼁

s2 + τns + ω2
n

ε1(s).

(12)

Considering ε, ε1 are bounded, one may let
ε � σ sinωt, ε1 � σ sinω1t. For r(t) � A · 1(t) (A is the
amplitude, and 1(t) is the unit step signal), one has

y(t) � yr(t) + yε(t) + yε1(t), (13)

where

yr(t) � A 1 − e
− (1/2)τntcosh

1
2

t

�������

τ2n − 4ω2
n

􏽱

􏼒 􏼓 +
τne− (1/2)τnt

�������
τ2n − 4ω2

n

􏽰 sinh
1
2

t

�������

τ2n − 4ω2
n

􏽱

􏼒 􏼓􏼢 􏼣,

yε(t) � σ
τnω2 sin(ωt) − e− (1/2)τnt ωτn ω2 + ω2

n( 􏼁sinh (1/2)t
�������
τ2n − 4ω2

n

􏽰
( 􏼁/

�������
τ2n − 4ω2

n

􏽰
( 􏼁 + ω ω2 − ω2

n( 􏼁 e− (1/2)τntcosh (1/2)t
�������
τ2n − 4ω2

n

􏽰
( 􏼁 − cos(ωt)􏽨 􏽩,

τ2nω2 + ω4 − 2ω2ω2
n + ω4

n

yε1(t) � − σ
ω4

n + τ2nω
2
1 − ω2

1ω
2
n( 􏼁sin ω1t( 􏼁 − τ2nω

2
1 − 2ω2

1ω
2
n + 2ω4

n( 􏼁ω1e
− (1/2)τntsinh (1/2)t

�������
τ2n − 4ω2

n

􏽰
( 􏼁/

�������
τ2n − 4ω2

n

􏽰
( 􏼁 + τnω3

1 e− (1/2)τntcosh (1/2)t
�������
τ2n − 4ω2

n

􏽰
( 􏼁 − cos ω1t( 􏼁􏽨 􏽩

τ2nω2
1 + ω4

1 − 2ω2
1ω2

n + ω4
n

.

(14)

From (13), it can be seen clearly that both bound σ and
frequency (ω,ω1) of the estimation error ε, ε1 have effects on
system output. How to reduce the influence of the estimation

errors on system output? Next, the tracking error and its
steady-state value are analyzed.

(e tracking error e(t) � r(t) − y(t), and the steady-
state tracking error is

e(∞) � lim
t⟶∞

r(t) − yr(t) − yε(t) − yε1(t)􏽨 􏽩

� lim
t⟶∞

− σ
τnω2 sin(ωt) − ω ω2 − ω2

n( 􏼁cos(ωt)

τ2nω2 + ω4 − 2ω2ω2
n + ω4

n

+ σ
ω4

n + τ2nω
2
1 − ω2

1ω
2
n( 􏼁sin ω1t( 􏼁 − τnω3

1 cos ω1t( 􏼁

τ2nω2
1 + ω4

1 − 2ω2
1ω2

n + ω4
n

􏼠 􏼡.

(15)

WWTP

ESO

–

d

s

U–model based controller

–

1/b0
y(s)u∗(t) u0(t) u(t)r(t)

Gc(s)

C(s)

z2

z1

Figure 6: Structure of a UADRC control system.
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(us,

|e(∞)|≤ σ
ω4

n + τ2nω2
1 − ω2

1ω2
n( 􏼁 + τnω3

1
τ2nω2

1 + ω4
1 − 2ω2

1ω2
n + ω4

n

−
τnω2 − ω ω2 − ω2

n( 􏼁

τ2nω2 + ω4 − 2ω2ω2
n + ω4

n

􏼢 􏼣

� σ
ω4

n + τ2nω2
1 − ω2

1ω2
n + τnω3

1

τ2nω2
1 + ω2

1 − ω2
n( 􏼁

2 +
ω3 − τnω2 − ωω2

n

τ2nω2 + ω2 − ω2
n( 􏼁

2
⎡⎣ ⎤⎦

≤ σ
ω4

n + τ2nω
2
1 − ω2

1ω
2
n + τnω3

1
τ2nω2

1
+
ω3 − τnω2 − ωω2

n

τ2nω2􏼢 􏼣

� σ
ω4

n

τ2nω2
1

+ 1 +
ω1

τn

+
ω
τ2n

−
1
τn

−
ω2

n

τ2nω
−
ω2

n

τ2n
􏼢 􏼣

≤ σ
ω4

n

τ2nω2
1

+
ω1

τn

+
ω
τ2n

+ 1􏼢 􏼣,

(16)

that is

|e(∞)|≤ σ
ω4

n

τ2nω2
1

+
ω1

τn

+
ω
τ2n

+ 1􏼢 􏼣. (17)

From (17), one can see that the steady-state tracking
error is proportional to the bound of the estimation error.
Simultaneously, it is also proportional to ωn and inversely
proportional to τn.

Remark 3. An ESO is critical in the UADRC. From (17), it is
obvious that estimation error of an ESO determine the
performance of a closed-loop system greatly. (us, a proper
observer bandwidth should be selected to make the esti-
mation error as small as possible. (en, the controlled plant
can be more approximate to be a unit, and the closed-loop
dynamics is much closer to the desired dynamics described
in (8).

3.3.2. Phase Analysis. From (12), one can see that the output
resulting from the set-value r(s) is

yr(s) �
τns + ω2

n

s2 + τns + ω2
n

r(s). (18)

(us, one has the frequency response

yr(jω) �
ω2

n + jτnω
ω2

n − ω2( 􏼁 + jτnω
r(jω). (19)

If ωn≪ω, yr(jω) ≈ ((ω2
n + jτnω)/((− ω2) + jτnω))r(jω),

then the phase lag between the set-value and system output
is

φUADRC � φyr
− φr � arctan

τn ω2 + ω2
n( 􏼁

ω ω2
n − τ2n( 􏼁

− π ≈ arctan
τnω

ω2
n − τ2n( 􏼁

− π.

(20)

(us, by increasing τn or decreasing ωn, one can reduce
the phase delay φUADRC. In this case, the minimum phase
delay is − π/2, and the maximum phase delay is − 3π/2. In
other words, − 3π/2<φUADRC < − π/2.

If ωn≫ω, yr(jω) ≈ r(jω), then the phase delay between
the set-value and system output is

φUADRC � φyr
− φr ≈ 0. (21)

(us, nearly no phase delay exists between the set-
value and system output. It means that, when ωn≫ω, the
UADRC can eliminate the inherent phase delay
approximately.

From the analysis above, one can see that no phase delay
between the control input and system output can be
achieved when ωn≫ω. It signifies that, by utilizing the point
of the UC, phase lag of the system response can be mini-
mized if ωn is large enough.

However, the steady-state tracking error is also pro-
portional to ωn. (us, one has to make a compromise be-
tween the system response and the steady-state tracking
error.

(erefore, it is obvious that approaches, like improving
the estimation ability of an ESO and increasing τn, are ef-
fective in reducing the steady-state tracking error. As to ωn,
it can be determined based on the system requirements. In
Section 4, numerical results are provided to confirm the
UADRC. Before giving out the numerical results, two re-
marks have been presented.

Remark 4. Similar to the plants controlled by an ADRC,
dynamics of a plant controlled by a UADRC is dynamically
transferred to be integrators connected in series. (erefore,
nonlinearities, uncertainties, and disturbances of a plant are
not barriers in realizing the U-model control and guaran-
teeing desired system performance.

Remark 5. Based on the dynamic feedback linearization of a
controlled plant, engineering requirements or desired
closed-loop dynamics can be obtained by presetting a de-
sired closed-loop transfer function.(us, parameters chosen
in simulations are determined by compromising desired
transient and steady-state performance via try and error
approach.

4. Simulation Studies

In order to illustrate the advantage of the UADRC, the BSM1
is utilized. It contains influent data of two weeks dynamic
dry, rain, and storm weather. (ose weather influent data
contain the disturbances of influent rates and components.
In simulations, all weather conditions are considered, and
the input disturbance (5 sin(5t)) is also introduced from the
7th day. Two cases, i.e., constant and varying set-values, are
designed in the simulations.

4.1.Constant Set-Value of theDOConcentration. In this part,
set-value of the DO concentration is 2.0mg/l, and simula-
tion time lasts 14 days. To show the advantage of the
UADRC, PI, SMC, and the ADRC are employed. (e SMC
control law can be designed as
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uSMC �
1
b0

_r + η · sat(r − y) −
Q4SO,4

V5
−

Q5SO,5

V5
􏼠 􏼡 − D􏼠 􏼡,

(22)

where η is the controller gain, D is a constant, Q4 and Q5
are flow rate of the fourth and fifth reactors, SO,4 and SO,5
are the dissolved oxygen concentration of the fourth and
fifth reactors, and V5 is the volume of the fifth
compartment.

System responses and performance indexes are pre-
sented to confirm the UADRC. In the BSM1, parameters of
the PI controller are K and Ti. Parameters of the SMC are
b0, η and D. Parameters of the ADRC are ωc,ωo, and b0,
parameters of the UADRC are τn,ωn, b0,ωo. Tunable pa-
rameters of the controllers are listed in Table 2. Here,
parameters of the PI control are suggested by Reference
[21].

(e integral of squared error (ISE) [23], the integral of
time-multiplied absolute-value of error (ITAE), and the
overall cost index (OCI) [23] are selected to evaluate the
tracking performance, the response rate, and the energy
consumption, respectively.

ISE � 􏽚
14 days

0 days
e
2dt,

ITAE � 􏽚
14 days

0 days
t · |e|dt,

(23)

where the tracking error e � r − y.

OCI � AE + PE + 5 · SP + 3 · EC + ME, (24)

where AE is the aeration energy, PE is the pumping energy,
SP is the sludge production to be disposed, EC is the
consumption of external carbon source, and ME is the
mixing energy. (ey can be calculated as

AE �
SsatO

T · 1.8 · 1000
􏽚
14 days

0 days
􏽘

5

i�1
Vi · KLai(t)dt, (25)

EC �
CODEC

T · 1000
􏽚
14 days

0 days
􏽘

i�n

i�1
qEC,i

⎛⎝ ⎞⎠dt, (26)

ME �
24
T

􏽚
t�14 days

t�0 days
􏽘

i�5

i�1

0.005 · Vi if KLai(t)< 20d− 1

0 otherwise
􏼢 􏼣 · dt,

(27)

PE �
1
T

􏽚
t�14 days

t�0 days
0.004 · Qa(t) + 0.008 · Qr(t)(

+ 0.05 · Qw(t)􏼁dt,

(28)

TSSs(t) � 0.75 · 􏽘

j�10

j�1
XS,j + XI,j + XB,H,j + XB,A,j􏼐

+XP,j􏼑 · zj · A,

(29)

TSSa(t) � 0.75 · 􏽘
i�5

i�1
Xs,i + XI,i + XB,H,i + XB,A,i + XP,i􏼐 􏼑 · Vi,

(30)

TSS(t) � TSSa(t) + TSSS(t), (31)

SP �
1
T

TSS(14 days) − TSS(0 days) + 0.75 · 􏽚
t�14 days

t�0 days
XS,w􏼐􏼠

+ XI,w + XB,H,w + XB,A,w􏼑 · Qw(t) · dt􏼡.

(32)

Details for the parameters in (25) to (32) can be found in
[21].

4.1.1. Dry Weather. Under dry weather, system responses
and control signals of four controllers are shown in Figure 7.
From the figure, it can be found that all control strategies are
able to regulate the DO concentration effectively (see
Figure 7(a)) with similar control signals (see Figure 7(b)).
However, by comparison with the responses of PI, SMC, and
ADRC, it can be easily found that the UADRC behaves best.
It has the minimum fluctuations in presence of the varying
components, influent rates, concentration, and the input
disturbance from the 7th day. Performance indexes (ISE,
ITAE), and energy cost index (OCI) are listed and compared
in Table 3. Here, “+” stands for the increasing of the cor-
responding value, and “− ” means the decreasing of the value.

FromTable 3, one can find following facts. Compared with
PI, ISE value of the UADRC decreases by 76.1%, and the ITAE
value decreases by 84.0%. It means that the UADRC has much
better tracking ability, much faster response rate, and much
shorter settling time. Tracking error related indexes (i.e., ISE
and ITAE values) show that control approaches based on
active estimation and compensation are capable of achieving
better tracking performance than PI control with the suggested
parameters. Although energy consumption of the UADRC is
few higher than the one of PI (increased by 1.0×10− 3%), it
should be pointed out that the UADRC is more effective than
PI. Similarly, by comparison with SMC, ISE and ITAE values
of the UADRC decrease by 70.0% and 93.5%, respectively. It
means that the UADRC is able to track the set-value timelier
and more accurately. Additionally, energy consumption of the
UADRC also decreases by 2.9×10− 2%. Finally, compared with
the ADRC, with the same observer bandwidth, ISE and ITAE
value of the UADRC decreases by 15.6% and 63.1%, separately.
It also confirms that the UADRC can obtain much smaller

Table 2: Parameters of four controllers.

Controllers K/ωc/τn/ƞ Ti/ωo/D b0 ω2
n

PI 25 0.002 — —
SMC 4500 − 1300 8
ADRC 900 800 8 —
UADRC 900 800 8 250000

Mathematical Problems in Engineering 7



tracking errors and much shorter settling time with similar (or
exactly few lower) OCI values and similar control signals (see
Figure 7(b)). In other words, by minimizing the phase delay,
with similar control signals and energy consumption, the
UADRC behaves best.

4.1.2. Rain Weather. For the rain weather, PI, ADRC, SMC,
and UADRC are also designed to regulate the DO con-
centration. Parameters are still taken from Table 2. System
responses and control signals are given in Figure 8. ISE,
ITAE, and OCI values are listed in Table 4.

It is easy to find that the fluctuations of the UADRC’s
responses are also minimum among the responses described
in Figure 8(a). It means that the UADRC is able to deal with
all disturbances more effectively and achieve more accurate
tracking responses. Simultaneously, Figure 8(b) shows that
the UADRC achieves the best tracking response with similar
control signals compared with the SMC, ADRC, and PI.

Table 4 presents similar facts provided in Table 3. (e
UADRC is able to obtain much better ISE and ITAE values
than PI. It coincides with the responses described in
Figure 8(a). Similarly, ISE and ITAE values of the UADRC
are also much better than the SMC and ADRC, for the
minimized phase delay between the control input and
system output. It is worth pointing out that few more en-
ergies are necessary for the UADRC to acquire better
tracking performance and faster response rate.

4.1.3. Storm Weather. (e influent file of storm weather
contains one week of dynamic dry weather influent data
and two storm events superimposed on the dry weather

data during the second week. Controller parameters are
selected from Table 2. ISE, ITAE, and OCI values are listed
in Table 5.

Figure 9 presents the responses and control signals of the
PI, SMC, ADRC, and UADRC. From the figure, it is obvious
that the UADRC is able to achieve the best tracking per-
formance with similar control signals, even if different kinds
of disturbances exist. ISE, ITAE, and OCI values listed and
compared in Table 5 also confirm the fact.

Under the storm weather, data presented in Table 5 show
that compared with PI, with few more energy consumption
(OCI is increased by 9.6×10− 4%), ISE and ITAE values of
the UADRC decline by 75.9% and 83.9%, respectively.
Compared with the SMC, ISE, ITAE, and OCI values of the
UADRC decrease by 68.2%, 93.4%, and 2.8×10− 2%, re-
spectively. By comparison with ADRC, lower energy (OCI
decreases by 2.3×10− 4%) is needed by the UADRC, and ISE
and ITAE values of the UADRC decline by 15.6% and 62.8%.
Simultaneously, similar to dry and rain weather, the UADRC
behaves best for its much smaller ISE and ITAE values and
similar OCI values.

4.2. Varying Set-Values of the DO Concentration. In this
part, varying set-values of the DO concentration are taken
into consideration. Simulation time is also 14 days. PI, SMC,
and ADRC are also employed tomake a comparison with the
UADRC. Tunable parameters of the four controllers can still
be found in Table 2. Dry, rain, and storm weather conditions
are considered. As described in Section 4.1, the input dis-
turbance (5 sin(5t)) is also introduced from the 7th day. (e
changing set-values of DO concentration are described as
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Figure 7: System responses and control signals for a constant set-value (under dry weather). (a) System responses. (b) Control signals.

Table 3: Indexes under dry weather.

PI SMC ADRC UADRC Improvements
(UADRC vs PI)

Improvements
(UADRC vs SMC)

Improvements
(UADRC vs. ADRC)

ISE 0.113 0.090 0.032 0.027 − 76.1% − 70.0% − 15.6%
ITAE 2.085 5.134 0.903 0.333 − 84.0% − 93.5% − 63.1%
OCI 17343.19 17348.32 17343.40 17343.37 +1.0×10− 3% − 2.9×10− 2% − 1.7×10− 4%
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Figure 8: System responses and control signals for a constant set-value (under rain weather). (a) System responses. (b) Control signals.

Table 4: Indexes under rain weather.

PI SMC ADRC UADRC Improvements (UADRC
vs PI)

Improvements (UADRC vs
SMC)

Improvements (UADRC vs
ADRC)

ISE 0.109 0.080 0.031 0.027 − 75.2% − 66.3% − 12.9%
ITAE 1.654 4.307 0.717 0.268 − 83.8% − 93.8% − 62.6%
OCI 17128.68 17135.86 17128.87 17128.83 +8.8×10− 4% − 4.1× 10− 2% − 2.3×10− 4%

Table 5: Indexes under storm weather.

PI SMC ADRC UADRC Improvements (UADRC
vs PI)

Improvements (UADRC vs
SMC)

Improvements (UADRC vs
ADRC)

ISE 0.112 0.085 0.032 0.027 − 75.9% − 68.2% − 15.6%
ITAE 1.951 4.786 0.845 0.314 − 83.9% − 93.4% − 62.8%
OCI 17762.79 17767.91 17763.00 17762.96 +9.6×10− 4% − 2.8×10− 2% − 2.3×10− 4%
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Figure 9: System responses and control signals for a constant set-value (under storm weather). (a) System responses. (b) Control signals.
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r(t) �

2.2mg/l, 8 days≤ t< 10 days,

1.8mg/l, 10 days≤ t< 12 days,

2.0mg/l, other days.

⎧⎪⎪⎨

⎪⎪⎩
(33)

4.2.1. Dry Weather. Figure 10 gives out the tracking per-
formance and control signals. From Figure 10(a), one can see
clearly that the varying DO concentrations can be tracked
effectively by PI, SMC, ADRC, and UADRC. In addition, the
UADRC is able to track the varying DO concentrations best,
even if the input disturbance from the 7th day exists. Si-
multaneously, control signals presented in Figure 10(b)
show that the UADRC can achieve best response by simi-
lar control efforts compared with PI, SMC, and ADRC.

Table 6 presents ISE, ITAE, and OCI values of four
controllers. It can be found that, compared with PI, ISE value
of the UADRC decreases by 75.4%, ITAE value decreases by
82.8%, although OCI increases by 1.0×10− 3%. Simulta-
neously, by comparison with the sliding-mode controller,
ISE value of the UADRC decreases by 69.2%, ITAE value
decreases by 92.9%, and the OCI decreases by 2.8×10− 2%.
Additionally, for the ADRC and UADRC, the latter one is
able to behave much better than the former one, as a result of
minimizing the phase delay between the control signal and
system output. (erefore, in the WWTP described by the

BSM1, the UADRC is able to regulate the DO concentration
best with similar energy consumption.

4.2.2. Rain Weather. For the rain weather, system responses
and control signals are described in Figure 11. It demon-
strates that the UADRC can achieve the best tracking
performance with nearly the same control efforts when the
set-value varies. Additionally, from Table 7, it can be found
that, compared with PI and SMC, ISE, and ITAE values of
the UADRC have been improved greatly. Simultaneously, by
reducing the phase delay between the control signal and
system output, the UADRC performs much better than the
ADRC. From Table 7, it is also clear that all improvements
are obtained by few increasements of the energy
consumption.

4.2.3. Storm Weather. System response under storm
weather is shown in Figure 12. It also depicts a fact that the
UADRC is capable of achieving the best DO concentration
tracking. Table 8 lists the ISE, ITAE, and OCI values to
confirm the advantage of UADRC. From Table 8, it can be
found that, compared with the PI and SMC, ISE and ITAE
values of the UADRC are much smaller. Simultaneously, for
the reduced phase delay between the control signal and
system output, the UADRC responds faster and more ac-
curate than the ADRC.
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Figure 10: System responses and control signals for the varying set-values (under dry weather). (a) System responses. (b) Control signals.

Table 6: Indexes under dry weather (for varying set-values).

PI SMC ADRC UADRC Improvements (UADRC
vs PI)

Improvements (UADRC vs
SMC)

Improvements (UADRC vs
ADRC)

ISE 0.114 0.091 0.032 0.028 − 75.4% − 69.2% − 12.5%
ITAE 2.118 5.149 0.924 0.365 − 82.8% − 92.9% − 60.5%
OCI 17343.49 17348.58 17343.70 17343.67 +1.0×10− 3% − 2.8×10− 2% − 1.7×10− 4%
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Figure 11: System responses and control signals for the varying set-values (under rain weather). (a) System responses. (b) Control signals.

Table 7: Indexes under rain weather (for varying set-values).

PI SMC ADRC UADRC Improvements (UADRC
vs PI)

Improvements (UADRC vs
SMC)

Improvements (UADRC vs
ADRC)

ISE 0.110 0.081 0.032 0.028 − 74.5% − 65.4% − 12.5%
ITAE 1.690 4.257 0.738 0.300 − 82.2% − 93.0% − 59.3%
OCI 17129.53 17136.63 17129.72 17129.67 +8.2×10− 4% − 4.1× 10− 2% − 2.9×10− 4%
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Figure 12: System responses and control signals for the varying set-values (under storm weather). (a) System responses. (b) Control signals.

Table 8: Indexes under storm weather (for varying set-values).

PI SMC ADRC UADRC Improvements (UADRC
vs PI)

Improvements (UADRC vs
SMC)

Improvements (UADRC vs
ADRC)

ISE 0.113 0.087 0.032 0.028 − 75.2% − 67.8% − 12.5%
ITAE 1.991 4.870 0.868 0.346 − 82.6% − 92.9% − 60.1%
OCI 17763.56 17768.58 17763.78 17763.74 +1.0×10− 3% − 2.7×10− 2% − 2.3×10− 4%
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In the above sections, one can see clearly that as a result
of reducing the phase delay between the control input and
system output, the UADRC performs best among four
controllers. Next, relationship between the closed-loop
system performance and tunable parameters of the UADRC
is discussed.

4.3. Discussion. Tunable parameters of the UADRC are
τn,ωn, b0,ωo. According to the results obtained in Section 3,
the tracking error of the UADRC can be suppressed ef-
fectively by increasing τn or improving the estimation ability
of an ESO. For ωn, it should be made a compromise. In this
part, influence of ωn and τn on DO concentration control is
discussed. Two scenarios are considered. First, fixing ωn and
increasing τn. (en, fixing τn, and increasing ωn. (e in-
fluence of ωn and τn can be seen clearly. For complexity of
the storm weather, it is considered in this section.

4.3.1. Fixing ωn and Increasing τn. Here, the input distur-
bance (5 sin(5t)) is also used, and the set-value is taken to be
r(t) shown in (33). Parameters of the UADRC are listed in
Table 9. ωn is fixed to be 40, and values of τn are increasing.

System responses and control signals are given in Fig-
ure 13. Table 10 lists ISE and ITAE values to show the trend
of tracking error and settling time of the UADRC when τn is
increased. From Figure 13(a), it can be seen that, as τn
increases, tracking errors become smaller. (e fact can also
be found from Table 10. It is obvious that both ISE and ITAE
values decrease as τn increased. It confirms that both
tracking error and settling time become smaller whenτnis
increased.

4.3.2. Fixing τn and Increasing ωn. Parameters of theUADRC
are shown in Table 11. τn is fixed to be 900, andωn is increased.

System responses and control signals are shown in
Figure 14. Table 12 presents the tendency of the tracking
error and settling time of the UADRC with an increasing ωn.
Numerical results indicate that, when ωn is increased, ISE
value increases, system response rate becomes faster, and
ITAE value decreases.

So far, influence of τn and ωn is obvious. It coincides with
the results obtained in Section 3. (us, it is easier for en-
gineers to take good advantage of the UADRC to regulate the
DO concentration in a WWTP.

In addition, from the UADRC structure (see Figure 6)
presented in Section 3, one can find that based on an ESO and
the UC, the UADRC is an open structure for a designer to
construct desired closed-loop system dynamics.(erefore, it is
a flexible design approach to satisfy engineering requirements.
Probably, the UADRC structure is a promising way to

Table 9: Parameters of the UADRC (ωn is fixed).
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Figure 13: System responses and control signals under storm weather (ωn is fixed). (a) System responses. (b) Control signals.

Table 10: Indexes under storm weather (ωn is fixed).

τn
300 400 500

ISE 0.0155 0.0128 0.0115
ITAE 1.7651 1.4261 1.2155

Table 11: Parameters of the UADRC (τn is fixed).

ω2
n ωo b0 τn

4900 6400 8100 800 8 900
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combine most existing control techniques to obtain satisfac-
tory performance, as long as the ESO works as desired.

5. Conclusions

Kinds of uncertainties and disturbances exist in a WWTP.
Keep the DO concentration in a desired level is always a
challenge. For improving the set-value tracking and the
disturbance rejection ability of a closed-loop system, based
on the key point of ADRC and UC, a UADRC is constructed
to control the DO concentration in aWWTP. Byminimizing
the phase delay between the control input and the system
output, system response becomes faster. Based on the UC,
system response becomes more accurate. By virtue of an
ESO, system performance becomes more robust. Numerical
results based on the BSM1 show that the UADRC works
much better than SMC, ADRC, and the PI with suggested
parameters. It confirms the advantage of the proposed
UADRC. For the future research, the UADRC should be
verified in a real WWTP.
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Due to the harsh working environment, engine electronic controller (EEC) has limited computing power. Many advanced control al-
gorithms are difficult to be applied in practice because of complexity of calculation. In this paper, a novel aeroengine transient-speed
controller with low algorithm complexity is designed by combining linear parameter varying (LPV) model with U-control theory. Aiming
at restraining bad performance influence caused by possible disturbance in cruise, linear active disturbance rejection control (LADRC)
compensation is integrated as the U-LADRC controller. ,is new controller is verified in both the digital simulation platform and
hardware-in-the-loop (HIL) platform.,e experimental results of the HIL platform show that the U-LADRC control algorithmmeets the
real-time performance of the EEC in the actual aeroengine. It has good transition state control performance and good steady-state
antidisturbance ability, which ensures the smooth operation of the engine in the steady state and has a good practical application prospect.

1. Introduction

Aeroengine is a complex time-varying nonlinear thermo-
dynamic system, and its dynamic performance varies with
the change of engine thrust and flight conditions. Because of
the harsh environment and many kinds of disturbances in
real working state, the engine electronic controller (EEC) has
finite computational ability with around 20ms calculation
period (control algorithms cost ≤5ms) [1]. ,erefore, the
characteristics of aeroengine speed controller with practical
application potential should at least include the following:

(1) Good transient and steady-state control performance
(2) Simple structure
(3) Low algorithm complexity
(4) Wide range of flight envelope application
(5) Good antidisturbance ability

Up to now, only PID and LQG/LTR control method can
be applied to the real EEC in aeroengine maturely [2]. But
these methods still have deficiencies such as antidisturbance
ability of PID is limited and weight matrix of LQG/LTR is

difficult to choose. Due to the fact that advanced control
algorithms such as intelligent control algorithms usually
have high algorithm complexity, few of them can have
practical application potential. ,erefore, it is very impor-
tant to create a novel control method which can meet the
previous requirements 1–5.

,ese years, a variable scheduling controller design
method based on the linear parameter varying model (LPV)
has received more and more attention. In this control
method, a LPV model capable of characterizing the dynamic
performance of an aeroengine is first established; then the
corresponding linear controller is designed directly
according to the scheduling parameters in the LPV model,
without interpolation and switching between the controllers.
,e widely used controller design method based on LPV
model relies on Lyapunov function to solve linear matrix
inequality (LMI) on the whole control envelope parameter
trajectory, which has high complexity and difficulty in
solving. It is hard for realistic application.

Aiming at this problem, this paper focuses on the
simplification of the algorithm complexity and the im-
provement of the antidisturbance performance. ,e LPV
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model is combined with the U-control theory and the active
disturbance rejection control (ADRC) theory to design a
steady and transient speed controller with good real-time
performance. U-control theory was originally developed by
Zhu and Guo [3] in 2002. ,e core idea of the theory is to
transform the nonlinear controlled object into a U-model
structure oriented to control and then realize the online
solution of the dynamic inverse of the controlled object.
U-model structure is a polynomial structure that comprises
time-varying system parameters. It establishes a simple
general mapping which can transform almost all smooth
nonlinear input-output dynamic object models into
designable structures of linear control methods, simplifying
the design of the controller. After more than ten years of
development [4], the nonlinear control method based on
U-model has been applied to predictive control [5], internal
model control [6], adaptive control [7, 8], and so on. Active
disturbance rejection control (ADRC) is a control method
proposed by Han in the 1990s that can solve uncertain
systems with a large range of complex structures [9]. ,e
main idea is to eliminate the amplifying effect of differen-
tiation on high-frequency disturbance by using a differential
tracker, rearrange the transition process, and make full use
of the role of differential feedforward. Without relying on
the model, the disturbances and system uncertainties can be
estimated online by extended state observer (ESO) and the
corresponding compensation of control parameters can be
performed in real time, which eliminates the influence of
disturbances and system uncertainties on instruction
tracking to the greatest extent. But the ADRC method needs
to use complex algorithms and adjust too many parameters.
In order to solve this problem, Gao proposes the linear active
disturbance rejection control (LADRC) method [10]; it
linearizes part of the control structure and reduce the
number of adjusting parameters and algorithms greatly.
Compared with the ADRCmethod, LADRC can also achieve
good control results and save unnecessary engineering
calculation time, which is more conducive to the realistic
application. To deal with the system uncertainties, many
control methods are combined with disturbance observer
(DO) [11, 12] or extended state observer (ESO) [13] to
improve their antidisturbance performance. ,erefore,
based on the principle of its linear ESO, LADRC can be used
as a disturbance compensator for mismatched uncertainties
aeroengines may meet during the flight mission.

In this paper, a gear turbofan (GTF) engine component-
level nonlinear model is taken as the research object. First,
the LPV model is established based on the nonlinear engine
model. ,en, the LPV model is converted into a U-model
structure, and a dynamic inverse solver module is designed.
A linear controller with a fixed structure was designed in
series and connected to the closed-loop speed control loop to
form a transient speed controller (U-controller). In order to
solve the problem of poor antidisturbance ability of the
controller, LADRC disturbance compensation module is
introduced to compensate the effect of the aeroengine
caused by disturbance in advance in steady state. ,e digital
simulation results show that the U-LADRC rotor speed
controller is successfully applied to a wide range of dynamic

speed control near the cruise steady state. At the same time,
it has a good disturbance suppression effect against the
atmospheric disturbance and power extraction disturbance
that may exist during the cruise steady state. Finally, the
hardware-in-the-loop (HIL) simulation platform was used
to verify the real-time performance of the control algorithm
in a real EEC. ,e results show that the control effect is
basically the same as the digital simulation result and meets
the real-time requirements of the real EEC. Besides, the
U-LADRC controller significantly improves the anti-
disturbance performance under steady-state conditions after
the introduction of the LADRC compensator.

,is paper is organized as follows: U-control concept,
principle of LADRC, and aeroengine LPV model are in-
troduced in Section 2. ,e design method of aeroengine
U-LADRC rotor speed controller is introduced in Section 3,
which is the core part in this paper. Digital simulation test is
carried out to verify the transient-state control performance
and steady-state antidisturbance ability preliminarily in
Section 4. Section 5 shows the verification results of
U-LADRC controller in the HIL platform.

2. Preliminaries

2.1.U-ControlConcept. U-control method provides a kind of
linear controller design method for nonlinear objects based
on U-model structure. U-model uses time-varying parameter
polynomial to represent a large class of smooth nonlinear
systems; it consists of the power series of the current input.
Consider a single-input and single-output (SISO) polynomial
U-model with a triplet of (y(t), λ(t), u(t)), the system can be
expressed as follows [14]:

y
(M)

(t) � 􏽘

J

j�0
λj YM−1, UN−1,Θ( 􏼁( u

(N)
(t))

j
, M>N, (1)

where

YM−1 � [ y
(M−1)

(t), . . . , y(t)] ∈ R
M

,

UN−1 � [ u
(N−1)

(t), . . . , u(t)] ∈ R
N

,

(2)

y
(M)

(t) ∈ R and u
(N)

(t) ∈ R are the Mth and Nth orders of
derivatives of output y(t) and input u(t), respectively.
λj(t) ∈ R is the time-varying parameter absorbing all the
other inputs YM−1, outputs UN−1, and the coefficients Θ
associated with the input ( u

(N)
(t))j.

,e dynamic inversion is to obtain the input u(t) from
y

(M)
(t). For a given output y

(M)
(t), u(t) is solved by

u
(N)

(t) ∈ y
(M)

(t) − 􏽘

J
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λj YM−1,UN−1,Θ( 􏼁􏼒 u

(N)
(t)􏼓

j
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Simple example: consider a linear state-space model,

_x1

_x2
􏼢 􏼣 �

0 1

−1 −1
􏼢 􏼣

x1

x2
􏼢 􏼣 +

2

1
􏼢 􏼣u,

y � 1 0􏼂 􏼃
x1

x2
􏼢 􏼣.

(4)
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Equation (4) can be expressed as the U-model structure:
_y(t) � λ0(t) + λ1(t)u(t), (5)

where λ0(t) � 3x1(t) + x2(t) and λ1(t) � 2.
,e dynamic inversion can be calculated as

u(t) �
_y(t) − λ0(t)

λ1(t)
. (6)

,e main idea of U-control concept is that the dynamic
inversion of U-model can be served as the inverse model of
the controlled nonlinear system. It is connected in series in
the control system loop as the part of the controller. In this
way, the remaining controller design problem for a non-
linear system can be transformed into a very simple problem.
Only a linear controller for the controlled object “1” is
needed to design. Figure 1 shows the closed-loop structure of
U-control.

In Figure 1, Gc1 is a linear invariant controller, G−1
P is

served as the dynamic inverse of the plant Gp, and Gc1and
G−1

p are designed separately to form the resultant controller
Gc � Gc1G

−1
p .

2.2. Linear Active Disturbance Rejection Control (LADRC).
,e main feature of ADRC is to estimate the unknown
disturbance and the dynamic uncertainty of the system
online by designing the extended state observer (ESO), so
that the disturbance and unknown dynamic compensation
can be performed in real time, minimizing the bad effects of
disturbances and unknown dynamics on instruction
tracking.

Traditional ADRC controller has many parameters
which are difficult to adjust, and too many nonlinear terms
are adverse to engineering application. ,erefore, this paper
adopts a LADRC compensator for disturbance compensa-
tion. ,e LADRC controller is simplified from the ADRC
controller. Tracking differentiation (TD) is omitted. ,e
nonlinear function part of the extended state observer (ESO)
is changed to linear ESO, and the nonlinear PD control is
changed to linear PD control. ,e structure of LADRC is
shown in Figure 2.

,e second-order controlled object is taken as an
example:

x″ � f x, x′, d, t( 􏼁 + Bu,

y � x,

⎧⎨

⎩ (7)

where x, x′, x″, andy are, respectively, the system states and
their first and second derivatives. ,e principle of LESO is

_z1 � z2 − β1 z1 − y( 􏼁,

_z2 � z3 − β2 z1 − y( 􏼁 + Bu,

_z3 � −β3 z1 − y( 􏼁,

⎧⎪⎪⎨

⎪⎪⎩
(8)

where β1, β2, and β3 are adjustable parameters in LESO,
z1, z2, and z3 represent the estimations of the output y, the
differential of y, and the unknown disturbance of system,
respectively. By compensating control parameters, the sys-
tem can be linearized into an integrator series structure.

LESO can accurately observe various internal and external
disturbances and introduce them into the control loop for
compensation, so as to achieve the purpose of anti-
disturbance. ,e reliability of LESO can be proved by fre-
quency-domain analysis method [15] and matrix norm
theory [16].

,e control law in LADRC is

u0 � kp ykp − z1􏼐 􏼑 − kdz2,

u �
u0 − z3( 􏼁

B
,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

where kp, kd, andB are the control parameters of PD link.
Adjustable parameters determine the quality of the observer
and also greatly affect the antidisturbance ability of the control
system. To maintain the stability of LADRC system,
β1, β2, β3, kp, and kd can be selected by the rule [17] as follows:

β1 � 3ωo,

β2 � 3ωo
2,

β3 � ωo
3,

kp � ω2
c ,

kd � 2ω,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where ωo andωc are observer bandwidth and controller
bandwidth. By selecting appropriate bandwidths, the
LADRC system can keep a good stability [15].

2.3. Aeroengine LPV Model. ,is paper researches on a
Geared Turbofan (GTF) engine, as shown in Figure 3. GTF
engine represents the next generation of high-efficiency
engines. In the traditional turbofan engine, the fan is directly
driven by the low-pressure shaft, so the fan, LPC, and LPT
cannot work in their own best rotational speeds at the same
time. By using a gear box, the GTF engine solves this
problem of speed contradiction. ,e fan can work in ideal
low speed and the LPT can keep high-speed rotation, which
reduces the engine noise and fuel consumption. ,erefore,
carrying out researches on designing the control system for
this advanced engine is very necessary.

,e engine model used in this research is an advanced
GTF engine nonlinear component-level model provided by
Toolbox for the Modeling and Analysis of ,ermodynamic
Systems (T-MATS) [18].

,e GTF model has 3 main control parameters: fuel flow
Wf, variable bleed valve (VBV), and variable-area fan nozzle
(VAFN). VBV can transfer the air flow from the LPC outlet
to the bypass to prevent the LPC from stalling.

GpGc1 Gp
–1(U–model) u yver

Figure 1: Closed-loop structure of U-control.
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VAFN maintains a specific pressure ratio at a given
corrected flow rate and rotor speed to make the fan keep
the optimal performance at the operating point. ,ese
two control variables are calculated by a schedule related
to the flying Mach number Ma and the fan speed Nfc; they
are not in the closed-loop control. ,e fuel flow Wf is the
main control amount obtained through the closed-loop
control of the control system. In the SISO model studied
in this paper, the input is the fuel flow rate Wf and the
output is the LP rotor speed NL. Based on the compo-
nent-level nonlinear model, the LPV model is established
off-line in classical Jacobian linearization. Mathematical
expression of the engine nonlinear model is shown
below:

_x � f(x, u),

y � g(x, u),
(11)

where f(·) andg(·) are continuously differentiable. A
steady-state point (x0, u0) ∈ (x, u) | f(x, u) � 0􏼈 􏼉 is selected,
and Taylor expansion is carried out ignoring the minor
terms of the second order and above; we can obtain

f(x, u) ≈ f x0, u0( 􏼁 +
zf

zx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌 x0,u0( )
Δx +

zf

zu

􏼌􏼌􏼌􏼌􏼌􏼌􏼌 x0 ,u0( )
Δu,

g(x, u) ≈ g x0, u0( 􏼁 +
zg

zx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌 x0 ,u0( )
Δx +

zg

zu

􏼌􏼌􏼌􏼌􏼌􏼌􏼌 x0 ,u0( )
Δu,

(12)

namely, the linearized model which can describe the dy-
namic process at neighbourhood around a steady-state point
is

Δ _x � AΔx + BΔu,

Δy � CΔx + DΔu.
(13)

To study the rotor speed dynamic performance around
the cruise condition, the input u is the fuel flow, and the
output y represents LP/HP shaft rotational speeds. In order
to avoid the ill-condition of the systemmatrix, the input and
output parameters are normalized. ,e normalized fuel flow
PWf is taken as an example:

PWf �
Wf

Wfd

, (14)

where Wfd is the fuel flow in steady-state design point in
cruise.

A series of normalized state-space models of steady-state
points around the cruise are taken to establish the LPV
model:

_x � A(θ)x + B(θ)u,

y � x,
(15)

where x ∈ Rn is the state vector ΔPNL ΔPNH􏼂 􏼃
T; y ∈ Rn is

the output vector ΔPNL ΔPNH􏼂 􏼃
T; u ∈ R is the control

parameter fuel flow variation ΔPWf; and θ ∈ R is the

Plant
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r
1/B

d

u yykp Kp
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+

Figure 2: ,e structure of LADRC.
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Figure 3: ,e structure of GTF engine.
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scheduling parameter normalized high-pressure rotational
speed PNH. Linear interpolation scheduling method is
adopted.

In this study, for the SISO system from fuel flow to LP
rotor speed, the LPV relationship between the variation of
them is

ΔP _NL � a11(θ)ΔPNL + a12(θ)ΔPNH + b1(θ)ΔPWf.

(16)

3. Design of Aeroengine U-LADRC Controller

Affected by the harsh environment and changes in its own
operating mode, aeroengines often encounter various dis-
turbances (e.g., atmospheric disturbance, power extraction
disturbance) during steady-state operation in cruise. At this
time, problems such as mismatch of the LPV model may be
caused, resulting in large fluctuation in the rotor speed and
poor antidisturbance performance. Aiming at this problem,
a LADRC fuel flow compensation module is added to im-
prove the antidisturbance performance of the U-control
algorithm. ,e design process of aeroengine U-LADRC
rotor speed controller can be divided into two parts: design
of the U-controller and design of the LADRC fuel flow
compensation.

3.1. Design of the U-Controller. ,e U-controller is the core
part in U-LADRC rotor speed controller which guarantees
the based transient and steady-state control performance in
cruise. Based on Figure 1, the design process is introduced in
the following:

3.1.1. Convert LPV Model into U-Model Structure.
Converting LPV model into first-order U-model structure,

ΔP _NL � λ1ΔPWf + λ0, (17)

where λ1 � b1(θ), λ0 � a11(θ)ΔPNL + a12(θ)ΔPNH, and λ1
and λ2 are time-varying coefficients.

3.1.2. Calculate Dynamic Inversion G−1
p Based on U-Model.

,e inversion of U-model can be expressed as

ΔPWf �
ΔP _NL − λ0􏼐 􏼑

λ1
. (18)

,erefore, the real control parameter is

Wf U � Wfst(θ) + ΔWf

� Wfst(θ) + ΔPWf · Wfd,
(19)

where Wfst(θ) is the fuel flow baseline corresponding to
scheduling parameter θ. Wfd is the fuel flow design value
which is used for normalizing fuel flow values.

3.1.3. Design of the Linear Invariant Controller Gc1.
Based on U-control concept, in perfect match the
G−1

p Gp � 1, the design problem can be simplified as

designing a controller for a controlled object “1.” ,ere are
many methods to design linear controller. In U-control
condition, the easiest linear controller can be a simple gain
module, or a first-order damp element. For application of
engineering, here a first-order damp element is chosen.
Because the LPVmodel is normalized, the linear controller is
designed as follows:

Gc1 �
K

Ts + 1
, (20)

where K � (1/NL s), NL s is the LP rotor speed steady-state
design point in cruise. It is easy to prove that Gcl and the
closed-loop transfer function G � (Gcl/1 + Gcl) are stable.

Considering the model error “mismatch,” the real plant
can be described as

Gp
′ � Gp + Δ, (21)

where G−1
p Gp
′ ≠ 1. Defining the uncertainty of the model,

E �
Δ

Gp

. (22)

Whether it is atmospherics disturbance or power ex-
traction disturbance discussed in the research, |E| is im-
possible to be too large. At least, |E|< 1 is undisputed.
,erefore, the following conditions are satisfied:

(a) G � (Gcl/(1 + Gcl)) is stable
(b) |G(jw) · E(jw)|< 1

Based on the small gain theorem [19], the U-controller
closed-loop system can keep stable.

3.2. Design of the LADRC Fuel Flow Compensation.
LADRC fuel flow compensation takes the difference between
the actual speed and the current ideal steady-state speed as
the input and uses the calculated fuel correction value as the
output. Take LADRC compensation control target r equal to
0 to reduce the fluctuation of LP rotor speed when the
disturbance exists. Actual fuel flow at this time can be
calculated as

Wf � Wf U + Wf LADRC, (23)

where Wf LADRC is calculated based on (8)∼(10). In sum-
mary, the U-LADRC rotor speed control structure is shown
in Figure 4.,e U-LADRC rotor speed controller consists of
a U-controller and a LADRC disturbance compensator.
When the aeroengine is in the transient-state process, the
LADRC disturbance compensator does not work and the
U-controller guarantees good performance of the transient-
state response. When the aeroengine is in the steady-state
operating condition, the LADRC disturbance compensator
is enabled to restrain the bad effects caused by various
possible disturbances.

4. Simulation in MATLAB/Simulink

In order to verify the control and antidisturbance perfor-
mance of the U-LADRC algorithm, the verification
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processes in two cases are designed on the MATLAB/
Simulink digital simulation platform.

4.1. Transient-State Process. In the cruise condition
(H� 35000 ft, Ma� 0.8), the aeroengine is simulated from
normal cruise point (NL � 6777 rpm)⟶ lower cruise point
(NL � 6551 rpm)⟶normal cruise point⟶ upper cruise
point (NL � 6915 rpm)⟶ normal cruise point transient
state process, command speed changing curve and U-con-
troller transient state control effect is shown in Figure 5. ,e
fuel flow changing curve is shown in Figure 6. Simulation
results show that the steady-state error is 0. ,e algorithm of
U-controller can be preliminarily verified effectively.

4.2. Steady-State with Disturbance. In the normal cruise
condition (H� 35000 ft, Ma� 0.8, and NL � 6777 rpm), at-
mospheric disturbance and power extraction disturbance are
used for simulating the disturbance suppression effect of the
U-LADRC controller. Besides, the U-controller without the
LADRC disturbance compensator is used as a comparison.

4.2.1. Atmospherics Disturbance. In this paper, Kopasakis’s
atmospheric turbulence model is used [20]. ,e combina-
tion of sine curves of unit amplitude is used to obtain the
atmospheric disturbance model, which acts on the inlet of
the GTF engine model. Atmospheric disturbance can cause
changes in Mach number, temperature, and pressure; then it
may lead to aeroengine performance becoming worse. ,e
Kopasakis atmospheric disturbance model is shown in
Figure 7.

To study the antidisturbance effect of U-LADRC con-
troller on the LP rotor speed under the atmospheric dis-
turbance, disturbance effects of static temperature, static
pressure, and Mach number are added to the inlet of the
GTF engine model at the same time from 20 to 30 s. ,ese
disturbances are shown in Figure 8.

,e antidisturbance effect of U-LADRC controller
and U-controller without LADRC disturbance

compensator is compared in Figures 9 and 10. We can see
that U-LADRC controller leads to a better anti-
disturbance effect with the help of advanced fuel flow

Linear
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u yver
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compensator
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–
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Figure 4: ,e structure of U-LADRC controller.
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compensation from the calculation of the LADRC
compensator. ,e steady-state maximum relative vari-
ation decreases from 1.10% to 0.74%.

4.2.2. Power Extraction Disturbance. When the aeroengine
is operating at the steady state in cruise, the electrical
components on the aircraft (such as motors/generators and
battery packs) may extract a certain amount of engine shaft
power for power generation and storage of electrical energy
[21, 22]. Power extraction can ensure the entire aircraft
power energy of the system, but it is also a kind of dis-
turbance in flight that will affect the smooth flight of the
aircraft. Power extraction disturbance schematic diagram is
simply shown in Figure 11.

When the HP shaft power extraction disturbance occurs,
the rotor dynamic equation of HP shaft becomes

dNH

dt
�

30
π

􏼒 􏼓
2 1
NH

1
JH

ηhPHPT − PHPC − ΔPm( 􏼁. (24)

,e disturbance in NH will affect NL too. ,is section
studies the antidisturbance effect of U-LADRC controller on
the LP rotor speed under the HP shaft power extraction
disturbance. In the digital simulation, a certain amount of
horsepower is extracted from the HP shaft in 20∼40 s. ,e
power extraction plan is shown in Figure 12. During the
power extraction period, the antidisturbance effect of
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Figure 7: Kopasakis’s atmospheric disturbance model.
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U-LADRC controller and U-controller is shown in Fig-
ure 13.,e fuel flow changing curve of U-LADRC controller
and U-controller is shown in Figure 14.

From Figures 13 and 14, we can see that the LADRC
compensator plays the role of advanced compensation. It
greatly improves the antidisturbance performance. ,e
steady-state maximum relative variation decreases from
1.62% to 0.59%.

5. Verification in HIL Platform

At present, in the development of aeroengine control system,
the cycle iterative design approach of “all-digital simula-
tion,” “hardware-in-the-loop simulation (HIL),” “semi-
physical simulation,” “engine platform test,” and “flight
verification” is adopted, which can shorten the development
cycle and reduce the design cost. Since the all-digital sim-
ulation is only a preliminary test of the control algorithm,
the real-time performance of the controller cannot be ver-
ified. ,erefore, with the characteristics of low difficulty,
relatively low cost, and closeness to the actual operating
environment of the engine, the hardware-in-the-loop sim-
ulation becomes themost important part in the development
of the whole engine control system. It is very necessary to
carry out the verification of controller in HIL platform.

5.1. Introduction of HIL Platform. Aeroengine/gas turbine
control system hardware-in-the-loop platform (hereinafter
referred to as HIL platform) in Nanjing University of
Aeronautics and Astronautics provides a complete inte-
gration and verification process for the engine model and
control algorithm. ,e physical platform is shown in
Figure 15.

,e HIL platform has 3 parts: monitoring console,
simulator, and controller. ,eir functions are introduced as
follows:

Monitoring console: monitoring, operation manage-
ment, and fault injection of the entire hardware-in-the-
loop platform.
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Simulator: simulating the performance of the engine/
actuator in the entire envelope, transmitting the analog
signal to the digital controller, and receiving the control
signal output by the controller.
Controller: consisting of EEC and EEC upper com-
puter. EEC operates the control algorithm code to
control the engine model and EEC upper computer
monitors various parameters of EEC in real time.

,e data flow diagram of the HIL platform is shown in
Figure 16. ,e entire simulation process is a closed-loop
structure. ,e engine model calculates the output speed,
temperature, pressure, and other signals. ,e PXI industrial
computer measures these signals and sends them to the
signal conditioning device. After receiving the signals, signal
conditioning device transmits them to the controller
through the system source fitting device. ,e controller
calculates the value of control signals through algorithms
and sends these signals such as fuel flow to the engine model
through the actuator model.

5.2. Code Generation and Verification Process. In this paper,
model-based design (MBD) method [23] is used to verify the
control and antidisturbance performance of the U-LADRC
controller. ,e entire code generation and integration
process in the HIL platform is shown in Figure 17. First, in
the Simulink environment, the designed controller and GTF
engine model in Section 4 are packaged and checked
according to the Simulink automatic code generation
specification, and the corresponding code is generated. ,e

code of the engine model is packaged into a.dll file after two-
layer integration; then, they are put into the engine model
computer. ,e code of the controller is imported into the
EEC host computer for interface configuration. When in-
terface configuration is finished, the bin file can be generated
and imported into the EEC. ,en, the closed-loop
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verification test of the control algorithms under the HIL
platform can be performed.

5.3. Result Analysis. In the HIL verification test, the same
test example in the digital simulation platform is used to
verify the transient-state response performance and the
antidisturbance performance of the U-LADRC
controller.

,e transient-state response performance in the HIL
platform is shown in Figure 18. Because there are many
uncertain factors such as noise and voltage fluctuations in
the hardware transmission link of the entire HIL platform,
the sensor signal and the actuator signal may be inaccurate.
,ese unavoidable hardware disturbances will affect the
transient and steady performance, which are not considered
in the digital simulation platform. In the HIL verification,
the U-model controller without the LADRC compensator is
used as a comparison.,e experimental results show that the
U-LADRC controller has a speed jitter amplitude of ±4 rpm
in the steady state of the HIL environment, which is lower
than ±7 rpm in U-model control without the LADRC
compensator. U-LADRC controller has a better anti-
disturbance performance.

U-LADRC controller’s antidisturbance performance
against atmospheric disturbance and power extraction
disturbance is verified in the HIL platform, too. ,e results
are shown in Figures 19 and 20.

During the whole experimental process, the uncertain
disturbance effect of the HIL platform itself is superimposed
simultaneously. In order to quantitatively characterize the
improvement of the antidisturbance performance before

and after the addition of the LADRC compensator, the
integration of absolute error (IAE) criterion is used. Per-
formance index J is defined as

J � 􏽚
t2

t1

NL real − NL st

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌dt, (25)

where NL real represents the real LP rotor speed and NL st

represents the command of LP rotor speed. ,e selection of
[t1, t2] needs to include the time before and after the dis-
turbance occurs. Assume that tb is the beginning time of
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the disturbance and te is the end time of the disturbance, and
two kinds of J are defined:

Ja � 􏽚
te+10

tb−10
NL real − NL st

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌dt, (26)

Jp � 􏽚
te+20

tb−20
NL real − NL st

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌dt, (27)

where Ja represents the antidisturbance performance under
atmospheric disturbance and Jp represents the anti-
disturbance performance under power extraction distur-
bance. Smaller J means better antidisturbance performance.
,e value of two kinds of J in the HIL platform test before
and after the addition of the LADRC compensator is shown
in Table 1.

It can be seen that the LADRC compensator greatly
improves the antidisturbance performance of the
U-controller.

6. Results

In this paper, a novel rotor speed controller was designed for
a GTF engine and both digital simulation and HIL platform
verification have been performed. Results are summarized as
follows:

(1) A U-control method based on the aeroengine LPV
model is proposed for the first time and applied to
aeroengine low-pressure speed transient and steady
control. While guaranteeing the good control

performance, it greatly simplifies the complex design
process of the traditional LPV gain scheduling
controller.

(2) Aiming at the problem of poor antidisturbance
performance of the U-controller designed in (1), the
U-LADRC controller is designed. In this controller, a
LADRC compensator is added to make up for the
bad effects of disturbances in advance without
changing the original U-model control structure.

(3) ,e LADRC compensator has a significant anti-
disturbance performance on various types of dis-
turbances. Experiments results show that the
antidisturbance performance of U-LADRC rotor
speed controller is more than 40% higher than that of
the U-controller without the LADRC compensator.

(4) ,e U-LADRC rotor speed controller is successfully
integrated and verified on the HIL platform to meet
the real-time requirement of real EEC conditions. It
has a great practical application potential.
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In order to solve the defects of the large inertia and control difficulty of the electrically driven quadruped legs of robots, a novel leg
structure and a control method are proposed in this paper. In terms of structure, the motor of the knee is arranged in the body of
the robot to reduce the weight of the legs. In addition, this paper improves the PVTdifference control algorithm embedded in the
PMAC controller. Using the nonlinear control principle of the U-model, the optimized segmented Hermite difference method is
used to implement the planning of the foot trajectory of the quadruped robot. Simulation and experiment show that the leg
structure design is reasonable and the improved interpolation algorithm has good control effect.

1. Introduction

Quadruped robots, which combine the flexibility of biped
robots and the stability of hexapod robots, are widely used in
flood fighting, explosive disposal, military transportation,
interplanetary detective, etc. Due to their superior perfor-
mance, they have attracted more and more scholars for
study. In recent years, experts all over the world have
continuously overcome difficulties in quadruped robots and
achieved a series of experimental results [1–3]. Among them,
one of the most representative robots is Big Dog, which is
developed by Boston Dynamics for more than a decade
[4, 5]. With a top speed of 10 km/h, the robot can transport
weapons, ammunition, food, and other items to hard-to-
reach areas and can cooperate with soldiers. With the
support of the national high and new technology research
and development plan (863 Plan), Shandong University,
Harbin Technical University, Shanghai Jiao Tong University,
and other institutes have made a lot of achievements in the
field of quadruped robots, successfully realizing robot steady
walking on the slope and gravel road surface [6–9].

When a quadruped robot walks according to the planned
trajectory, it is difficult to obtain an ideal foot trajectory due
to the constraints of robot structure and control mode.
.erefore, trajectory generation and control of quadruped
robot has always been an important subject in this research
field. In literature [10] He and Ma raised a method to
generate cycloid trajectory of the foot. In literature [11], Lei
et al. studied the kinematics and dynamics of several
common trajectories and analyzed the advantages and
disadvantages of cycloidal trajectory. Wang et al. proposed
an improved algorithm for zero-impact cycloid trajectory to
generate a foot trajectory with section of continuous
function in literature [12]. However, none of the above
literatures has proposed a specific method to realize the
cycloid trajectory of the quadruped robot through the
controller. In this paper, we designed an electrically driven
leg structure and proposed a method of generating the foot
trajectory of quadruped robot for the purpose of the tra-
jectory planning. Furthermore, the planned foot trajectory is
also written into the PMAC controller to realize the foot
movement.
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2. Structure Design and Kinematics Analysis of
Leg of Quadruped Robot

2.1. Structural Design. When a quadruped robot walks, it
mainly depends on the reaction force (friction and support
force) of the ground to the touching foot to drive the fuselage
forward. As a result, the design of leg mechanism will di-
rectly affect the stability of the quadruped robot during
walking.

.ere are twomain factors to be considered in leg design:
driving method and leg structure. .e common leg struc-
tures of quadruped robots can be divided into four types: full
elbow joints, full knee joints, front knee joints and back
elbow joints, and front elbow joints and back knee joints
(Figure 1). .rough the simulation of virtual prototypes and
the testing of physical prototypes, Zhang et al. believed that
the quadruped robots in the form of front elbow joints and
back knee joints have the characteristics of high speed, small
lateral offset, low energy consumption, and small fluctua-
tion. In addition, the four symmetrical leg structures can
effectively eliminate the sway of the fuselage while walking
andmaintain the stability of the fuselage. Most domestic and
foreign quadruped robots use this method to arrange the leg
structure [13].

.ere are two driving modes of quadruped robot: hy-
draulic and servo. .e hydraulic actuator changes the force
mainly by changing the hydraulic pressure and has the
advantages of simple structure, stable acceleration and de-
celeration, and good reliability. However, the liquid medium
is easy to be polluted, and the cost of hydraulic components
is high. .e servo driver has the advantages of high stan-
dardization, simple structure, low cost, and high trans-
mission efficiency. In this paper, from the perspective of
structure and application, the servo motor with high
transmission efficiency is selected as the main driving mode.
In order to satisfy the three conditions of low inertia and
quality of the legs and ensure good motion performance and
quick recovery of the stability of the whole machine after the
imbalance, the leg structure is designed according to the
skeletal anatomy and bionics of German shepherd dog as is
shown in Figure 2. .e motors of the hip and knee joint are
integrated into the side swing joint of the body. .e driving
moment of the knee joint is transmitted to the knee joint of
the leg through parallelogram and contra-parallelogram
mechanism. Four identical side swing motors are arranged
symmetrically on the left and right sides. .e electrically
driven MQ (MCVN quadruped robot) as shown in Figure 3
is designed on the basis of the idea of front elbow joints and
back knee joints.

2.2. Kinematic Modeling. .e leg structure of quadruped
robot has two degrees of freedom: hip joint and knee joint.
Its structure includes parallelogram mechanism (ABCD),
the contra-parallelogram mechanism (AEFG), thigh con-
necting rod lAG, and crus connecting rod lGH. .e paral-
lelogram mechanism is composed of two cranks (lBC and
lAD) and two connecting rods (lAB and lDC), while the contra-
parallelogram mechanism is composed of two cranks (lAE

and lFG) and one connecting rod lAG (Figure 4). By driving
the crank lBC of parallelogram and the lAG of connecting rod
of thigh, the foot can perform specific movements in XY
plane [14, 15].

In light of the geometric characteristics of parallelogram
and contra-parallelogram mechanisms, the corresponding
angle relationship can be calculated, where lin lFGH is the
same linkage with an angle of 170 degrees. Constructing
auxiliary dotted lines as shown in Figure 4, the corre-
sponding sides in triangle AEF and triangle AFG, triangle
AEG, and triangle FGE are all equal, so they are congruent
triangles. If θ1 and θ2 are known, θ3 can be calculated
through the cosine theorem (the length of each rod is
known):

α1 � θ2 − 10°, (1)

l
2
AF � l

2
FG + l

2
AG − 2lFGlAG cos α1, (2)

cos α2 �
l2AF + l2FG − l2AG

2lAFlFG
, (3)

α3 � 180° − α1 − α2, (4)

θ3 � 370° − θ1 + θ2 + 2α2( 􏼁. (5)

Equations (1)–(5) can be sorted out as follows:

θ3 � 370° − θ2 + θ2 + 2a cos
lFG − lAG θ2 − 10°( 􏼁

���������������������������
l2FG + l2AG − 2lFGlAG cos θ2 − 10°( 􏼁

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

(6)

where the parameters of each connecting rod of leg joint of
quadruped robot are shown in Table 1:

Similarly, if the θ3 and θ1 are known, knee angle θ2 can be
calculated as follows:

θ2 � 10° + 2a cos
lAE + lAG cos θ1 + θ3( 􏼁

��������������������������
l2AG + l2AE + 2lAGlAE cos θ1 + θ3( 􏼁

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ − θ1 + θ3( 􏼁.

(7)

2.3. Forward and Inverse Kinematics. D-H (Denavit Har-
tenberg) coordinate method is used to analyze the kinematics of
quadruped robot [16–19]. Due to the complexity of D-H co-
ordinate and the characteristics of parallelogram and contra-
parallelogram linkage mechanism, the leg model of the quad-
ruped robot is simplified in kinematics analysis. According to
the conversion relationship between equations (6) and (7), the
actual rotation angle of the servomotor is mapped into the D-H
coordinate system. In addition, on the basis of rules of D-H
coordinate system, the fixed reference coordinates (X0,Y0, Z0) at
hip joint A are first determined, then the common vertical lines
of joint axes 1 and 2 are obtained. .eir intersection points are
the origin of the link coordinate system {1}. In line with the
difficulty of calculation, the direction of axis Z1 is confirmed;
meanwhile the positive direction of axisX1 as the direction of the
common vertical line mentioned above is specified. Finally, the
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direction of Y1 is determined by the right hand rule. Similarly,
the linkage coordinate systems {2} and {3} can be established.
.e D-H coordinates of the swinging phase of the quadruped
robot are shown in Figure 5.

D-H related parameters are shown in Table 2.
For the D-H coordinate system with n joints, the co-

ordinate transformation of link i relative to link i−1 is i−1
i T:

i−1
i T �

cθi −sθi 0 ai−1

sθicαi−1 cθicαi−1 −sαi−1 −sαi−1di

sθisαi−1 cθisαi−1 cαi−1 cαi−1di

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where cθi � cos (θi); sθi � sin (θi); cαi � cos (αi); sαi � sin (αi); li
is the length of connecting rod; θi is the joint angle; αi is the
connecting rod angle; and di is the offset of connecting rod.

According to the above D-H coordinate transformation,
the attitude and position change of reference coordinate
system {3} relative to base coordinate system {0} can be
obtained as shown in the following equation:

0
3T �

0
1T

1
2T

2
3T �

c12 −s12 0 lAGc12 + lGHc12

s12 c12 1 lAGs12 + lGHs12

0 0 1 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where c12 � cos (θ1 + θ2) and s12 � sin (θ1 + θ2).
.rough geometric analysis, the inverse kinematic so-

lution of the leg linkage can be received as shown in the
following equation:

θ1 � A tan 2(y, x) − A cos
x2 + y2 + l2AG − l2GH

2lAG
������
x2 + y2

􏽰􏼠 􏼡,

θ2 � A cos
x2 + y2 − l2AG − l2GH

2lAGlGH
􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where (x y) is the position of the robot foot in the space
coordinate {0}.

(a) (b)

(c) (d)

Figure 1: Leg structure of quadruped robot: (a) full elbow joints, (b) full knee joints, (c) front knee joints and back elbow joints, and (d) front
elbow joints and back knee joints.

Parallelogram

Contra-parallelogramThigh connecting rod

Crus connecting rod

Figure 2: Single-leg 3d design model.

Calf motor

Body

Side swing motor

Side swing joint

The leg structure

Thigh motor

Figure 3: .ree-dimensional design model of the whole machine.
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3. Foot Workspace Analysis and
Trajectory Planning

3.1. Foot Workspace Analysis. .e foot workspace of a
quadruped robot, which is one of the important indexes to
measure the motion performance, is a collection of points of
spatial position that can be reached. However, the workspace
of each robot is only related to its own characteristic pa-
rameters. At present, analytic, numerical, and graphical
methods are usually used to solve the workspace. .e an-
alytic method usually solves the workspace boundary by
linear or nonlinear function relationship between the joints.
In addition, its expression is relatively complex and is not
suitable for applications in practical engineering [20]. .e
graphical method is intuitive, but it is limited by the degree
of freedom. When the degree of freedom exceeds three,
graphical methods usually require grouping [21]. What is
more, it only needs to select as many different joint variables
as possible in the numerical method. It can use the forward
kinematics of the robot to solve the foot coordinates. .e
boundary surface formed by the coordinate points is the
working interval of the robot.

Typical numerical methods include search method, it-
eration method, and Monte Carlo method. In this paper,
Monte Carlo method is adopted to calculate the working
space of the robot foot. .e specific steps are as follows:

(1) .e forward kinematics of the leg mechanism is
calculated

(2) .e random variables of each joint of the robot are
calculated, including the constraint relationship
between the angles of each joint

(3) .e boundary surface of foot workspace is drawn by
MATLAB

3.2. Foot Trajectory Planning and Interpolation Control.
In this paper, PMAC programmable multiaxis motion
controller from Delta-Tau-Data-System company is selected
as the main controller to control the leg servo motor. .e
method of calculating other points between known points
based on a particular algorithm is called interpolation
control. Common interpolation algorithms include line, arc,
and PVT (Position Velocity and Time). .e curve velocity
calculated by the linear algorithm is not smooth and has
acceleration and deceleration errors and is not suitable for
accurate control [22]. Arc algorithm is suitable for rough
interpolation and is usually mixed with other algorithms
[23]. .e essence of PVTalgorithm is Hermite interpolation,
which can generate more intuitive control curves [24, 25].
According to the position and velocity of the initial point
and the position and velocity of the end point, the position
and velocity of any curve at any time in the curve section can
be approximately solved under the PVTmode. Furthermore,
the velocity variation received is relatively smooth.

θ3

θ1

θ2

α3

α2

α1 α6

α4
α5

A

B

C

D

E

F

G

H

170°

Figure 4: Schematic diagram of the motion model.

H

x0

x1

x2

x3

y0

θ1

θ2

A

G

Figure 5: D-H coordinates of quadruped robot.

Table 1: Joint parameters of quadruped robot.

Joint Size (mm) Initial phase (°)
.igh connecting rod lAG 170 40
Crus connecting rod lGH 250 80
Parallelogram lAD/lBC 50/84
Contra-parallelogram lAE/lEF 34/170
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3.2.1. Foot Trajectory Planning. .e movement process of
quadruped robot is divided into swing and support phase.
In swing phase, the length and height step have an im-
portant impact on the performance of the whole machine.
In supporting the phase, the foot of the robot is always in
contact with the ground, and the trajectory formed is
usually a simple straight line. .erefore, the movement of
the swinging phase is only to be considered in the tra-
jectory planning. In order to reduce the impact of the foot
on the ground and prevent the foot from sliding with the
ground, the lifting and landing speed of the swing stage
are both zero. As the trajectory of the quadruped robot is
relatively free, a variety of curves, which met the above
requirements, can be designed.

In this paper, a piecewise interpolation method based
on known points in the workspace is proposed. At the
same time, in order to facilitate the writing of trajectory
function into PMAC controller, a more intuitive PVT
interpolation algorithm is selected. Because the PVT in-
terpolation function of the controller itself does not make
a specific study on the selection method of segment points,
the segmented point selection and the foot track char-
acteristics of the quadruped robot based on the original
PVT interpolation function are studied in this paper. .e
Hermite interpolation (PVT) cubic polynomial of a curve
segment can be expressed as follows:

p(t) � 1 + 2
t − tk

hk

􏼠 􏼡
t − tk+1

hk

􏼠 􏼡

2

pk + 1 − 2
t − tk+1

hk

􏼠 􏼡
t − tk

hk

􏼠 􏼡

2

pk+1

+ t − tk( 􏼁
t − tk+1

hk

􏼠 􏼡

2

vk + t − tk+1( 􏼁
t − tk

hk

􏼠 􏼡

2

vk+1,

(11)

where pk and pk+1 are the track points at time tk and tk+1,
respectively; vk and vk+1 are the velocities at time vk and vk+1
respectively; hk � tk+1 − tk represents the time interval within
the current subsection.

At the same time, in order to get a relatively smooth
curve of velocity change, the proportional coefficient C
was introduced in literature [26]. As shown in equation
(12), the relationship between velocity and position in-
crement is adjusted by area method. Typical velocity
variation curves that used Hermite interpolation are
shown in Figure 6:

Δp � vkhk + c vk+1 − vk( 􏼁hk. (12)

Here, Δp is the increment of position change.
.e smoothness of the speed change of quadruped is

related not only to the speed change within a certain

section, but also to the selection of segment points. A
selection method of segment points is proposed in this
paper. Referring to the characteristic of velocity
smoothing of cycloid trajectory (equation (13)) proposed
in reference [27], the swing phases in a cycle are evenly
divided into four equal parts for Hermite interpolation.
.e velocity curve of cycloid trajectory can be approxi-
mately equivalent by choosing the appropriate propor-
tional coefficient C.

Referring to the law of velocity variation shown in
Figure 7, where the velocity at the beginning and end
points of the X-axis direction is zero, a concave curve
with a ratio coefficient C of 1/3 as shown in Figure 6(a) is
selected (the velocity variation at Vk is relatively gentle).
Meanwhile, in order to satisfy the smooth change of
velocity at the transition points at T/2 time, the convex
curve with a proportionality coefficient C of 2/3 as shown
in Figure 6(b) is chosen for the symmetric piecewise
curves of the transition point (the velocity variation at
Vk+1 is relatively gentle). In the Y-axis direction, in order
to meet the requirement that the velocity change at the
transition point at T/2 and T/4 time is relatively smooth
and the time velocity at 2/T is zero, a convex curve with a
proportionality coefficient C of 2/3 as shown in
Figure 6(b) is selected. To sum up, the velocity change
rate coefficient of X-axis is [1/3, 2/3, 2/3, 1/3], and the
velocity change rate coefficient of Y-axis is 2/3. Finally,
the change curve of foot track speed is obtained as shown
in Figure 8:

x � S
t

T
−

1
2π

sin
2πt

T
􏼒 􏼓􏼒 􏼓,

y � H
1
2

−
1
2
cos

2πt

T
􏼒 􏼓􏼒 􏼓,

(13)

where S is the step length, H is the step height, and T is the
period of oscillation phase.

Assuming that the period of the oscillating phase is
two seconds, the maximum velocity in the X-axis direc-
tion is 80mm/s, and the maximum velocity in the Y-axis
direction is 16mm/s. In the X-axis direction, at T/2 time,
the foot speed reaches the maximum value −Vmax; at T/4
and 3 T/4 time, the speed is one half of the maximum
value. According to equation (13), the position increment
of the four points is [−6.67, −33.33, −33.33, −6.77] mm. In
the direction of Y axis, at T/4 time, the foot velocity
reaches the maximum value −Vmax; at 3 T/4 time, the foot
velocity is Vmax; at T/2 time, the foot velocity is zero. .e
position increments of the four points calculated by
equation (13) are [−5.33, −5.33, 5.33, 5.33] mm. .e foot
trajectory function generated by interpolation is shown in
the following equation:

Table 2: D-H coordinate parameters of four-legged robot with single leg.

Serial number i Connecting rod rotation angle αi−1 Connecting rod length ai−1 Joint angle θ Connecting rod offset di
1 0 0 θ1 0
2 0 lAG θ2 0
3 0 lGH 0 0
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Figure 7: .e velocity curve of the real cycloid track: (a) X-axis velocity curve (cycloid track); (b) Y-axis velocity curve (cycloid track).
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x(t) �

4(1320t + 330)(t − 0.5)2 − 4t2(1298.4t − 973.8) − 4t2(16t − 8) 0< t< 0.5

4(133.2t − 33.3)(t − 1)2 − 4(80t − 80)(t − 0.5)2 − 4(40t − 20)(t − 1)2 0.5< t< 1

4(133.2t − 233.1)(t − 1)2 − 4(80t − 80)(t − 1.5)2 − 4(40t − 60)(t − 1)2 1< t< 1.5

4(160t − 360)(t − 1.5)2 − 4(40t − 60)(t − 2)2 − 4(133.2t − 166.5)(t − 2)2 1.5< t< 2

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

y(t) �

4(1320t + 330)(t − 0.5)2 − 4t2(1298.4t − 973.8) − 4t2(16t − 8) 0< t≤ 0.5

4(1298.4t − 324.6)(t − 1)2 − 4(16t − 8)(t − 1)2 − 4(1277.2t − 1596.5)(t − 0.5)2 0.5< t≤ 1

4(16t − 24)(t − 1)2 + 4(1277.2t − 957.9)(t − 1.5)2 − 4(1298.4t − 2272.2)(t − 1)2 1< t≤ 1.5

4(16t − 24)(t − 2)2 − 4(1320t − 2970)(t − 1.5)2 + 4(1298.4t − 1623)(t − 2)2 1.5< t≤ 2

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

.e step length and lift height of the quadruped robot are
shown in the following equation:

S � 􏽘
4

i�1
ΔPi,

H � 􏽘
4

j�1
ΔPj,

(15)

where i and j are the numbers of sections and △Pi and △Pj
are the displacement increments of each section.

According to equation (15), the step length S is 80mm
and the leg lift height H is 10.66mm. As can be seen from
Figure 9, the foot trajectory formed by the step length and
step height is within the working space of the leg of the
quadruped robot. Considering the mechanical characteris-
tics of parallelogram and contra-parallelogram, the foot
trajectory is symmetrically distributed along the Y-axis with
an initial position of (40mm, 330mm), when the robot’s leg
joint moves. Since the positive direction of D-H coordinate
is located in the third quadrant of the rectangular coordinate
system, when the robot’s leg moves to the highest point, the
Y-axis coordinate is 319.34mm. .e generated foot track is
shown in Figure 10.

3.2.2. Interpolation Control. .e speed of the segment
points and the segment points of the planned trajectory are
written into the controller by script language (Figure 11).
.e leg servo motor is controlled to move according to the
planned trajectory. .e trajectory interpolation procedure
within 0.5 seconds is shown in the following equation:

PVT 500,

X 33.3: −40Y 324.7: −16,
(16)

where 500milliseconds is the interval between segments; X
33.33mm and Y 324.67mm are the existing positions of P0
(the initial points) after △P increment change; −40mm/s
and −16mm/s are the velocities of the end points of the first
segment.

4. Simulation and Experimental Analysis

4.1.ADAMSSimulation. In order to verify correctness of the
quadruped robot foot trajectory and the smoothness of the

speed change in the direction of XY axis, the simulation is
carried out by MATLAB and ADAMS in this paper [28, 29].
Firstly, SolidWorks is used to build the 3D model of the
virtual prototype, and then the 3D model is imported into
ADAMS to add constraints and drivers. .e coordinate set
on the foot track is mapped to the corresponding motor
angle by MATLAB. Finally, the motor angle is imported into
ADAMS to complete the simulation verification of the
virtual model. .e specific simulation process is shown in
Figure 12.

In one cycle, the foot movement process is shown in
Figure 13.

4.2. Simulation Results Analysis. When a quadruped robot
travels along the foot trajectory formed by Hermite inter-
polation, the synthetic velocity curve along the XY axis is
shown in Figure 14. According to the graph, the change of
the foot speed of the robot in a single cycle is relatively
smooth and can meet the requirements of the stable motion
of the robot.

4.3. Analysis of Experimental Results. .e quadruped robot
designed in this paper uses steel processing leg structure. In
order to verify the trajectory of one leg when the robot
swings, and to avoid the friction caused by the contact
between the other three legs and the ground affecting the
trajectory of the foot, aluminum profiles are used to con-
struct a support frame to support the entire body in the air.
.e standard laser tracker R-20 Radian of the automatic
precision engineering company (API) is adopted in the
measurement system. .e spatial position of the measuring
point relative to the measuring coordinate system is cal-
culated by the laser interference principle [30]. .e exper-
imental platform is shown in Figure 15.

Due to the limited space of the body of the quadruped
robot, in order to increase the reliability of the robot in the
process of moving and the bearing capacity of the body of
the robot, PMAC 16-axis ck3e controller with small size and
good openness is selected as the main controller. .e
controller is equipped with the corresponding EtherCAT
slave station module to realize the information interaction
between switch and analog. .e DB59M024035-KYAN
brushless DC servo motor of Nanotec German is used as the
servo motor. .e specific models are shown in Table 3.
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.e control principle of the whole machine is shown in
Figure 16.

.e initial joint angle of the robot is set as 40° for the hip
joint and 80° for the knee joint. According to the kinematics
model, the initial angle of the calf motor is calculated as
52.8°. .e trajectory drawing software embedded in PMAC

is used to draw the movement trajectory of the robot foot in
the oscillating phase in a single cycle (Figure 17). Under the
initial conditions, the program of fast return to zero is
executed, then the foot moves to (40mm, 330mm), and the
foot of the robot walks according to the preset trajectory. In
one period, the displacement in the X-axis direction is

Motor program

Figure 11: Interface of motion program software.
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Figure 9: Workspace of the foot end of the quadruped robot.
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Figure 13: Schematic diagram of full cycle foot movement of quadruped robot: (a) t� 0; (b) t� 1 s; (c) t� 2 s.
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80mm, and the displacement in the y-direction is about
10.66mm. .e sampling time is set by the laser tracker, and
the foot motion track is measured as shown in Figure 18.

Due to the gap in the leg structure during processing and
assembly, the mechanical mechanism of the foot has a slight
vibration in the actual movement process, which leads to the
deviation between the fitted track and the actual track. .e
displacement in the X-axis direction is 81.3mm with an
error of 1.65%. .e maximum displacement in the Y-axis
direction is 10.3mmwith an error of 3.4%..e error is small
and can fully meet the walking requirements.

Quadruped robotLaser tracker

Figure 15: Experimental platform.

Table 3: List of control system components.

Name Model Main parameter Function
Controller PMAC CK3E-1310 16 axis EtherCAT bus controller
Servo amplifier Nanotec C5-E-2-21
Driver DB59M024035-KYAN 3500 r/min DC servo motor
Coupler NX -ECC203 EtherCAT
Digital input module NX-ID5342 16 Zero position signal and power supply under voltage signal input
Digital input module NX-ID4342 8 Digital input standby module
Digital output module NX-OD4121 8 Digital output standby module
Analog input module NX-AD4603 8 Analog input standby module

Kinematical modeling

Forward and inverse 
analytical solution

16-axis programmable 
controllerFoot-end trajectory planning

Execute motion program

Figure 16: System control schematic diagram of the whole machine.
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Figure 17: Trajectory curve of foot end of quadruped robot (x/mm,
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Figure 18: Testing trajectory of laser tracker (x/mm, y/mm).
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5. Conclusion

(1) In order to reduce the inertia of quadruped robot’s legs, a
leg structure is designed in this paper. .e motor of hip
joint and knee joint is reasonably arranged on the body,
and the parallel quadrilateral and contra-parallel quad-
rilateral bar structures are used for power transmission.

(2) For the quadruped robot with the goal of trajectory
planning, MATLAB software is adopted, Hermit in-
terpolation algorithm is applied, and the characteristic
of smooth velocity change of cycloid trajectory is used
for reference. Proportional coefficient C is reasonably
selected to approximate the velocity change curve of
the foot trajectory, so as to generate the movement
trajectory of the foot of the quadruped robot. ADAMS
software is used to simulate. According to the simu-
lation results, the quadruped robot can move using the
designed trajectory, and the speed changes in the
process of movement are relatively smooth.

(3) .e PMAC bus controller with small volume and high
integration is adopted as the main controller. .e for-
ward and inverse solution algorithm is written and the
PVTinterpolation library function is called to control the
leg servo motor by writing the motion program through
scripting language, so as to test the real prototype. .e
experimental results show that the trajectory generated
by piecewise interpolation based on the cycloid velocity
curve can be realized under the leg structure of the
quadruped robot in this paper. At the same time, the
velocity variation is relatively stable during the move-
ment. .is experiment offers a theoretical basis for the
trajectory design, optimization, and overall debugging of
the electrically driven quadruped robot.
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A new trajectory tracking control method based on the U-model is proposed to improve the trajectory tacking speed of robot
manipulators. &e U-model method is introduced to relieve the requirement of the dynamic mathematical model and make the
design of trajectory tracking controller of robot manipulators simpler. To further improve the trajectory tacking speed, an
improved iterative learning control algorithm is used to suppress the influence of the initial state error with less computation time.
Experimental results show that the proposed control method is effective and practical for the trajectory tracking control of robot
manipulators, especially with a high real-time requirement.

1. Introduction

Nowadays, most robot manipulators need to possess the
capacity of accurate and fast trajectory tracking. Trajectory
tracking control is a key issue in the field of robot manip-
ulator motion planning [1–3]. It aims to enable the joints or
links of the robot manipulator to track the desired trajectory
with ideal dynamic quality or to stabilize them in the
specified position [4]. At present, there are two main ways to
analyze and design the trajectory tracking control for robot
manipulator [5]. &e first one is with respect to a classical
linear control method [6, 7]. &is way is easy, and some
classical control theory and methods can be used directly in
some nonlinear properties which are approximated into a
linear relationship or neglected. However, the trajectory
tracking control of robot manipulators is a multi-input and
multioutput (MIMO) control problem, and the motion
equation of a robot manipulator with multiple degrees of
freedom is highly coupled and complex [8]. If each joint is
supposed to be independent and the inertia of each joint be
constant, it may lead to inconsistent system damping and
other unexpected situations in the entire workspace [9].
&erefore, there is the second way, which focuses on the
nonlinear control method without the requirements of the
above assumptions [10–12]. However, this nonlinear

method also has some limits; for example, it needs to get the
exact data of the structure and precise parameters when
modelling the manipulator so as to correctly describe all
these uncertainties, for example, the interaction among
robot joints and the change in centroid.

&e initial state error has a great influence on the tra-
jectory tracking speed. Iterative learning control method is
used to rapidly suppress the influence of the initial state
error. Hongfeng et al. [13] proposed an iterative learning
trajectory tracking control algorithm for discrete nonlinear
systems in which the initial states are not strictly identical to
given expected values in track tracking. Jin [14] proposed a
new iterative learning control method which can track the
nonrepetitive motion trajectory without assuming that the
initial state error of the system is unchanged. Hui et al. [15]
proposed a data-driven iterative learning control method
based on an extended state observer. &e concept of ESO is
introduced into the iteration direction. &e random initial
state and the disturbance are taken as the extended state of a
whole. &eoretical analysis shows that the method is robust
to initial displacements and perturbations of iterative
changes.

A reasonable learning gain matrix can improve the
trajectory tracking speed. In order to obtain the optimal
learning gain, many researches have been done including
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variable exponential gain method [16], fuzzy PID method
[17], and the method combining neural network controller
and compensation controller [18]. However, the complex
control law and the learning law will bring a huge amount of
computation time and affect the trajectory tracking speed.

According to the above analysis, both the classical linear
control method and the nonlinear control method have their
advantages and also some limitations, respectively. If there is
a way to combine the benefits of the classical linear and the
nonlinear control methods, not only the analysis and design
of trajectory tracking control can be easier but also the speed
and accuracy of trajectory tracking control may be improved
as well. U-Model belongs to a generic systematic approach,
which converts the nonlinear polynomial model into a
controller output-based time-varying polynomial model
[19–23]. Inspired by this idea, the U-model theory is in-
troduced into the trajectory tracking control, which can help
understand the inner structure and parameters of the robot
manipulator better and reduce the structure complexity of
control system. Iterative learning control method is used
with a new iterative learning control law, which can greatly
decrease the computation time and further improve the
trajectory tracking speed.

&e remainder of the paper is organized as follows.
Section 2 describes trajectory tracking U-control system in
detail. Section 3 analyzes the asymptotic convergence of the
control law and the stability of the system. In Section 4,
simulation experiment is carried out to prove the effec-
tiveness of the proposed method. Conclusions are given in
Section 5.

2. Trajectory Tracking U-Control System

In this paper, a trajectory tracking U-control method is
proposed, and the control system mainly includes robot
manipulator and a U-controller, as shown in Figure 1. &e
U-controller is composed with an iterative learning con-
troller (ILC for abbreviation) and the U-model of a robot
manipulator, where Gc is the mathematical model of the
linear controller, Gp is the mathematical model of the robot
manipulator, and G−1

p is the dynamic inverse of robot
manipulator model based on U-model theory. &e desired
output trajectory is denoted as yd(t), and the system output
is denoted as yk(t) at time t ∈ R+. k is the number of
iterations.

2.1. Realization of U-Controller. Consider a robot manipu-
lator with n DOF; its general dynamic model can be rep-
resented as

M(q)€q + C(q, _q) _q + G(q) + ua � u, (1)

where qn×1 � [q1, q2, . . . , qn]T ∈ Rn is the angular displace-
ment vector; _qn×1 and €qn×1 are angular velocity and angular
acceleration vectors of each joint, respectively; u ∈ Rn×1 is
the torque vector; M(q) ∈ Rn×n represents the inertia term;
C(q, _q) ∈ Rn×n is the Coriolis and centrifugal terms;
G(q) ∈ Rn is the gravitational term; and ua ∈ Rn×n is the
unknown disturbance term.

Based on the U-model theory, the mathematical model
Gp of the robot manipulator (1) can be converted into the
following U-model expression:

€y(t) � −M
−1

y(t)[C(y(t), _y(t)) _y(t) + G(y(t), _y(t))]

+ M
− 1

y(t)u(t) − M
− 1

y(t)ua,

(2)

where y(t) � q(t).
In order to consistent with the U-model theoretical

expression, equation (2) can be transformed as follows:

vk(t) � α0(t) + α1(t)uk(t) + E(t), (3)

where
vk(t) � €y(t),

α0(t) � −M− 1y(t)[C(y(t), _y(t)) _y(t) + G(y(t), _y(t))],

α1(t) � M− 1y(t),

E(t) � −M− 1y(t)ua.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

From the transformation of equation (2) to equation (3),
it can be seen that the realization of the U-model is different
from the general approximate linear transformation and the
properties of the original robot manipulator dynamic model
will not be changed.

As seen from Figure 1, the U-controller consists of ILC and
the dynamic inverse controllerG−1

p based on the U-model. After
the U-model expression Gp of the manipulator dynamic model
(3) is obtained, the U-controller can be designed based on the
U-model theory. &e output of the ILC is shown as follows:

vk(t) � vk−1(t) + Gce(t), (5)

where trajectory error e(t) � yd(t) − yk(t).
According to the definition of U-model theory, in this

trajectory tracking U-control system, the general mathe-
matical express of Gp can be obtained by

vk

(M)
(t) � 􏽘

M

j�0
αj(t) u

j

k

(N)

(t) + E(t), M>N, (6)

where vk

(M)
(t) and uk

(N)
(t) are the Mth and Nth orders of

derivatives of vk(t) and uk(t), respectively. αj(t) is a time-

varying coefficient of uk

(N−1)
(t), . . . , uk(t) and

vk

(M−1)
(t), . . . , vk(t).

By solving the root of equation (6), the output uk(t) of
the U-controller can be obtained and expressed as

uk(t) � F vk

(M)
(t) − 􏽘

M

j�0
αj(t)u

j

k

(N)

(t) − E(t)⎡⎢⎢⎣ ⎤⎥⎥⎦, (7)

where F[∗] is a root-solving algorithm. In order to improve
the convergence speed of iterative algorithms, based on the
Newton–Raphson iterative algorithm, the model of the
U-controller is obtained as shown in equation (8), which can
optimize the output of ILC so as to reduce the number of
iterations and speed up the tracking convergence.

2 Mathematical Problems in Engineering



&e mathematical model of the U-controller can be
expressed as

uk(t) �
vk(t) − α0(t) − E(t)

α1(t)
. (8)

From the above equation, it can be seen that the output
of the U-controller only needs to search a single value of
uk(t) and obtain the output of ILC through fewer iterations,
which greatly reduces the complexity of operation.

2.2. Iterative Learning Control Law. Iterative learning con-
trol algorithm is a common method for trajectory tracking
control of manipulator. In order to improve the trajectory
tracking speed of the manipulator, it is necessary to reduce
the number of iterations required for the convergence while
ensuring the convergence of the iterative learning control
law. &erefore, both the initial state error and the conver-
gence speed of the error are considered when the iterative
learning control law is designed.

Let xk(t) � q _q􏼂 􏼃
T, the robot manipulator (1) can be

rewritten into the following expression (9), and the dis-
placement and velocity of each joint of the manipulator are
used as the system output:

_xk(t) �
_q

€q
􏼢 􏼣 � f xk(t), t( 􏼁 + B(t)uk(t) + Wk(t),

yk(t) � C(t)xk(t) + Vk(t),

⎧⎪⎪⎨

⎪⎪⎩
(9)

where Wk(t) and Vk(t) are state disturbance and output
disturbance, respectively. k is the number of iterations.

f xk(t), t( 􏼁 �
_q

−M− 1(C(q, _q) _q + G(q))
􏼢 􏼣,

B(t) �
0

M− 1(q)
􏼢 􏼣,

Wk(t) �
0

−M− 1(q)
􏼢 􏼣ua,

C(t) � I.

(10)

It is assumed that the above robot manipulator system
satisfies the following conditions.

Assumption 1. f(xk(t), t) satisfies the Lipschitz condition;
that is, there exists a constant Lf (Lf > 0) that satisfies the
following:

f xk+1(t), t( 􏼁 − f xk(t), t( 􏼁
����

����≤ Lf xk+1(t) − xk(t)
����

����. (11)

Assumption 2. &e adjacent state disturbance variation and
the output disturbance variation are bounded, expressed as
follows:

Wk+1(t) − Wk(t)
����

����≤ bW,

Vk+1(t) − Vk(t)
����

����≤ bV.

⎧⎨

⎩ (12)

Assumption 3. B(t) and C(t) are bounded.

Assumption 4. Expected trajectory yd(t) is continuous for
all t ∈ [0, T].

It is assumed that the system has a random initial error,
which is denoted as ek(t) � yd(t) − yk(t), and the initial
state of the kth iteration is xk(0). &e control law is as
follows:

vk(t) � vk−1(t) + Γek(t) + Γ _ek(t) + ϕk(t)Xk(0), t ∈ [0, T],

(13)

where Γ is the constant gain matrix and
Gc � Γ(ek(t) + _ek(t)) + ϕk(t)Xk(0).

&e learning law for the initial state is

ϕ(t) �

2ak

h
1 −

ak

h
t􏼠 􏼡, t ∈ 0,

h

ak
􏼢 􏼣,

0, t ∈
h

ak
, T􏼢 􏼣,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

a> 1, 0< h<T,

(14)

Xk(0) � B(0)Γek(0) + xk(0) − xk+1(0), (15)

where a> 1, 0< h<T.
From equation (14), the initial state error can only affect

the trajectory tracking speed within the time interval
[0, (h/ak)]. After t � h/ak, the initial state error will be 0.
With the increase in the number of iterations k, the time
instant h/ak will tend to 0 quickly, which means the time the
initial state error affects the trajectory tracking speed will
become very short as well. It means that the trajectory
tracking speed can be improved by the use of the proposed
iterative learning control law.

U-controller

yd (t) e
vk–1(t)

vk(t)

uk(t) yk(t)GpGc

ILC

Error compensation

Memory

Gp
–1

U–model Robot manipulator
+

++
–

Figure 1: U-Control system framework.
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3. Convergence Analysis

&e stability of the trajectory tracking system requires that
the actual output trajectory of the system converges to the
desired trajectory under the action of the proposed
U-controller; that is, the error between expected and actual
trajectory will converge to 0 or within a boundary finally.

Lemma 1. For the robot manipulator described in equation
(9), if it satisfies the following conditions,

ρ � sup
t∈[0,T]

1 − M
− 1

(q)G
����

����< 1, (16)

then the tracking error of the system will eventually converge
to a boundary.

Proof. From equation (9), we can get
xk+1(t) − xk(t)

� 􏽚
t

0
f xk+1(s), s( 􏼁 − f xk(s), s( 􏼁􏼂 􏼃ds

+ 􏽚
t

0
B(s) uk+1(s) − uk(s)􏼂 􏼃ds + 􏽚

t

0
Wk+1(s)􏼂

− Wk(s)􏼃ds + xk+1(0) − xk(0).

(17)

According to equation (13), there is

􏽚
t

0
B(s) vk+1(s) − vk(s)􏼂 􏼃ds

� 􏽚
t

0
B(s) Γek(s) + Γ _ek(s) + ϕk(s)Xk(0)􏼂 􏼃ds

� 􏽚
t

0
B(s)Γek(s)ds + B(t)Γek(t) − 􏽚

t

0
ek(s)[ _B(s)Γ + B(s) _Γ]ds

+ Xk(0) 􏽚
t

0
B(s)ϕk(s) − 1( 􏼁ds + xk(0) − xk+1(0).

(18)

&en, equation (17) can turn into
xk+1(t) − xk(t)

� 􏽚
t

0
f xk+1(s), s( 􏼁 − f xk(s), s( 􏼁􏼂 􏼃ds + 􏽚

t

0
Wk+1(s) − Wk(s)􏼂 􏼃ds

+ 􏽚
t

0
B(s)Γek(s)ds + B(t)Γek(t) − 􏽚

t

0
ek(t)[ _B(s)Γ + B(s) _Γ]ds

+ Xk(0) 􏽚
t

0
B(s)ϕk(s) − 1􏼂 􏼃ds.

(19)
According to the tracking error definition

ek(t) � yd(t) − yk(t),

ek+1(t) − ek(t)

� yd(t) − yk+1(t) − yd(t) + yk(t)

� −C(t) xk+1(t) − xk(t)􏼂 􏼃 − Vk+1(t) − Vk(t)􏼂 􏼃.

(20)

Substituting equation (19) into equation (20),

ek+1(t)

� ek(I − CBΓ) − C(t) 􏽚
t

0
f xk+1(t), t( 􏼁 − f xk(t), t( 􏼁􏼂 􏼃ds􏼢

+ 􏽚
t

0
B(s)Γek(s)ds − 􏽚

t

0
ek(s)[ _B(s)Γ + B(s) _Γ]ds􏼣

− C(t) 􏽚
t

0
Wk+1(s) − Wk(s)􏼂 􏼃ds

− C(t)Xk(0) 􏽚
t

0
B(s)ϕk(s) − 1􏼂 􏼃ds − Vk+1(t) − Vk(t)􏼂 􏼃.

(21)

According to equation (14), when t ∈ [(h/ak), T], we can
get

􏽚
t

0
B(t)ϕk(t) − 1( 􏼁ds � 0. (22)

According to Bellman–Gronwall lemma, equation (19),
and assumptions (1) and (2), we have

xk+1(t) − xk(t)
����

����

≤ 􏽚
t

0
Lf xk+1(s) − xk(s)

����
����ds +bWs

􏼌􏼌􏼌􏼌
t

0 + 􏽚
t

0
‖B(s)Γ‖ ek(s)

����
����ds

+‖B(t)Γ‖ ek(t)
����

���� + 􏽚
t

0
‖ _B(s)Γ + B(s) _Γ‖ ek(s)

����
����ds.

(23)

Multiply both sides of equation (23) by e− λt, where λ> 0,
and take the maximum value of the right-hand side, and
assume that t � tmax ∈ [0, T]:

xk+1(t) − xk(t)
����

����λ

≤
Lf

λ
xk+1(t) − xk(t)

����
����λ + bWt +

1 + λ
λ

supt‖BΓ‖ ek(t)
����

����λ

+
supt‖

_BΓ + B _Γ‖
λ

ek(t)
����

����λ t � tmax( 􏼁.

(24)

Let Lf < λ, and equation (24) can be simplified as

xk+1(t) − xk(t)
����

����λ≤
λbWt

λ − Lf

+
(1 + λ)supt‖BΓ‖ + supt‖

_BΓ + B _Γ‖
λ − Lf

ek(t)
����

����λ.

(25)

In the same way, equation (21) can turn into
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ek+1(t)
����

����λ≤ ek(t)
����

����λ ρ +
supt‖C(t)‖Lf

λ
xk+1(t) − xk(t)

����
����λ

+
supt‖C(t)‖ supt‖BΓ‖ + sup‖ _BΓ + BΓ‖􏼐 􏼑

λ
ek(t)

����
����λ

+ supt‖C(t)‖bWt + bV.

(26)

Substituting equation (25) into (26),

ek+1(t)
����

����λ≤P ek(t)
����

����λ + Q, (27)

where

P � ρ + supt‖C(t)‖
Lf + 1􏼐 􏼑supt‖BΓ‖ + supt‖

_BΓ + B _Γ‖
λ − Lf

,

Q �
λsupt‖C(t)‖bWt

λ − Lf

+ bv.

(28)

When the value of λ is big enough, according to equation
(16), we can get P ≈ ρ< 1. When λ is chosen, Q becomes a
constant. Further deform equation (27) into

ek+1(t)
����

����λ≤ ρ
k

ek(t)
����

����λ −
Q

1 − M
􏼒 􏼓 +

Q

1 − M
. (29)

&erefore, we can have

ek(t)
����

����λ≤ ρ
k− 1

ek−1(t)
����

����λ −
Q

1 − M
􏼒 􏼓 +

Q

1 − M
. (30)

With the number of iterations k⟶∞, we have
ρk− 1⟶ 0(ρ< 1) and the following inequality:

lim
k⟶∞

ek(t)
����

����λ≤
λsupt‖C(t)‖bWt

(1 − ρ) λ − Lf􏼐 􏼑
+

bV

1 − ρ
. (31)

From equation (31), it can be seen that, after time
t � h/ak, the initial state error no longer affects the tracking
error, and the tracking error is only determined by the
degree of inaccuracy of the system model parameters and
other external disturbances. For the value of the right part of
inequality is constant, the tracking error of the system will
eventually converge to a boundary.

4. Simulations

A 2-DOF planar robot manipulator is used to prove the
effectiveness of the proposed control method. As shown in
Figure 2, the parameters are as follows: link 1: length l1 and
mass m1, the distance between the center of mass of link 1
and base joint is lc1, and the inertia of link 1 is I1. Link 2:
length l2 and mass m2; the distance between the center of
mass of link 2 and joint 1 is lc2, and the inertia of link 2 is I2.

&e robot manipulator is modeled by the Lagrange
method. &e parameters of inertia matrix M(q)2×2, Coriolis
and centrifugal matrix C(q, _q)2×2, and gravity term matrix
G(q)2×1 are set as follows:

M � mij􏽨 􏽩2×2,

m11 � m1l
2
c1 + m2 l

2
1 + l

2
c2 + 2l1l2 cos q2􏼐 􏼑 + I1 + I2,

m12 � m21 � m2 l
2
c2 + l1lc2 cos q2􏼐 􏼑 + l2,

m22 � m2l
2
c2 + I2,

C � cij􏽨 􏽩2×2,

c11 � h _q2,

c12 � h _q1 + h _q2,

c21 � −h _q1,

c22 � 0,

h � −m2l1lc2 sin q2,

G � G1, G2􏼂 􏼃
T
,

G1 � m1lc1 + m2l1( 􏼁g cos q1 + m2lc2g cos q1 + q2( 􏼁,

G2 � m2lc2g cos q1 + q2( 􏼁.

(32)

&e robot system parameters are

m1 � m2 � 1,

l1 � l2 � 0.5,

lc1 � lc2 � 0.25,

I1 � I2 � 0.1,

g � 9.81.

(33)

Set the expected trajectory of the system as
y1d � sin(3t),

y2d � cos(3t).
􏼨 (34)

&e constant gain matrix of iterative learning control law
is set as

Γ �
200 0

0 200
􏼢 􏼣. (35)

l2

lc2

lc2

lc1

lc1

q2

q1

l1

Figure 2: 2-DOF robot manipulator.
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&e remaining simulation parameters are initial input

u0(t) �
0
0􏼢 􏼣, h � 0.1, and a � 2. &e initial state of the

system is randomly generated by the random function.
In order to illustrate the valid of the proposed U-con-

troller, two experiments are carried out to show the dif-
ference of displacement errors rates of the two joints of the
robot manipulator with and without U-model, respectively,
and the results are shown in Figures 3 and 4. x axle rep-
resents the number of iterations, and y axle represents the
displacement errors of joint 1 and joint 2, respectively.

From Figure 3, we can see that when the U-model method
is used, only one iteration is needed for each joint to make the
displacement error converge to a boundary. However, at least

two iterations for each joint are needed without the use of
U-model; from the Figure 4, we can see that the angular
displacement errors of joint 1 and joint 2 converge to 0 after
three iterations. It means that the U-model control framework
can reduce the number of iterations and effectively improve the
tracking speed. However, there are displacement errors caused
by the U-model, but the loss of tracking accuracy can be ac-
ceptable for a robot manipulator, especially when it is used in
the fields with high real-time requirement.

In order to show the valid of the proposed ILC law, two
experiments are carried out using the U-controller with
different ILC laws.&e first ILC law is designed in this paper,
and the other is the ILC only considering the initial state
error.&e number of iterations k is 5.&e trajectory tracking
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Figure 3: Error convergence curve with U-model.
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Figure 5: Trajectory tracking result with the proposed ILC law with 5 iterations.
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Figure 6: Continued.
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curves are shown in Figures 5 and 6. &e blue solid line
stands for the expected trajectory, and the red dotted line
stands for the actual trajectory of the robot manipulator.

From Figure 5, we can see that the actual output tra-
jectory has totally tracked the desired trajectory after 2.5
seconds, while in Figure 6, it takes about 4.5 seconds for the

robot manipulator to track the desired trajectory. By the
proposed ILC law, the speed of trajectory tracking is im-
proved more obviously than other ILC law, which does not
consider the convergence speed of the initial state error.

With the increasing k, the benefit of the proposed ILC
law will be more obvious.We set k � 10 and repeat the above
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Figure 6: Trajectory tracking result with the other ILC law with 5 iterations.
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Figure 7: Trajectory tracking result with the proposed ILC law with 10 iterations.
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experiment with the tracking results, as shown in Figures 7
and 8. In Figure 7, by using the proposed method, the actual
trajectory output is totally tracking the desired trajectory
even from the beginning, while in Figure 8, there is still
tracking error until 0.5 seconds later.

5. Conclusions

&e proposed trajectory tracking U-control method has a
simple structure and does not need to change the original
nonlinear characteristics of the manipulator system. &e
iterative learning algorithm based on the initial state errors
and the speed of error convergence is designed to effectively
suppress the influence made by the initial errors and fasten
the trajectory tracking. &e U-model control framework can
reduce the number of iterations of ILC law and further
improve the speed of the trajectory tracking. &e proposed
trajectory tracking the U-control method is particularly
suitable for real-time applications.

Data Availability

&e detailed mechanism model and parameters of U-con-
troller are given in the manuscript. &e results are computed
on the Matlab software with the model and given param-
eters, while the relevant results are also given in the
manuscript.
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-is paper proposes an adaptive predefined performance neural control scheme for robotic manipulators in the presence of
nonlinear dead zone. A neural network (NN) is utilized to estimate the model uncertainties and unknown dynamics. An improved
funnel function is designed to guarantee the transient behavior of the tracking error.-e proposed funnel function can release the
assumption on the conventional funnel control. -en, an adaptive predefined performance neural controller is proposed for
robotic manipulators, while the tracking errors fall within a prescribed funnel boundary.-e closed-loop system stability is proved
via Lyapunov function. Finally, the numerical simulation results based on a 2-DOF robotic manipulator illustrate the control effect
of the presented approach.

1. Introduction

Robotic manipulators have been widely utilized in industrial
applications such as manufacturing industry, aerospace, and
military equipment [1–9]. Nevertheless, the nonlinear terms
include the nonlinear friction, model uncertainties, and dead
zone that can reduce the control accuracy. To address this
problem, the conventional PID controller was designed for
robotic manipulators, but PID cannot achieve the satisfac-
tory control performance [9]. To improve the tracking
performance of robotic manipulators, a variety of control
strategies were proposed for robotic systems such as
adaptive control [10, 11], nonlinear control [12], and back-
stepping control [13–15].

In fact, the difficulties in the control design for robotic
systems mainly stem from nonlinear terms. To tackle these
nonlinear terms, disturbance observer techniques were
proposed to reject the unknown disturbance [1, 16, 17]. In
[1], a new unknown dynamics estimator- (UDE-) based first-
order filter is proposed for robotic manipulators, the UDE
was incorporated into control design that can effectively
reject the unknown dynamics. An unknown input observer

(UIO) was developed by introducing the first-order filter to
estimate the unknown dynamics of servomechanisms, where
the UIO had only one tuned parameter [18]. A novel
nonlinear disturbance observer (NDO) was proposed for
robotic manipulators in [17]. A disturbance observer (DOB)
was devised for robot manipulators, where the external
disturbance can be rejected by using the DOB [19]. Although
the aforementioned disturbance observer-based control
strategies can improve the performance of the robotic
manipulator, the transient behavior is not considered in
control design.

On the other hand, as neural networks (NNs) [1, 20–25]
or fuzzy logic systems (FLS) [26–28] have been used to
approximate the system uncertainties due to their approx-
imation ability. In [25], an adaptive neural network control
was proposed for robot manipulators, where the NN was
utilized to approximate the unknown dead zone and system
uncertainties. In [29], a contouring control method was
proposed for robot manipulators and the NN was used to
estimate the unknown dynamics. In [30], a NN-based ter-
minal sliding mode control (TSMC) was designed for robot
manipulators with actuator dynamics, where the NN was
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used to estimate the unknown actuator dynamics. A neural-
fuzzy control was used to estimate the inverse dynamics;
then, the approximation was incorporated into an adaptive
neural-fuzzy controller to compensate the unknown dy-
namics of robot systems [31]. Although the aforementioned
approaches can improve the control performance, the
transient behavior and steady-state performance are not
considered in controller design.

Recently, it is well known that the prescribed perfor-
mance control (PPC) method can be used to quantitatively
analyse the transient behavior [32]. -e main feature is that
a prescribed function with maximum overshoot and
convergence rate is used to transform the original tracking
error into a new error. -en, the new error is used to design
a controller in which the tracking error can be remained
within a predefined boundary. -is control method has
been used to control some systems [33–38]. In [39], an
adaptive prescribed performance control was proposed for
servomechanisms to improve the control performance. In
[40], a modified prescribed performance function was
proposed and incorporated into control design to control
piezo-actuated positioning systems. A PPC was developed
to control a variable stiffness actuated robot in [34].
Moreover, a funnel control (FC) as a constraint control was
also proposed to guarantee the transient response [41]. -e
concept of FC is to construct an adjustable proportional
gain τ to control the dynamics systems. -e funnel control
has been used to control some practice systems such as two-
mass systems [42], air-breathing hypersonic vehicles [43],
and nonlinear dynamics systems [44]. In [45], a funnel
control based on the adaptive fuzzy control was proposed to
control stochastic nonlinear systems, where the fuzzy logic
is utilized to approximate the unknown nonlinear dy-
namics. A neural network based on the adaptive control
was developed for two-mass systems with backlash, where
the neural network was employed to estimate the unknown
backlash [46]. If a control system is with high relative
degree (r≥ 3), the funnel control may not suit this kind of
systems. -us, the application of funnel control is limited.
Moreover, the application of funnel control in robotic
manipulators cannot be found.

-is paper will propose a novel adaptive neural pre-
scribed performance control method for robotic manipu-
lators with unknown dead zone. A novel funnel variable is
defined based on the tracking error. -e modified funnel
variable can release the assumption on the original funnel
control. An echo state neural network (ESN) is adopted to
estimate the unknown dynamics of robotic manipulators,
and the approximation is used in control design to com-
pensate the nonlinear dead zone. -en, an adaptive control
scheme for a robotic manipulator is proposed to improve the
control performance. Numerical simulation demonstrates
the effectiveness of the proposed control approach.

-e special contributions of this paper are as follows:

(i) A novel funnel function is proposed based on the
tracking error, and it can release the limitation on
the original funnel function and is used in control
design to improve the control performance

(ii) A neural network is utilized to estimate the non-
linear dead zone, and the approximation is to design
a controller, where the dead zone is compensated

(iii) -e effectiveness of the proposed control method is
evaluated based on a robotic manipulator by using
numerical simulations

-e remainder of this paper is organized as follows.
Section 2 presents system description, funnel control design,
and echo state neural network structure. An adaptive neural
funnel controller is shown in Section 3. Numerical simu-
lation results are given in Section 4. Finally, the paper is
concluded in Section 5.

2. Problem Formulation

2.1. System Description. -is paper considers a n-degree-of-
freedom (DOF) robotic manipulator, which can be modeled as

M(q)€q + C(q, _q) _q + G(q) + dl � d(τ), (1)

where q, _q, and €q are the robot joint position, velocity, and
acceleration, respectively; M(q) denotes the inertia matrix,
C(q, _q) represents the Coriolis/centripetal torque, including the
viscous friction and nonlinear damping, G(q) is the gravity
torque, τ is the control input, and dl is the unknown disturbance.

For the matrices M(q) and C(q, _q), the following
properties hold.

Property 1. -e matrix _M(q) − 2C(q, _q) is a skew-sym-
metric matrix.

Property 2. -e matrix M(q) is bounded such that
0<Ma ≤ ‖M(q)‖≤Mb, where Ma and Mb are positive
constants.

Assumption 1. -e dead-zone nonlinearity (see Figure 1)
can be written as

d(τ) �

dr(τ), if τ(t)≥ br,

0, if bl < v(t)< br,

dl(τ), if τ(t)≤ bl,

⎧⎪⎪⎨

⎪⎪⎩
(2)

where τ(t) is the control torque, dl(v) and dr(v) denote
unknown smooth functions, and bl < 0 and br > 0 denote
constants.

dr(τ(t)) and dl(τ(t)) can be written as

dl(v) � dl(v) − dl bl( 􏼁dl
′ ξl( 􏼁 v − bl( 􏼁,

∀v ∈ − ∞, bl( 􏼃with ξl ∈ − ∞, bl( 􏼁,
(3)

dr(v) � dr(v) − dr br( 􏼁 � dr
′ ξr( 􏼁 v − br( 􏼁,

∀v ∈ br +∞􏼂 􏼁with ξl ∈ br, +∞( 􏼁,
(4)

where di
′ � d(Diξ)/dξ|ξ�ξi

, i � l, r, denotes the derivative of
di(ξ), i � l, r.

Using (3) and (8), the dead zone is given as

d(τ(t)) � χl(t) + χr(t)( 􏼁τ(t) +ρ(t) � d(t)τ(t) +ρ(t), (5)
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where d(t) � χl(t) + χr(t) with

χl(t) �
dl
′ ξl
′( 􏼁, if τ(t)≤ br,

0, if τ(t)> br,

⎧⎨

⎩ (6)

χr(t) �
dr
′ ξr
′( 􏼁, if τ(t)≤ bl,

0, if τ(t)> bl.
􏼨 (7)

2.2. Echo State Neural Network Approximation. -e echo
state neural network is a novel NN with superior capability
to approximate the unknown dynamics. -e basic archi-
tecture of the ESN is shown in Figure 2. -e ESN is com-
posed of three parts: (1) K input neurons, N reservoir
neurons, and L output layer. -e ESN model can written as

_X � C − aX + f W
in

u + WX + W
back

y􏼐 􏼑􏼐 􏼑,

y � G W
T
0 X􏼐 􏼑,

(8)

where X denotes the reservoir neuron state, C> 0 is a time
constant, and a represents the leaking decay rate.
Win ∈ RN×K, W ∈ RN×N, and Wout ∈ RN×L denote the input
weight matrix, the reservoir weight matrix, and the feedback
weight matrix, respectively. -e ESN can be used to ap-
proximate any continuous function f(x) over a compact
domain Ω ∈ Rm.

-e function f(x) can be expressed as

f(x) � W
TΦ(x) + ε, ∀x ∈ Ω ⊂ R

m
, (9)

where ε is the estimation error of the ESN, |ε|≤ εm, and W

denotes the weight.
-erefore,

W
∗

� arg min
W∈RL

sup
x∈Ω

f(x) − W
∗T

X(x)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼨 􏼩. (10)

2.3. Funnel Control. Funnel control [41] is a novel control
strategy. By the error transformation, the original tracking
error can be transformed into a new error dynamics. -en,
the new errors are used to design a control that can guarantee
the control error remaining within a predefined boundary.

-e system S has the following properties:

(i) Relative degree r � 1 or 2
(ii) Minimum phase
(iii) Known high frequency gain

-e controller is given as

u(t) � τ Fφ(t),ψ(t), ‖e(t)‖􏼐 􏼑 · e(t), (11)
where Fφ(t) is the funnel function and ψ(t) denotes the
scaling factor. -e distance dv(t) is defined as

dv(t) � Fφ(t) − ‖e(t)‖, (12)

where e(t) is the tracking error, which is defined as

e(t) � xd − x(t). (13)

-us, the funnel itself is defined as the set

Fφ′ ≔ (t, e) ∈ R × Rn|φ(t) · ‖e(t)‖< 1􏼈 􏼉. (14)

-e gain τ(·) is

τ Fφ(t),ψ(t), ‖e(t)‖􏼐 􏼑 �
ψ(t)

Fφ(t) − ‖e(t)‖
. (15)

According to [41], the boundary (see Figure 3) is

Fφ(t) � φ0 · exp(− at) + φ∞, (16)

where φ0, φ∞, and a are design parameters and satisfy
φ0 ≥φ∞ > 0 and |e(0)|<Fφ(0) � φ0 + φ∞.

A novel funnel variable can be given as

z(t) �
e(t)

Fφ(t) − ‖e(t)‖
. (17)

3. Adaptive Control Design

3.1. Controller Design. In this section, we consider the full
state information, x1 and x2, is measured, where
x1 � [q1, q2, . . . , qn]T and x2 � [ _q1, _q2, . . . , _qn]T. (Figure 4)
-en, the system model can be expressed as

_x1 � x2,

_x2 � M
− 1

D(τ) − C x1, x2( 􏼁x2 − G(x − 1) − dl􏼂 􏼃.
(18)

Step 1. -e tracking error e1 is defined as

e1 � x1 − xd, (19)

where xd is the desired trajectory. According to (15), the
funnel error can be defined as

z1 �
e1

Fφ1 − e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (20)

u (t)

v (t)

D1 (v)

Dr (v)

b1

br

Figure 1: Nonlinear dead zone.

k input units N internal units L output units

Figure 2: Basic architecture of the ESN.
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-e time derivative of (20) is

_z1 �
1

Fφ1 − e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
2 _e1 Fφ1 − e1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑 − e1

_Fφ1 − _e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑􏽨 􏽩

�
1

Fφ1 − e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
x2 − _Fφ1 − _e1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑z1 − _xd􏽨 􏽩.

(21)

-e Lyapunov function is defined as

V1 �
1
2
z
2
1. (22)

Its time derivative is

_V1 � z1 _z1 �
z1

Fφ1 − e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
x2 − _Fφ1 − _e1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑z1 − _xd􏽨 􏽩. (23)

-e second error variable is defined as

e2 � x2 − α2. (24)

Substituting (24) into (23), one has

_V1 � z1 _z1 �
z1

Fφ1 − e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
α2 + e2 − _Fφ1 − _e1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑z1 − _xd􏽨 􏽩

� z1ζ1 α2 + e2 − _Fφ1 − _e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑z1 − _xd􏽨 􏽩,

(25)
where ζ1 � 1/(Fφ1 − |e1|).

An intermediate control signal is chosen as

α2 � − k1z1ζ1 + _Fφ1 − _e1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑z1 + _xd − e2, (26)

where k1 is a design parameter.

Step 2. -e time derivative of e2 is
_e2 � _x2 − _α2. (27)

According to (17), the second funnel error variable can
be defined as

z2 �
e2

Fφ2 − e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (28)

-e time derivative of z2 is

_z2 �
1

Fφ1 − e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
2 _e2 Fφ2 − e2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑 − e2

_Fφ2 − _e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑􏽨 􏽩

�
1

Fφ2 − e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑
_x2 − _Fφ2 − _e2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑z2 − _α2􏽨 􏽩

� ζ2z2 M
− 1

D(τ) − C x1, x2( 􏼁x2 − G x1( 􏼁(􏽨

− dl􏼁 − _Fφ2 − _e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑z2 − _α2􏽩,

(29)

where ζ2 � 1/(Fφ2 − |e2|).

e (0) e (t)

–δμ (t) 

δ–μ (t)

t

–

Figure 3: Funnel control.

ϛ1 = –k1 ρ1 χ–1 + (F·ϕ1 – |e1|) χ–1 + x·r – e2
u = 1/d (t) (–k2 ρ2 χ–2 – C (x1, x2) x2 – G (x2) + d)

NN approximation
W

·
 = –Г (ϛ2Φ (x) z2 – W )

χ–1, χ–2
Transformation error

Desired trajectory
qd

System states
q, q·

Adaptive controller
u = (1/d (t)) (–k2z2ξ2 – W TΦ (x) + α·2)

Robotic manipulator system model
M (q)q·· + C (q, q·)q· + G (q) = τ + D (l)

Figure 4: Controller architecture.
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-e Lyapunov function is defined as

V2 �
1
2
z

T
2 M x1( 􏼁z2. (30)

-e derivative of (30) is

_V2 � z
T
2 M x1( 􏼁 _z2 + z

T
2
1
2

_M x1( 􏼁z2

� ζ2z
T
2 d(t)v(t) + ρ(t) − C x1, x2( 􏼁x2 − G x1( 􏼁 − dl( 􏼁􏼂

− _Fφ2 − _e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑z2 − _α2 +
1
2

_M x1( 􏼁z2􏼕

� ζ2z
T
2 d(t)v(t) + F(x) − _α2(􏼂 􏼃.

(31)

where F(x) � ρ(t) − C(x1,x2)x2 − G(x1) − dl− ( _Fφ2 − | _e2|) +

z2(1/2) _M(x1)z2 denotes the unknown term, which can be
approximated by using the NN.

-e actual controller can be designed as

τ(t) �
1

d(t)
− k2z2ζ2 + 􏽢WΦ(X) + _α2􏼐 􏼑, (32)

where 􏽢W denotes the estimation of W, which is defined as
_􏽢W � − Γ ζ2Φ(X)z2 − σ 􏽢W􏼐 􏼑, (33)

where Γ and σ are design parameters.

3.2. Stability Analysis. In this section, we will employ the
Lyapunov function to analyse the convergence of the closed-
loop system.

Theorem 1. Consider the robotic manipulators (1) with the
proposed controller (32), intermediate controller (26), and
adaptive law (33), then all the signals of the closed-loop
system are bounded, and the tracking error can converge to
the prescribed zone.

Proof. A Lyapunov function is chosen as

V � V1 + V2. (34)

-e time derivative of (34) is
_V � _V1 + _V2. (35)

Substituting (23) and (31) into (35), one has
_V � z1ζ1 α2 + e2 − _Fφ1 − _e1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑z1 − _xd􏽨 􏽩

+ ζ2z2 M
− 1

D(τ) − C x1, x2( 􏼁x2 − G x1( 􏼁 − dl( 􏼁􏽨

− _Fφ2 − _e2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑z2 − _α2􏽩.

(36)

Based on (27), (33), and adaptive law (34), one has
_V � − k1ζ1z1 − k2ζ2z2 + σ 􏽥W 􏽢W. (37)

Using Young’s inequality, one has

σ 􏽥W
T 􏽢W≤ −

σ
2

􏽥W
T 􏽥W +

σ
2

W
2
. (38)

Substituting (38) into (37), we have

_V≤ − k1ζ1z1 − k2ζ2z2 −
σ
2

􏽥W
T 􏽥W +

σ
2

W
2

≤ − ρV + δ,

(39)

where ρ � min 2k1ζ1, 2k2ζ2, σ􏼈 􏼉 and δ � (σ/2)W2 are posi-
tive constants.

From (39), we know that V is bounded by δ/ρ. -erefore,
all the signals of the closed-loop system are semiglobally
uniformly and ultimately bounded.

-e parameter tuning guidelines are given as follows:

(1) Select the funnel variables φ0, φ∞, and a, and they
should satisfy the initial conditions
φ0(0)>φ∞(0)> 0.

(2) Choose the control gains k1 and k2, and the adaptive
law parameters are Γ and σ. In general, they can be
set large for the ease of fast convergence. However,
practical control systems do not allow using large
gains because they may produce oscillations. Hence,
they can be chosen based on a trial-and-error
method. □

4. Numerical Simulation

In this section, we will employ an example to illustrate the
control performance of the developed control method. A
diagram of the robotic manipulator system with 2-DOF is
shown in Figure 5. -e robotic manipulator parameters are
listed in Table 1.

-e systemmatrices M(q), C(q, _q), andG(q) are defined
as

M(q) �
αl21 + βl22 + 2cl1l2c2 βl22 + cl1l2c2

βl22 + cl1l2c2 βl22

⎡⎣ ⎤⎦,

G(q) � 0,

(40)

C(q) �
− 2cl1l2 _q2s2 − cl1l2 _q2s2

cl1l2 _q2s2 0
􏼢 􏼣, (41)

where α � 1/4m1 + m2 + m3 + m4, β � 1/4m3 + m4, and
c � 1/2m3 + m4, respectively.

-e controller parameters are given as k1 � 5 and
k2 � 10. -e adaptive parameters are Γ � 10I and σ � 0.02.
-e initial weight 􏽢W � 0. -e initial position of robotic
manipulator is chosen as q0 � [0, 0] and _q0 � [0, 0]. -e
friction term is F(q) � [15 _q1 + 6 sign( _q1); 15 _q2 +

6 sign( _q2)].-e funnel function is Fφi(t) � φ0i · exp(− ait) +

φ∞i, i � 1, 2, with φ01 � φ02 � 0.18, φ∞1 � φ∞2 � 0.01, and
a1 � a2 � 2. -e reference signals are given as q1 d � 0.3 sin t

and q2 d � 0.3 sin t.
Figures 6–8 depict the simulation results, where the

output tracking performance, control actions, and ESN
estimation are given. From Figure 6, we can see that the
developed control approach can achieve the satisfactory
control performance. In addition, we can see that the
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nonlinear friction can be estimated by using the echo state
neural network. From these results, we find that the pro-
posed control method improves the tracking performance of
the robotic manipulator.

5. Conclusion

In this paper, an adaptive predefined performance control
for robotic manipulators in the presence of nonlinear dead
zone was proposed. A novel funnel variable was designed
based on the tracking error. -e new error variable was
utilized to design a controller that can guarantee the tran-
sient response. A neural network was adopted to estimate
the unknown dynamics (parameter uncertainties and
nonlinear dead zone), and the approximation was utilized in
controller design to compensate the unknown dynamics. An
adaptive controller based on funnel control was designed for
the robotic manipulator. Both the transient response and

(x4, y4)

(x3, y3)

(x2, y2)

(x1, y1)

l2

l1

m2

m1

(0, 0)

q1

q2

y

x

Figure 5: Diagram of the robotic manipulator.

Table 1: Parameters for the robotic manipulator.

Parameters Description Value Unit
l1 Length of link 1 1 m
l2 Length of link 2 0.8 m
m1 Mass of link 1 1 kg
m2 Mass of joint 2 1.5 kg
m3 Mass of link 2 2 kg
m3 Mass of actuator 1.5 kg
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0 1 2 3 4 5 6 7 8 9 10
Time (s)

–20
0

20
40
60
80

Jo
in

t #
 1

u1

0 1 2 3 4 5 6 7 8 9 10
Time (s)

u2

–20
–10

0
10
20
30

Jo
in

t #
 2

Figure 8: Control signals.
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steady-state performance of the tracking error are
guaranteed.
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With the rise of big data in cloud computing, many optimization problems have gradually developed into high-dimensional large-
scale optimization problems. In order to address the problem of dimensionality in optimization for genetic algorithms, an
adaptive dimensionality reduction genetic optimization algorithm (ADRGA) is proposed. An adaptive vector angle factor is
introduced in the algorithm. When the angle of an individual’s adjacent dimension is less than the angle factor, the value of the
smaller dimension is marked as 0. *en, the angle between each individual dimension is calculated separately, and the number of
zeros in the population is updated. When the number of zeros of all individuals in a population exceeds a given constant in a
certain dimension, the dimension is considered to have no more information and deleted. Eight high-dimensional test functions
are used to verify the proposed adaptive dimensionality reduction genetic optimization algorithm. *e experimental results show
that the convergence, accuracy, and speed of the proposed algorithm are better than those of the standard genetic algorithm (GA),
the hybrid genetic and simulated annealing algorithm (HGSA), and the adaptive genetic algorithm (AGA).

1. Introduction

High-dimensional optimization problems have become
increasingly prevalent in many fields, for example, radar
waveform optimization [1, 2] and water quality monitoring
[3]. Recently, major breakthroughs have been made with
respect to solving such problems. Tuo et al. [4] proposed a
global optimization algorithm that used the membrane
calculation principle to solve high-dimensional functions in
2011. *eir algorithm, by implementing high-dimensional
segmentation, achieved the segmentation of a high-di-
mensional space into a low-dimensional one, thereby im-
proving the performance. Also addressing the problem of
high-dimensional space processing, Chen et al. [5] described
an approach that established a sparse regression model by
utilizing the geometric structural features of the approxi-
mate solution set, mapping the high-dimensional target
space into a low-dimensional one. In 2015, Chen et al. [6]
designed a congestion control strategy based on the concept
of open angles and compared it against the indication-based

evolutionary algorithm (IBEA) [7], NSGA III (non-
dominated sorting genetic algorithm III) [8], and the grid-
based evolutionary algorithm (GrEA) [9]. *e results in-
dicated a significant improvement by the proposed algo-
rithm. In the same year, Zheng et al. [10] proposed a high-
dimensional multiobjective evolutionary algorithm based on
information separation. Although this algorithm decom-
posed the high-dimensional space into a low-dimensional
one, it did not remove the excess dimensions. In order to
maintain a balance between the convergence and distributed
features of the objective evolutionary algorithms, Bi and
Wang [11] proposed a high-dimensional objective evolu-
tionary algorithm based on an angle penalty. In 2018, He
et al. [12] combined a dimensionality reduction and dif-
ferential evolution algorithm to solve the knapsack problem.
*e experimental results showed that this algorithm
achieved good accuracy and stability and is suited for solving
large-scale problems. Liang et al. [13] first conducted an
analysis of the features of large-scale high-dimensional
problems and developed a coevolutionary dynamic particle
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swarm optimization algorithm, dividing the whole swarm
into different groups. Unlike the improvement targeting the
number of dimensions, Xia et al. [14] proposed a fitness-
based multiplayer swarm optimization algorithm (FMPSO),
with the addition of a new component into the particle
velocity update rules, called the “subspace learning” com-
ponent. During the evolutionary process, two adjustment
operators were introduced to adjust the roles and number of
objective dimensions of the particles. Xu et al. [15] proposed
a multidimensional learning strategy based on the experi-
ence of the best individuals, which was used to discover and
integrate valuable information from the best swarm solution.
In their experimentation, 16 classical benchmark functions,
30 CEC 2014 testing functions, and one actual optimization
problem were used. *is algorithm demonstrated higher
convergence, accuracy, and speed. In 2015, Wu et al. [16]
described a nondominated sorting genetic algorithm uti-
lizing fractal dimensions and an elitist strategy for feature
selection. *is algorithm could successfully reduce the
number of dimensions for the objective problems. *is
algorithm, however, only improved the classification accu-
racy as compared with the standard genetic algorithms to a
limited extent. He and Yen [17] used the minimum included
angle between two vectors to look for similar individuals,
among which the individuals with poor convergence were
deleted. However, it was still difficult to set the difference
threshold. Xiang et al. [18] implemented priority selection
based on the maximum included angle between two vectors,
thereby ensuring the diversity of the swarm. However, a
good strategy for determining the angle threshold was still
not provided. Furthermore, the U-model methodology,
which is a generic systematic approach to convert a non-
linear polynomial model into a controller output u(t− 1)
-based time-varying polynomial model, has been studied for
facilitating a nonlinear control system design over the last
decade [19–22]. Given the aforementioned, we define the
concept of an adaptive vector angle factor, which changes
with the swarm size and number of dimensions. In this
paper, the adaptive vector angle factor is used for realizing
dimensionality reduction with a GA. At the same time, it
also provides a reference for U-model approaches in algo-
rithm implementation.

2. The Proposed ADRGA Algorithm

2.1. Vector Angle Factor. Dimensionality reduction is a good
approach for solving large-scale problems. However, most
dimensionality reduction algorithms are random processes;
those dimensions carrying important information or those
crucial for objective problem solving may be deleted.
Consider a 2D vector coordinate (a, b) in Figure 1. When the
included angle θ between this vector and the x-axis (y-axis) is
infinitely small, the vector coordinate is approximated to (a,
0) or (0, b). In this way, the 2D vector is approximately
mapped into a one-dimensional one, as illustrated in Fig-
ure 2. Similarly, a 3D vector can be approximately mapped
into a 2D or one-dimensional one, depending on the set
threshold for the included angle between the two vectors.

Apparently, setting an appropriate threshold for the in-
cluded angle between the two vectors is very important.

*e dimension describes the precision of the required
solution target characteristics. For example, when describing
a pen in one dimension, only its length or width can be
described, and so it is impossible to perform dimensionality
reduction through mapping. In this case, the threshold for
the included angle θ between the two vectorsmust be close to
0.When a pen has two dimensions, both its length and width
can be described. At this point, if the included angle between
the two vectors is smaller than a certain threshold, the di-
mension where the smaller values are located can be
neglected. In this case, the threshold for the included angle θ
between the two vectors may be close to a value above 0. *e
threshold range can be set according to an individual
problem. When three dimensions are used for the de-
scription, not only the pen’s length and width but also its
cross-sectional radius can be described. *erefore, the
threshold for the included angle θ between the two vectors is
larger than that for the 2D situation. As the number of
dimensions increases, the threshold range of the included
angle θ between the two vectors increases as well. Experi-
ments have shown that the threshold range cannot be in-
finitely large. Whatever the number of dimensions, the
threshold must be maintained within the interval (0, π/4). In
this paper, the vector included angle factor is represented by
the sigma function in equation (1), which is a monotonically
increasing function and also a bounded function:

sigma(x) �
1

1 + e− x
, (1)

where x ∈ (−∞, +∞), sigma ∈ (0, 1).
*e vector included angle factor proposed in this study

must be within the interval (0, π/4). An adaptive vector
angle factor can be obtained by transformation of the sigma

function, as shown in equation (2), where a is the control
parameter, a � 4.3926, b is the adjustment parameter,
b � 3.6072, and D is the number of dimensions. When the
tangent of the included angle between the two vectors in
adjacent dimensions tan θ< tan sigma∗, the dimension
where the smaller value is located is denoted as 0
(θ � xmi/xmj, xmi is the i-th dimension of the m-th individual;
xmj is the j-th dimension of the m-th individual).

sigma∗(D) � a ∗
1

1 + e− D
− b. (2)

(a, b)

x

y

θ

Figure 1: 2D vector representation.
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2.2. ADRGA Workflow. ADRGA targets high-dimensional
swarms. First, the tangent value of the included angle be-
tween the two vectors in adjacent dimensions is calculated
for each individual and is compared against the adaptive
vector angle factor sigma∗. If it is smaller than the latter, the
dimension where the smaller value of the individual is lo-
cated is denoted as 0. *en, using the same method, the
tangent values of the included angle between the two vectors
in adjacent dimensions for all individuals are compared
against sigma∗. Finally, the number of 0 elements in each
dimension in the updated swarm pop is determined; if it is
above the critical value Q, then this dimension is deleted.

Adaptive dimensionality reduction is feasible following
the principle mentioned above.*e pseudocode for ADRGA
is shown in Algorithm 1 (Pc is the probability of crossover,
Pm is the probability of mutation, N is the swarm size, G is
the number of generations upon termination of evolution, T

is the number of tests, Q is the critical value).

3. Experimental Results

Simulation was carried out using MATLAB 2014b under
Windows 7 (also applicable to a higher version). A com-
parison was made between ADRGA, the standard GA [1],
the hybrid genetic and simulated annealing algorithm
(HGSA) [23], and the adaptive genetic algorithm (AGA)
[24].

In this study, 8 standard composite testing functions
were used, namely, F1∼F8, as shown in Table 1. F1∼F3 are
high-dimensional unimodal functions, which only have one
global best solution; F4∼F8 are high-dimensional multi-
modal functions, which have several local best solutions, but
only one global best solution. *e latter are generally hard to
optimize. *e global best solutions of all testing functions
were 0. Since some testing functions have several optimal
solutions, the algorithm is very likely to be trapped in a local
optimum. *is aspect may be challenging for the proposed
ADRGA algorithm.

In the experimentation, the value of the fitness function
f was the function value at the current position. *e pa-
rameters of the GA were configured as follows: crossover
probability Pc � 0.70, mutation probability Pm � 0.05,
number of iterations FEs� 1000, swarm size sizepop � 50,
number of dimensions D � 1000, and the critical value Q � 1.

Each of the four algorithms was run 20 times on the 8
testing functions, and the means and standard deviations are
shown in Table 2. Table 3 presents the improvement per-
centages of the optimal solutions using ADRGA as

compared with the other three algorithms, calculated as
follows: (mean of other algorithm−mean of ADR-
GA) ∕ (mean of other algorithm). When optimizing these 8
classical testing functions, ADRGA could obtain a solution
closer to the global best solution compared to the other
algorithms, as shown in Table 2. *is was especially true for
the testing functions F3, F4, and F6. But on the other testing
functions, although a better solution was obtained using
ADRGA, it failed to find the global optimum and was still far
from achieving this goal. As shown in Table 3, the higher the
improvement percentage, the greater the amplitude of
performance improvement of ADRGA would be, and vice
versa. Although a solution closer to the global optimum was
obtained for F4 in Table 2, its improvement percentage was
smaller than for the other 7 functions, indicating that F4 was
less influenced by the number of dimensions.

*e number of dimensions after dimensionality re-
duction and the average number of dimensions after run-
ning each algorithm 20 times are shown in Table 4. *e
number of residual dimensions varied after each run, in-
dicating that the dimensionality reduction with the pro-
posed algorithm changed with the initialized swarm in each
run. *erefore, valuable information could be preserved
when reducing the number of dimensions. Under the similar
minimum included angle between the two vectors, the larger
the included angle for the newly generated swarm, the
smaller the number of dimensions deleted would be, and
vice versa. As shown in Table 3, the maximum number of
dimensions deleted was 40%, and the minimum was 34%.
*e maximum number of dimensions deleted was not above
50%, but it was ensured that the dimensions were not deleted
randomly. Table 4 provides a better proof of the adaptive
features of the proposed algorithm.

Figure 3 shows the comparison of convergence for the
eight testing functions F1∼F8. *e x-axis is the number of
fitness calculations, and the y-axis is the mean fitness value.
As shown in Figure 3, ADRGA had a faster convergence
speed and accuracy on the functions F1, F2, F5, F6, and F7,
though it was more likely to be trapped in a local optimum.
For the testing function F3, the convergence curves of
ADRGA and GA nearly coincided. *is was because the
value range of the independent variable in function F3 was
[−1, 1]. *erefore, when the numbers of dimensions were
600 and 1000, the difference was negligibly small. *is also
demonstrated that the impact on F3 was small if the number
of dimensions did not change significantly. For the multi-
modal function F4, the convergence curve of ADRGA not
only had a faster convergence speed but also showed a more

(a, b)
(a1, b1)

(a1, 0) 

... ...

θ θ
θ

y y y

xxx

Figure 2: Changes of the included angle between the two vectors.
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apparent decreasing trend as compared with the other six
testing functions (except for F8). *is suggested that
ADRGA was not trapped in the local optimum on F4. For

the testing function F8, ADRGA outperformed all the other
algorithms. *ere was a dramatic improvement in the
convergence accuracy and speed with ADRGA, and the

Table 1: Benchmark testing functions.

Testing function Number of dimensions Feasible solution space
F1 � 􏽐

D
i�1 x2

i 1000 [−100, 100]
F2 � (x1 − 1)2 + 􏽐

D
i�1 i ∗ (2x2

i − xi− 1)
2 1000 [−10, 10]

F3 � 􏽐
D
i�1 |xi|

i+1 1000 [−1, 1]

F4 � −a ∗ exp(−b

�����������

(1/D) 􏽐
D
i�1 x2

i

􏽱

) − exp((1/D) 􏽐
D
i�1 cos(cxi)) + a + exp(1),

a � 20, b � 0.2, c � 2π
1000 [−32.768, 32.768]

F5 � 􏽐
D
i�1(x2

i − 10∗ cos(2∗π∗xi) + 10) 1000 [−5.12, 5.12]

F6 � 􏽐
D
i�1(x2

i /4000) − 􏽑
D
i�1 cos(xi/

�
i

√
) + 1 1000 [−600, 600]

F7 � sin2(πω1) + 􏽐
D−1
i�1 (ωi − 1)2[1 + 10 sin2(πωi + 1)] + (ωD − 1)2[1 + sin2(2πωD)]

ωi � 1 + ((xi − 1)/4)
1000 [−10, 10]

F8 � 418.9829D − 􏽐
D
i�1 xi sin(

���
|xi|

􏽰
) 1000 [−500, 500]

Table 2: Optimization results of the different algorithms on 8 standard composite testing functions.

Function
Mean and standard deviation

GA HGSA AGA ADRGA
F1 1.78e+ 05± 6.12e+ 03 8.44e+ 05± 2.02e+ 05 1.30e+ 06± 2.07e+ 05 9.46e+ 04± 2.65e+ 03
F2 3.65e+ 07± 1.85e+ 06 4.08e+ 08± 1.10e+ 08 8.04e+ 08± 2.36e+ 08 9.97e+ 06± 8.74e+ 05
F3 1.11e− 07± 1.84e− 07 0.1793± 0.0885 3.95e− 06± 5.84e− 06 7.22e− 08± 1.77e− 07
F4 13.2492± 0.1323 18.3028± 0.7001 19.9960± 0.0226 12.6016± 0.2194
F5 9.68e+ 03± 86.5390 1.21e+ 04± 512.6435 1.31e+ 04± 369.5460 5.84e+ 03± 147.5333
F6 1.61e+ 03± 64.0915 7.37e+ 03± 1.56e+ 03 1.17e+ 04± 1.76e+ 03 874.5617± 40.2598
F7 8.62e+ 03± 366.1671 2.83e+ 04± 4.72e+ 03 4.01e+ 04± 5.71e+ 03 4.52e+ 03± 280.3275
F8 3.70e+ 05± 2.42e+ 03 4.17e+ 05± 757.5530 3.98e+ 05± 2.56e+ 03 2.27e+ 05± 5.62e+ 03

Step 1: initialize parameters Pc, Pm, N, G, T, and Q and randomly generate the first swarm pop

Step 2: for i<popsize

Step 3: calculate the tangent value tan(xin/xin+1) of the included angle between the two vectors in adjacent dimensions for each
individual pop(i)

Step 4: if tan(xin/xin+1)< 4.3926(1/(1 + e− D)) − 3.6072, then update the value of the n-th dimension of the i-th individual to 0;
otherwise, do not update the value
Step 5: return to step 2
Step 6: calculate the number of 0 elements in each dimension for the updated swarm pop; if it is above the critical value Q, then delete
this dimension
Step 7: obtain the updated swarm pop

Step 8: calculate the fitness value F(i) of each individual in the swarm pop

Step 9: initialize the new swarm newpop

Step 10: select two individuals from the swarm pop according to the fitness using the proportional selection algorithm
Step 11: if random(0, 1)<Pc, then move on to step 12; otherwise, implement step 13
Step 12: apply the crossover operator according to the crossover probability Pc on the two individuals
Step 13: if random(0, 1)<Pm, then move on to step 14
Step 14: apply the mutation operator according to the mutation probability Pm on the two individuals
Step 15: add the two new individuals into the swarm newpop

Step 16: repeat this process until the N-th generation is produced; otherwise, return to step 4
Step 17: replace pop with newpop

Step 18: repeat this process until the number of generations exceeds G; otherwise, return to step 8
Step 19: end

ALGORITHM 1: ADRGA.

4 Mathematical Problems in Engineering



Table 3: Improvement percentage of optimal solutions for ADRGA.

Function
Algorithm

GA (%) HGSA (%) AGA (%)
F1 46.85 88.79 92.72
F2 72.68 97.56 98.76
F3 34.95 100.00 98.17
F4 4.89 31.15 36.98
F5 39.67 51.74 55.42
F6 45.68 88.13 92.53
F7 47.56 84.03 88.73
F8 38.65 45.56 42.96

Table 4: Number of residual dimensions and means after each cycle of dimensionality reduction using each algorithm.

Function
Experiment

1 2 3 4 · · · 10 11 · · · 16 17 18 19 20 Mean
F1 642 637 635 631 · · · 614 656 · · · 621 633 625 631 641 636.65
F2 620 638 654 622 · · · 656 641 · · · 634 635 649 660 634 639.25
F3 635 657 652 646 · · · 633 637 · · · 620 633 643 612 649 638.45
F4 642 637 635 631 · · · 614 656 · · · 621 633 625 631 641 636.65
F5 620 638 654 622 · · · 656 641 · · · 634 635 649 660 634 639.25
F6 635 657 652 646 · · · 633 637 · · · 620 633 643 612 649 638.45
F7 653 632 638 648 · · · 650 639 · · · 612 661 641 647 619 639.05
F8 646 625 619 641 · · · 649 641 · · · 638 660 647 600 631 638
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Figure 3: Continued.
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convergence curve displayed a more apparent decreasing
trend. For the five high-dimensional multimodal functions,
ADRGA achieved better results on two testing functions,
indicating that this algorithm was more appropriate for
solving high-dimensional multimodal targets.

4. Conclusion

*is paper aims to find the optimal solutions for high-di-
mensional testing functions based on GAs. Similarity, the
minimum included angle between the two vectors is utilized,
and a GA approach for adaptive dimensionality reduction is
proposed.*e specific steps for dimensionality reduction are
provided. *e critical value Q is defined to ensure the di-
versity of the swarm information. It was then demonstrated
via eight testing functions that ADRGA displays faster
convergence speed and higher accuracy than other algo-
rithms. However, a major problem with ADRGA is that the
critical value Q is prespecified instead of changing with the
swarm size and number of dimensions in real-time. In the

future, the critical value Q will be the focus in order to
achieve better control of the number of dimensions in the
swarm and more accurate dimensionality reduction.
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In this paper, a single-phase reactive power compensation control for static compensator (STATCOM) is developed. &e primary
novelty lies in that the reactive power compensation of STATCOM is reformulated as an equivalent tracking control for the
reactive current, and a novel unknown system dynamics estimator (USDE) is also investigated to address the unknown system
dynamics. A modeling phase based on a basic structure of single-phase STATCOM and the principle of STATCOM is first carried
out to describe its behavior. To address the unknown dynamics and external disturbances, a new USDE is then developed, so that
the modeling uncertainties and external disturbances can be accommodated without using a function approximator, where the
demanding computational costs and tedious parameter tuning in the other control schemes are remedied. Finally, based on the
proposed estimator, we design a composite control with a proportional integral (PI) feedback controller and the proposed
estimator to achieve precise current tracking. &e convergence analysis of both the estimation error and the control error is also
given. Simulation results using a realistic simulator are presented to show the efficiency of the suggested strategy.

1. Introduction

To improve the power quality in the power systems, it is
necessary to provide users with pollution-free power and
make the voltage stable. However, the stability of voltage is
usually affected by many factors, e.g., generation, trans-
mission and distribution links, and nonlinear components in
the power grids, all of which cause fluctuations in the grid
voltage [1–3]. In addition, the low-voltage single-phase
inductive loads are widely used in the modern power sys-
tems, such as electric vehicle charging pile and electric lo-
comotive, etc., which will in turn increase the loss of reactive
power in the power systems [4]. &erefore, it is important to
study the single-phase dynamic reactive power compensa-
tion to improve the stability of power systems [5].

Reactive static compensator (STATCOM), shunt ca-
pacitor, synchronous condenser, and saturation reactor (SR)
are all widely used in the reactive compensation devices.
Compared with the traditional compensation devices, the
STATCOM has the advantages of wide operational range,

fast response speed, small capacity of energy storage ele-
ments, and control flexibility, and it can also compensate the
reactive power in two directions [6]. Hence, it has become a
modern reactive power compensation technology, which is
attracting much research interest. STATCOM is usually
connected in parallel with a 10 kV power grid system, so that
the multilevel technology becomes a key scheme of these
types of devices applied in the high-voltage power grid
system [7]. In the multilevel technology [8], the chain to-
pology has become the mainstream structure because of its
high degree of modularity, high equivalent switching fre-
quency, redundant operation, and other advantages [9–13].
Direct-current (DC) side voltage balance is the premise of
safe and reliable operation of chain STATCOM. Otherwise,
the overvoltage of DC bus caused by imbalance will lead to
the damage of the capacitor, burning of insulated gate bi-
polar transistor, and other serious faults, which will lead to
the shutdown of the device, and seriously affect the safety
and stability of the parallel grid.&erefore, many researchers
[14–17] have proposed DC-side voltage balance control
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strategies for STATCOM with chain structure, photovoltaic
grid connected inverter, power electronic transformer, and
other devices.

In fact, the existing control methods for STATCOM
include indirect current control [18], direct current control
[19], sliding film variable structure control [20], and beat
control [21], which use fully known system dynamics (i.e.,
nonlinear or linear dynamics). However, when we consider
systems with unknown dynamics, nonlinearities, modeling
errors, or disturbances, which are common in the power
systems, it is not easy to design a controller to achieve
satisfactory performance. Recently, U-model is proposed to
address nonlinear system dynamics [22–25], which was
originally developed by Zhu and Guo [26]. However, an
accurate system model is again required in this framework.
In the literature, the requirements on the system dynamics
can be relaxed in terms of some disturbance estimation and
rejection methods, e.g., high-gain observers [27, 28] and
sliding mode observers [29, 30]. Another efficient method to
deal with the unknown system dynamics is the disturbance
observer (DOB), which was originally reported in [31].
However, the early developed DOB is mainly suitable for
linear systems only. In the subsequent studies, various ad-
vanced DOBs have been developed, such as nonlinear dis-
turbance observer (NDO) [32], extended state observer
(ESO) [33], and unknown input observer (UIO) [34].
However, the aforementioned observers require designing
an observer, and they impose many parameters to be tuned,
which may not be an easy task for practitioners. In this
respect, it is worth to further investigate a new estimator
with less tuning parameters and guaranteed convergence to
address the unknown system nonlinearities for STATCOM
control systems.

Based on the above discussion, this paper will develop a
novel reactive power compensation method for STATCOM
with fully unknown nonlinear dynamics and external dis-
turbances. &e reactive power compensation of STATCOM
is reformulated as an equivalent tracking control for the
required reactive current. &en, we construct a model of a
single-phase STATCOM based on its physical structure and
the principle of STATCOM. Moreover, a new constructive
unknown system dynamic estimator (USDE) is developed to
address the unknown disturbances and model uncertainties,
so that the function approximator is not needed, and the
demanding computational costs and tedious parameter
tuning are remedied. Finally, a proportional integral (PI)
controller is combined with the proposed estimator as a
feedforward compensation to achieve satisfactory tracking
control response, such that improved operation perfor-
mance can be achieved.&e convergence analysis of both the
estimation error and control error is also given, which is also
verified in terms of simulations based on a realistic
STATCOM plant.

&e major contributions of this paper include the
following:

(1) &e reactive power compensation of STATCOM is
reformulated as an equivalent tracking control for
the required reactive current. &is allows developing

advanced control strategies to achieve improved
control performance.

(2) A novel USDE is developed to address the unknown
system dynamics, modeling uncertainties, and ex-
ternal disturbances, where the function approx-
imator is not needed, and thus, the demanding
computational costs and complex parameter tuning
are remedied. Different from the conventional DOB
and other observers, this USDE has only one tuning
parameter (the filter gain), and thus, it is easy to be
implemented.

&is paper is organized as follows: In Section 2, based on
the structure of single-phase STATCOM and the principle of
STATCOM, we construct a model to describe the behavior
of the single-phase STATCOM. In Section 3, the proposed
USDE, composite controller design and stability analysis are
provided. Simulation results are given in Section 4, and some
conclusions are drawn in Section 5.

2. Preliminaries and Problem Formulation

2.1. Structure of Single-Phase STATCOM. &e main circuit
structure of STATCOM can be generally divided into two
types (i.e., voltage bridge circuit and current bridge circuit).
In this paper, the STATCOM of single-phase voltage bridge
circuit is considered as the research object to complete the
reactive power compensation, since it has been used in many
power system applications. Figure 1 shows the basic
structure of single-phase STATCOM [7], which mainly
includes the following three parts.

2.1.1. Voltage Source Converter (VSC). In the voltage source
converter, the AC-side output is connected to the power
grid, which is also composed of two pairs for bridge arms in
parallel, where each pair of bridge arms is connected with
two insulated gate bipolar transistors (IGBTs) power
switches in series, and each IGBT is connected with one fast
recovery diode in reverse parallel. &e main purpose of the
VSC is to produce an AC voltage from a DC voltage.
&erefore, it is commonly referred to a DC-AC converter.

2.1.2. Capacitor. &e direct-current (DC) capacitor is used
to store energy and provide voltage for the VSC.

2.1.3. Coupling Reactor. Besides filtering out the possible
high-order harmonics in the inverter output voltage, the
reactor can be used to connect the voltage source between
the converter side and the grid side.

2.2. Principle of STATCOM. According to the reactor dy-
namics, the self-commutating bridge circuit is connected
with the power grid. &erefore, the circuit can generate or
absorb the current by adjusting the phase or amplitude of the
output voltage on the AC side of the bridge circuit properly
or directly controlling the current on the AC side of the
bridge circuit, so as to realize dynamic reactive power
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compensation [9–13]. Moreover, the working principle of
STATCOM can be represented by the equivalent circuit
given in Figure 2.

In Figure 2, U
→

S is the power grid voltage and U
→

I is the
output AC voltage of STATCOM. &e voltage U

→
Lof reactor

is the difference between U
→

S and U
→

I, and I
→

is the current
absorbed by STATCOM from the power grid. It should be
noted that U

→
S, U

→
I, and U

→
L are the vectors of US, UI, and UL,

respectively.
As shown in Figure 3, when U

→
I is larger than U

→
S, the

current is 90∘ ahead of the power grid voltage, and the
STATCOMprovides reactive power to the system.When U

→
I

is less than U
→

S, the current lags behind the power grid
voltage 90∘, and the STATCOM absorbs reactive power from
the system.

2.3.Modeling of Single-Phase STATCOM. From Figure 2, we
can obtain the voltage current equation as

US − UI � RI + L
dI

dt
. (1)

&en, the system quickly detects the reactive current.
&rough appropriate control, the STATCOM output cor-
responds to the reactive compensation current. To detect the
reactive current in the load, the instantaneous reactive power
theory [35] is used to construct the single-phase system into
a three-phase system.

By taking I as Ia, delaying I by π/(3ω) and reversing it,
we have the c-phase load current Ic. Using the sum of three-
phase current as 0, we can obtain the b-phase load current Ib

as

Ib � − Ia − Ic. (2)

&e equivalent d-q transformation is used for the three-
phase current. Without loss of generality, we assume that d-
axis coincide with the grid voltage vector. We can get the
following equation:

Id

Iq

⎡⎣ ⎤⎦ � Cabc2 dq Ia Ib Ic􏼂 􏼃
T
, (3)

where Id and Iq are the active and reactive components of
three-phase current, Cabc2 dq is the transformation matrix:

Cabc2 dq �
2
3

sin(ωt) sin
ωt − 2π

3
􏼒 􏼓 sin

ωt − 2π
3

􏼒 􏼓

cos(ωt) cos
ωt − 2π

3
􏼒 􏼓 cos

ωt − 2π
3

􏼒 􏼓

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(4)

After obtaining the reactive current Iq of the load, we can
take it as the reference value of STATCOM to compensate
the reactive current. Furthermore, model (1) can be re-
written as follows:

_I � −
R

L
I −

US

L
+

UI

L
� bUI − d, (5)

where b � (1/L) and d � (R/L)I + (US/L) are the control
gain and the lumped disturbances. In addition, UI is the
control signal in (5). It is noted that d includes the system
dynamics stemming from the unavoidable disturbances and
load variations in the power systems. Without loss of
generality, we assume that the derivative of d is bounded, i.e.,
supt≥0|

_d|≤ ζ holds for a constant ζ > 0. Hence, the aim is to
design a proper control such that the current I can track the
reference Iq.

Remark 1. In some existing results for STATCOM control
designs, the system dynamics are assumed to be fully known.
Since Us and I in equation (5) are the dynamic variables, we
can consider this part (i.e., variable d) as a total disturbance
to be compensated in the control design, which will greatly
reduce the melding effort and improve the current tracking
effect. In this line, the classical methods to handle unknown
dynamics, such as high-gain observers [27, 28] and sliding
mode observers [29, 30], may impose heavy computational
costs and achieve poor convergence (e.g., chattering),
leading to difficulties in practical applications. Another ef-
ficient method to deal with the uncertainties is the distur-
bance observer (DOB) [31]. However, the early developed
DOB is mainly suitable for linear systems only. Although
various advanced DOBs have been developed, such as
nonlinear disturbance observer (NDO) [32], extended state
observer (ESO) [33], and unknown input observer (UIO)
[34], the aforementioned observers require to design an
observer, and they impose many parameters to be tuned,
which may not be an easy task for practitioners. To remedy
this issue, this paper provides an alternative USDE, which
has the same function as DOB, but a simpler structure and
one tuning parameter only.

AC
Inductive

load

Voltage
source

converter

The power
grid

Coupling
reactor

Capacitor

Figure 1: Structure of single-phase STATCOM.

U→s
U→I

U→L

+

–

+

–

I

Figure 2: Equivalent circuit of single-phase STATCOM with the
system.
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3. Composite Current Control with Unknown
System Dynamics Estimator

3.1. Unknown System Dynamics Estimator. In order to
handle the lumped unknown dynamics in system (5), we will
propose a novel USDE, which can estimate d by using the
measured input and output. For this purpose, we define If

and UIf as the filtered variables of I and UI as

k _If + If � I, If(0) � 0,

k _UIf + UIf � UI, UIf(0) � 0,

⎧⎪⎨

⎪⎩
(6)

where k > 0 is a constant parameter denoting the bandwidth
of the adopted low-pass filter.

&e principle of invariant manifold will be explored to
design the estimator. In this line, we first introduce the
following result.

Lemma 1 (see [36, 37]). Consider system (5) and filter op-
eration (6), a variable is defined as

β �
I − If

k
− bUIf

− d􏼒 􏼓. (7)

Then, this variable is bounded for any finite constant
k > 0 and converges to zero exponentially, that is,

lim
k⟶0

lim
t⟶∞

I − If

k
􏼠 􏼡 − bUIf − d􏼐 􏼑􏼨 􏼩􏼢 􏼣 � 0. (8)

Proof. From (6) and (7), the time derivative of β is given by

_β �
_I − _If

k
− b _UIf − _d􏼐 􏼑 � −

1
k

(β − k _d). (9)

Select a Lyapunov function as Vβ � (1/2)β2 such that

_Vβ � −
1
k
β2 + β _d. (10)

According to Young’s inequality, we have

β _d≤
1
2k
β2 +

k

2
_d
2
. (11)

Substituting (11) into (10), we can get the following
inequality:

_Vβ ≤ −
1
k
β2 +

1
2k
β2 +

k

2
_d
2

≤ −
1
k

Vβ +
k

2
ζ2.

(12)

By solving inequality (12), one can easily verify that
Vβ(t)≤ e− t/kVβ(0) + k2ζ2/2. &us, β(t) will converge to a
small compact set bounded by
|β(t)| �

������
2Vβ(t)

􏽱
≤

��������������

e− t/kβ2(0) + k2ζ2
􏽱

, where its size is de-
termined by the filter parameter k and the upper bound ζ of
d, i.e., limt⟶∞β(t) � kζ, which vanishes for sufficiently
small k and/or d (i.e., d � 0). &is completes the proof. □

&e above ideal invariant manifold provides a mapping
from the measured variable If and UIf to the unknown
system dynamics d. &us, it can be used to design an es-
timator for d, which is given by

􏽢d � bUIf −
I − If

k
. (13)

Clearly, only the scalar constant k > 0 used in the filter
should be selected by the designer, which is a trivial task in
comparison to the existing ESO and DOB methods.

Now, we have the following results:

Theorem 1. (see [36, 37]). For system (5) with unknown
system dynamics estimator (13), the estimation error eF �

d − 􏽢d is bounded by |eF(t)|≤
���������������

eF
2(0)e− t/k + k2ζ2

􏽱

and thus
d⟶ 􏽢d holds for k⟶ 0 and/or ζ � 0.

Proof. After applying the filter operation 1/(ks + 1) on the
both sides of (5), we can get

_If � bUIf − df, (14)

Substituting the first equation of (6) into (14), we get

df � bUIf −
I − If

k
. (15)

Comparing (13) with (15), it is easy to find 􏽢d � df.
&erefore, the estimation error can be derived as

eF � d − 􏽢d � d − df. (16)

To facilitate the proof, we further derive the derivative of
the estimation error in (13) as

_eF � _d −
_􏽢d � _d −

1
k

d − df􏼐 􏼑 � _d −
1
k

eF. (17)

US

UI

UL

I

(a)

US

UI UL

I

(b)

Figure 3: Single-phase STATCOM work vector diagram. (a) Current lead. (b) Current hysteresis.
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Obviously, the estimation error can be very small, when a
sufficiently small k is used. To show this point, a Lyapunov
function can be selected asV � e2F/2, and its derivative can be
calculated as

_V � eF _eF � −
1
k

e
2
F + eF

_d. (18)

According to Young’s inequality, we have

eF
_d≤

e2F
2k

+
k _d

2

2
. (19)

Substituting (19) into (18), we can get the following
inequality:

_V � eF _eF � −
1
k

e
2
F + eF

_d≤ −
1
k

V +
k

2
ζ2. (20)

Hence, one can calculate the solution of inequality (20)
as V(t)≤ e− t/kV(0) + k2ζ2/2, which further implies that the
estimation error is bounded by |eF(t)|≤

��������������

eF
2(0)− t/k + k2ζ2

􏽱

,
and thus, we can claim eF(t)⟶ 0 for k⟶ 0 and/or ζ � 0.
&is completes the proof. □

Remark 2. From the above analysis, we know that the
unknown system dynamics can be estimated accurately by
constructed USDE (13). It is noted that the proposed USDE
only imposes the filter operations given in (6) and algebraic
calculation given in (13). Moreover, only the filter gain k in
(6) needs to be set by the designers. Hence, the structure of
USDE is simple and its implementation is straightforward.

3.2. Composite Control Design Based on USDE. In this sec-
tion, the aforementioned estimator will be introduced into
the control design for system (5) to achieve current tracking.
Furthermore, we will use the estimated term 􏽢d in (13) as an
extracompensator superimposed on the PI control to design
a new composite current control for the STATCOM plant.
&e composite control with the proposed USDE together
with a PI control [38] is shown in Figure 4.

Let Iq denote the reference current signal Iref . &e
current tracking error is defined as follows:

e � Iref − I. (21)

To reduce the tracking error e, the controller can be
designed as

UI � b kpe + ki 􏽚
t

0
e(τ)dτ + 􏽢d􏼢 􏼣. (22)

where UI is the output AC voltage of STATCOM,
kp > 0 and ki > 0 denote the effect of the proportional and
integral gains. 􏽢d is a newly added compensation in addition
to the feedback control part given in (13).

It is clear that the first part is the PI control, which is used
to retain the stability of the controlled system, while the
second term is the estimate of unknown dynamics to achieve
satisfactory tracking response. Hence, the stability of the
proposed control system with the estimator and composite

control and the convergence of estimation and control errors
can be summarized in the following.

Theorem 2. If composite control (22) with estimator (13) is
applied for STATCOM system (2), the current tracking error
e and the estimation error eF will converge to a small
compact set around zero, and I can track the desired ref-
erence Iref detected by the system.

Proof. By deriving (21) and substituting (22) into (5), the
following equation can be obtained:

_e � d − 􏽢d − kpe − ki 􏽚
t

0
e(τ)dτ

� eF − kpe − ki 􏽚
t

0
e(τ)dτ,

(23)

which can be rewritten as
_e � eF − kpe − kiei, (24)

where ei � 􏽒
t

0 e(τ)dτ. To cope with the integral term ei, we
define the augmented error vector as E � [ei e]T and select
an augmented Lyapunov function as
V � (1/2)ETPE + (1/2)e2F for a positive symmetric matrix P.
&en, (24) can be written as

_E �
0 1

− ki − kp

⎡⎣ ⎤⎦E +
0

1
􏼢 􏼣eF � AE + BeF. (25)

&e preconfigured PI control gains kp and ki are set to
retain the stability of the control system, such that the matrix
A can guarantee that the error system _E � AE is expo-
nentially stable. &en, based on the Lyapunov theory, there
exist positive definite symmetric matrices P> 0 and Q> 0
such that _P + ATP + PA � − Q holds, and thus ETP E can be
taken as a Lyapunov function for the error system. In this
case, we calculate the time derivative of the augmented
Lyapunov function along (17) and (25) as

_V �
1
2
E

T
P _E +

1
2

_E
T
PE +

1
2
E

T _PE + eF _eF

� −
1
2
E

T
QE + E

T
PBeF −

1
k

e
2
F + eF

_d

≤ −
1
2

λmin(Q) −
η
2

􏼒 􏼓‖E‖
2

−
1
k

−
1 + ‖PB‖2

2η
􏼠 􏼡e

2
F +

ηζ2

2

≤ − αV + β,

(26)

where η> 0 is a positive constant from Young’s inequality,
a � min (λmin(Q) − η/2)/λmax(P), 2(1/k − (1􏼈 +‖PB‖2)/2η)},

and β � ηζ2/2 are positive constants for appropriately se-
lected parameters η≤2λmin(Q) and k≤2η/(1+ ‖PB‖2). &is
implies that V(t)≤e− atV(0) + η2ζ2/2; thus, the control er-
rors e, ei and the estimator error eF will exponentially
converge to a compact small set Ω :� e, eF||e|􏼈

≤ηζ , |ei|≤ηζ , |eF|≤ηζ}. It is clear that limt⟶∞e(t) �

0, limt⟶∞ei(t) � 0, and limt⟶∞eF(t) � 0 hold for η⟶ 0
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Figure 4: Control scheme of PI +USDE.
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Figure 5: &e proposed control block diagram for simulation.
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and/or ζ⟶ 0, for which k is adequately small and/or d is a
constant and thus the bound of | _d| is ζ � 0. &is completes
the proof. □

As shown in the above proof, PI control is used to
guarantee the stability of the STATCOM current control
system. &en, the estimation 􏽢d is taken as an extra-feed-
forward compensation to achieve disturbance rejection and
thus better performance. In this respect, this idea brings a
two-degree-of-freedom control structure in which the de-
sign of the USDE is independent of the PI control, and thus,
even in the worst case without the compensator, the con-
trolled system is still stable. Hence, the proposed estimator
can be combined with other STATCOM controllers to
achieve better control response.

4. Simulation Results and Analysis

Recently, STATCOM has been extended to the compen-
sation of distribution systems.&e purpose of this paper is to
design a controller, which can control the current of
STATCOM, so as to complete the compensation of the
distribution system. To verify the effectiveness of the system
model and the control method proposed in this paper, we

build a simulation model based on Matlab/Simulink. In the
systems, the electric locomotive load is a typical single-phase
load, so that we use the resistance and inductance load to
simulate the inductive load of electric locomotive.&e whole
simulation model consists of three parts: main circuit,
controller, and measurement module. &e function of the
measurement module is to detect the reactive current in the
load.&e parameters of the system used in the simulation are
given as follows: the effective value of grid phase voltage
Us � 220V, the frequency is 50Hz, the connected induc-
tance L � 9mH, the inductive reactive power of the load is
5000 Var, the DC side capacitance C � 350 μF, and the
capacitor voltage Udc � 700V. To show the structure of the
proposed STATCOM control system, the diagram of the
built Simulink model is given in Figure 5.

&e PI controller parameters are set as follows: the
proportional gain kp � 300 and the integral gain ki � 13.
Furthermore, the filter constant of USDE is k � 0.001. In
order to test the effectiveness of STATCOM reactive power
compensation with/without the proposed control method,
we take STATCOM into the load circuit at 0.2 s through a
breaker. Moreover, to further show the efficacy of the
proposed approach, a sliding mode observer used in [39] is
also tested for comparison in terms of estimating the
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unknown dynamics d, and the parameters used in the sliding
mode observer are set as k � 0.01 and λ � 150.

When the inductive load is set to 5000 Var, the wave-
forms of voltage and current on the grid side are shown in
Figure 6. By comparing the waveforms before and after 0.2 s,
we can find that before putting the device into the operation
as the load, the systems are inductive, and the inductive
reactive power needs to be absorbed from the grid side. It is
clear that the system current lags behind the system voltage,
such that the power factor is very low. Nevertheless, after
completing the reactive current compensation for the
STATCOM, the voltage and current are in the same phase
and thus the power factor also increases. Hence, we can find
in Figure 7 that the power factor increases from about 0.7 to
almost ideal value of 1. &e current tracking result is shown
in Figure 8, where the proposed composite control with the
PI control and USDE can achieve satisfactory tracking re-
sponse.&e current tracking error is given in Figure 9, which
shows that the steady-state error converges to 0 after putting
the STATCOM into operation. Finally, the profiles of the
estimated dynamics with the USDE and the SMO are given
in Figure 10, which indicate that better estimation perfor-
mance can be achieved by using USDE than that of SMO.

From the above simulation results, we can claim that for
the electric locomotive system, the proposed composite
control strategy with the USDE and PI controller can reduce
the error of current fluctuations and realize more efficient
reactive power compensation.

5. Conclusion

In this paper, the reactive power compensation of STAT-
COM is reformulated as an equivalent tracking control for
the required reactive current. We first construct a model of a
single-phase STATCOM based on its structure and the
operation principle of STATCOM. &en, a new USDE is
proposed to address the lumped unknown dynamics in the
STATCOMmodel. With the suggested USDE superimposed
on a standard PI control, a composite control structure can

be derived. &is brings a two-degree-of-freedom control
structure in which the design of the USDE is independent of
the PI control, and thus even in the worst case without the
compensator, the controlled system is still stable. &e
convergence analysis of both the estimation error and
control error is rigorously studied. Finally, numerical sim-
ulations are given to support the theoretical claims and show
the effectiveness of the proposed method.
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(is paper proposes a U-model-based fault-tolerant controller design method in order to ensure the unmanned aerial vehicle (UAV)
flight performance when subject to the actuator failures. Depending on the decoupled quadrotor model, this paper presents a sliding
mode control method based onU-model in detail and realizes fault-tolerant control for the quadrotor UAVwith the stability theory and
simulation experiment verifications. (e results show that the new controller designed by using the U-model method can simplify the
controller design process which has good fault-tolerant characteristics when actuator faults occur compared with the traditionalmethod.

1. Introduction

Quadrotor vehicle is a typical UAV and has beenwidely used in
reconnaissance, damage assessment, agricultural inspection,
express delivery, formation performance, and other multiple
different functions by carrying corresponding task equipment
[1, 2]. To meet the vast missions quadrotor vehicles can per-
form, different types of vehicles spring up and the corre-
sponding various controllers are required to meet performance
requirements and demands. In addition, quadrotor UAV may
suffer various problems such as gust disturbance, mechanical
vibration, and actuator failures during flight. (ese problems
may reduce the flight performance and bring greater difficulties
for controller design. (erefore, the controller design method
compensating among different models will improve the de-
velopment process of quadrotor UAV while ensuring the
control system performance.

(e U-model was first proposed in 2002, and this
method considers the controlled object as a unit when
designing the controller and then designs a universal con-
troller that meets the requirements of the controlled object
[3]. (e core process is to calculate the inverse of the object
plant and integrate with the already designed universal

controller to form a new controller. (is universal controller
is not necessary to be redesigned when fixed because of the
performance requirements which are almost the same for
different quadrotors. Under normal circumstances, aerial
vehicle actuator failures include damage, stuck, floats, and
saturation failures.(ese failures will affect system dynamics
performances, even damage aerial vehicles [4]. In order to
guarantee the safety for quadrotors, the fault-tolerant
control technology has been widely employed in control
system designs. Hao proposed an adaptive fault-tolerant
control method for the quadrotor attitude system with
portion of actuator failures [5–7]. Zhang developed the
active fault-tolerant quadrotor UAV flight experiments
based on sliding mode control and demonstrated that ro-
bustness of the active fault-tolerant is better than that of the
passive one [8, 9]. Liu studied an improved fault-tolerant
tracking controller for the quadrotor UAV which is able to
compensate the efficiency loss due to actuator failures [10].
Meanwhile, multiple studies focus on generating observers
to realize fault diagnosis and reconstruction. For example,
Yang conducted system linear transformation and recon-
structed faults by using sliding mode observers and the
equivalent output injection method [11]. Gong proposed a
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fault diagnosis method based on the state observer tech-
nology and theoretically analyzed its robustness and fastness
[12].

So far, a large amount of in-depth research on controller
design and system construction methods for quadrotor
UAVs are improving better and better. However, in specific
design process, it is still necessary to spend a lot of time to
design different controllers for different models. (e main
contribution of this paper is to develop a general controller
design method for UAVs by combining U-model and the
fault-tolerant control methods. (e proposed method can
simplify the design process, and the designed universal
controller can be reused in the design of controllers for

different UAV plants as well as guarantee the great control
performances.

2. U-Model-Based Quadrotor UAV Model

2.1. Preliminary about Quadrotor UAVDynamics. First, two
basic coordinate systems are mentioned to obtain the
mathematical model for the quadrotor, the inertial system E
(OXYZ), and the airframe coordinate system B (oxyz), as
shown in Figure 1.

(e transformation matrix for converting coordinate
systems is described as follows:

Q � QxQyQz �

cosψ cos ϕ cosψ sin θ sinψ cosψ sin θ cos ϕ + sinψ sinϕ
sinψ cos θ sinψ sin θ sinϕ sinψ sin θ cos ϕ − sinϕ cosψ

−sin θ cos θ sinϕ cos θ cos ϕ

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦, (1)

where Φ, θ, and ψ are the roll angle, pitch angle, and yaw
angle of the three axes of the inertial coordinate system,
respectively. Fx, Fy, and Fz are defined as components of F in
three coordinate axes of the airframe coordinate system. F is
the external force applied on the quadrotor,m is the mass of
the quadrotor,V is the speed of the aircraft, andM is the sum
of the torques experienced by the quadrotor. According to
the physical equation,

F � m
dV

dt
,

M �
dH

dt
.

(2)

Gravity G, drag Di, lift of a single rotor Ti are defined as
follows

G � mg,

Di �
ρCdω2

i

2
� kdω

2
i ,

Ti �
ρCtω2

i

2
� ktω

2
i .

(3)

According to the force analysis, Newton’s second law,
and the dynamics and coordinate transformation (1), the
linear motion equation can be obtained as follows:

€x �
Fx − K1 _x( 􏼁

m
�

kt 􏽐
4
i�1 ω

2
i (cosψ sin θ cos ϕ + sinψ sinϕ) − K1 _x􏼐 􏼑

m
,

€y �
Fy − K2 _y􏼐 􏼑

m
�

kt 􏽐
4
i�1 ω

2
i sin sψ sinϕ cos ϕ − cosψ sinϕ) − K2 _y( 􏼁 − K2 _x􏼐 􏼑

m
,

€z �
Fz − K3 _z − mg( 􏼁

m
�

kt 􏽐
4
i�1 ω2

i (cos ϕ cos ϕ) − K3 _z􏼐 􏼑

m
− g.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Furthermore,

_ϕ

_θ

_ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

(p cos θ + q sinϕ sin θ + r cosϕ sin θ)

cos θ

q cos ϕ + r sinϕ

(q sinϕ + r cos ϕ)

cos θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (5)
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(e angular motion equations can be derived by cal-
culating angular momentum as follows:

€ϕ
€θ

€ψ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

Mx + Ix − Iz( 􏼁 _θ _ψ􏽨 􏽩

Ix

My + Iz − Ix( 􏼁 _ψ _ϕ􏽨 􏽩

Iy

Mz + Ix − Iy􏼐 􏼑 _ϕ _θ􏽨 􏽩

Iz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (6)

whereMx,My, andMz are three-axial angular motion and Ix,
Iy, and Iz are the moments of inertia.

Define u1, u2, u3, and u4 as control inputs for four in-
dependent channels of the quadrotor, respectively:

u1

u2

u3

u4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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i

kt ω2
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kt ω2
3 − ω2

1( 􏼁
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1 − ω2

2 + ω2
3 − ω2

4( 􏼁
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(7)

where u1 is the vertical speed control amount, u2 is the roll
input control amount, u3 is the pitch control amount, u4 is
the yaw control amount, and ω is the rotor speed.

(e linear motion equation and the angular motion
equation can be combined to obtain the nonlinear motion
equation of the quadrotor. (e mathematical model is de-
scribed as follows:

€x �
(cosψ sin θ cos ϕ + sinψ sinϕ)u1

m
,

€y �
(sinψ sinϕ cos ϕ − cosψ sinϕ)u1

m
,

€z �
(cosϕ cos θ)u1

m
− g,

€ϕ �
lu2 + _θ _ψ Iy − Iz􏼐 􏼑􏽨 􏽩

Ix

,

€θ �
lu3 + _ϕ _ψ Iz − Ix( 􏼁􏽨 􏽩

Iy

,

€ψ �
u4 + _ϕ _θ Ix − Iy􏼐 􏼑􏽨 􏽩

Iz

,

(8)

where l is the distance from the center of the rotor to the
origin of the airframe coordinate system and ki is the wind
resistance coefficient. In the case of no wind and slow flight,
the resistance coefficient is neglected [13, 14].

(e system can be decoupled into independent sub-
systems including linear motion and angular motion.
Furthermore, angular motion is not affected by linear
motion. However, linear motion is affected by angular
motion. When ignoring the additional small perturbations,
the equation of motion of the quadrotor (8) can be obtained
as follows [14]:

m _x � Ax + Bu,

x � _x _y _z _θ _ϕ _ψ θ ϕ ψ􏽨 􏽩
T
,

u � u1 u2 u3 u4􏼂 􏼃
T
.

(9)

According to the literature [14], the parameters about the
quadrotor is demonstrated in Table 1 and the corresponding
continuous transfer functions for each control channel of the
quadrotor system is listed in Table 2. (e calculated dis-
cretized transfer functions for each control channel of the
quadrotor system are listed in Table 3.
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Figure 1: Rigid body force diagram of a quadrotor.
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2.2. U-Model-Based Quadrotor UAV Model

2.2.1. Preliminary about U-Model. It is known that the
controlled plant is considered as a unit when using the
U-model to design a new controller. (en, according to the
performance requirements for the plant, the new controller
is formed by multiplication between the general controller
and the inverse of the plant. Furthermore, the U-model is an
expression for a class of smooth nonlinear objects. (e
nonlinear model for the system output can be expressed as a
polynomial with u(k − 1)[3]:

y(k) � 􏽘
M

j�0
αj(k)u

j
(k − 1) + e(k), (10)

where k is the time, k ∈ N+, andM is the order of the model
input u(k − 1). Parameter αj(k) is a function of inputs
u(k − 2), . . . , u(k − n) and outputs. (e errors,
e(k), . . . , e(k − n), are unknown and unmeasured quanti-
ties. (e control portion can be expressed as a power series
of inputs u(k − 1) with time-varying parameter αj(k). In
order to apply the linear control design method to obtain
the controller outputs, it can be further converted into the
current form, that is,

U(k) � 􏽘
M

j�0
αj(k)u

j
(k − 1) + e(k). (11)

Because the U-model still keeps the characteristics of the
controlled plant during inversion processes, it can improve
the controller design efficiency.

Combining the U-model as mentioned in equation (10)
with the pole placement described in the literature [15, 16] in
detail, the method of designing the U-model-based pole
placement controller is presented below according to each
part of Figure 2.

Step 1. Regard the controlled plant as a unit.
U(k) � y(k) � yd(k),

Ryd(k) � Ow(k) − Sy(k),

yd(k) �
O

R + S
w(k) �

O

Ac

w(k),

(12)

R + S � Ac, (13)

O � Ac(1), (14)

R � h
a

+ r1h
a−1

+ · · · + ra,

O � o0h
b

+ o1h
b−1

+ · · · + ob,

S � s0h
d

+ s1h
d−1

+ · · · + sd,

(15)

where w(k) is the reference input of the system. R, O, and T
are polynomials about the forward operator h. a, b, and d are
the highest powers in the forward operator in R, O, and S,
respectively, and should satisfy d< a and b≤ a. Parameters
rp1, rp2, rp3 ∈ R, where p1 � 1, . . . , a, p2 � 1, . . . , b, and
p3 � 1, . . . , c. Ac is the characteristic equation polynomial of
the closed-loop system, and yd is the expected output of the
system. Ac needs to be set during the design process
according to the performance requirements of the actual
controlled object.

Step 2. Calculate the general controller output, U(k), and
use the Newton–Raphson algorithm to solve the output
u(k − 1) of the actual controller:

uλ+1(k − 1) � uλ(k − 1) −
Θ Uλ(k − 1)􏼂 􏼃 − U(k)

dΘ[u(k − 1)]/du(k − 1)

� uλ(k − 1) −
􏽐

M
j�0αj(k)u

j

λ(k − 1) − U(k)

d 􏽐
M
j�0αj(k)u

j

λ(k − 1)􏽨 􏽩/du(k − 1)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
uj(k−1)�u

j

λ(k−1)

.

(16)

Table 1: Quadrotor parameters [14].

Parameters Values
m (kg) 1.2
l (m) 0.2
kt × 10−5 (N·s2) 3.13
kd × 10−7 (N·s2) 7.5
Ix × 10−3 (kg·m2) 2.353
Iy × 10−7 (kg·m2) 2.353
Iz × 10−7 (kg·m2) 5.262

Table 2: Continuous transfer function of each channel [14].

Channels Transfer functions
Pitch
channel G1 � (θ/u1) � (56.95s + 4391/s3 + 105s2 + 870s + 4430)

Roll
channel G2 � (ϕ/u2) � (65s + 4560/s3 + 109s2 + 1023s + 2935)

Yaw
channel G3 � (ψ/u3) � (105/s2 + 413s)

Z-axis
motion G4 � (z/u4) � (1.63/s2 + 5s)
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Step 3. Regard GcGp
−1 � Gc
′ as the new controller of Gp. Now,

u(k − 1) is the input of Gp which has been converted to
U-model form.

2.2.2. Quadrotor UAV Controller Design. For the above-
mentioned quadrotor flight control system, a controller with
a natural frequency of 1 rad/s and a damping ratio of 0.7 is
designed to achieve zero steady-state error. (e closed-loop
characteristic equation is designed as

Ac � h
2

− 1.3205h + 0.4966. (17)

(erefore, substitute h� 1 into (17), and then it is ob-
tained from (14) that

O � Ac(1) � 1 − 1.3205 + 0.4966 � 0.1761. (18)

So, the polynomials R and S can be expressed as

R � h
2

+ r1h + r2,

S � s0h + s1.
(19)

Substituting the characteristic equations (17) and (19)
into (13), equation (12) can be derived:

r2 + s1 � 0.4966,

r1 + s0 � −1.3205.
(20)

To ensure the convergence ofU(k), let r1 � −0.9 and r2 �

0.009, and then obtain s0 � −0.4205 and s1 � 0.4876.

(erefore, the output of the universal controller is

U(k + 1) � 0.9U(k) − 0.009U(k − 1) + 0.1761w(k − 1)

+ 0.4205y(k) − 0.4876y(k − 1).

(21)

Design controllers for each of the four channels with the
abovementioned universal controller, respectively.

(1) Convert the discretized transfer function of the pitch
channel to a polynomial form as

y1(k) � 1.128y(k − 1) − 0.4256y(k − 2) + 2.754 × 10−5
y(k − 3)

+ 0.1753u(k − 1) + 0.1199u(k − 2) − 5.78 × 10−4
u(k − 3).

(22)

(e corresponding U-model form is

α10 � 1.128y(k − 1) − 0.4256y(k − 2)

+ 2.754 × 10−5
y(k − 3) + 0.1199u(k − 2) − 5.78

× 10−4
u(k − 3),

α11 � 0.1753.

(23)

(e sample time is set 0.001s in this paper. (e
U-model-based pole placement method is used to de-
sign the output and the input responses of the pitch
channel as shown in Figures 3(a) and 3(b). It can be seen
from Figure 3(a) that the system has a small overshoot,
almost zero steady-state error, and a fast response speed,
which meet the performance requirements of a quad-
rotor during flight. It can be seen from Figure 3(b) that
the controller designed according to the idea of
U-model simplifies the design process of the controller
while ensuring the uniqueness of the controller.

(2) Convert the discretized transfer function of the
rollover channel to a polynomial form as

y2(k) � 1.184y(k − 1) − 0.3666y(k − 2) + 1.846

× 10−5
y(k − 3) + 0.1763u(k − 1) + 0.1083u(k − 2)

− 7.907 × 10−4
u(k − 3).

(24)

(e corresponding U-model form is

α20(k) � 1.184y(k − 1) − 0.3666y(k − 2) + 1.846

× 10−5
y(k − 3) + 0.1083u(k − 2) − 7.907

× 10−4
u(k − 3),

α21 � 0.1763.

(25)

Table 3: Discrete transfer function of each channel.

Channels Transfer functions
Pitch channel G1′ � (0.1753z2 + 0.1199z − 5.78 × 10−4/z3 − 1.128z2 + 0.4256z − 2.754 × 10−5)

Roll channel G2′ � (0.1763z2 + 0.1083z − 7.907 × 10−4/z3 − 1.184z2 + 0.3666z − 1.846 × 10−5)

Yaw channel G3′ � (0.2481z + 0.006/z2 + z − 1.158 × 10−18)

Z-axis motion G4′ � (0.006946z − 5.881 × 10−3/z2 − 1.607z + 0.6065)

w(k)
RU(k) = Ow(k) – Sy(k)

U(k) y(k)u(k – 1) Gp

G′c

Ф[u(k – 1)]

Figure 2: Design flow of the pole configuration controller [3].
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(e output and the input responses of the roll
channel are designed using the U-model-based pole
placement method as shown in Figures 4(a) and 4(b).
(e comparison between Figures 4(a) and 3(a) shows
that the output performance of the controlled object
is the same. At the same time, it is found that the
input of the controlled object is different, which
proves that the designed controller is unique when
comparing Figure 4(b) to Figure 3(b).

(3) Convert the discretized transfer function of the yaw
channel to a polynomial form as

y3(k) � −y(k − 1) + 1.158 × 10−18
y(k − 2) + 0.2481u(k − 1)

+ 0.006u(k − 2).

(26)

(e corresponding U-model form is

α30(k) � −y(k − 1) + 1.158 × 10−18
y(k − 2) + 0.006u(k − 2),

α31(k) � 0.2481.

(27)

(e U-model-based pole placement method is used
to design the output and the input responses of the
yaw channel as shown in Figures 5(a) and 5(b). (e
output of the controlled object is also the same as
those in Figures 3(a) and 4(a); however, the output of
the controller is different from those in Figures 3(b)
and 4(b).

(4) Convert the discretized transfer function of the
motion in the Z-axis direction into a polynomial
form as

y4(k) � 1.607y(k − 1) − 0.6065y(k − 2) + 6.946u(k − 1)

− 5.881 × 10−3
u(k − 2).

(28)

(e corresponding U-model form is

α40 � 1.607y(k − 1) − 0.6065y(k − 2) − 5.881 × 10−3
u(k − 2),

α41 � 6.946.

(29)
(e U-model-based pole placement method is used to

design the output and the input responses of the Z-axis
motion as shown in Figures 6(a) and 6(b). (e output of the
controlled object is also the same as those in Figures 3(a), 4(a),
and 5(a), and the inputs of the controlled objects are different.

By comparing Figures 3(a)–6(a) for simulation results, it
can be seen that the output responses of the controlled object
are the same when the U-model controller is used to control
the controlled object. Comparing Figures 3(b)–6(b), it can be
seen that the designed controller outputs are different. (e
newly designed controller developed by using the U-model of
the object is formed by GcG

−1
p . Because G−1

p varies depending
upon the different plants, the newly designed controller issue
is converted into calculating the inverse of the plant which
simplifies the design process, meanwhile ensuring the per-
formance requirements. (erefore, each newly designed
controller works for the specific object.
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Figure 3: (a) Output of the pitch channel. (b) Input of the pitch channel.
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3. U-Block-Based Fault-Tolerant Control

(e abovementioned U-model method also works in state
space form by using the method proposed in the literature
[17]. (is section discusses a U-model-based fault-tolerant
control method employed in state space.

According to the specified characteristic equation Ac
proposed in the U-model and the performance requirements
of different controlled objects, Ac can be derived by placing
reasonable poles:

Ac � h − ϑ1( 􏼁 · · · h − ϑt( 􏼁 � h
t

+ ac1h
t−1

+ · · · + act � 0,

Y(h)

w(h)
�

Ac(1)

ht + ac1h
t−1 + · · · + act

.

(30)

(erefore, the corresponding state equation form in a
controllable implementation is

x(k + 1) � Ax(k) + Bw(k),

y(k) � Cx(k).
(31)
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Figure 4: (a) Output of the roll channel. (b) Input of the roll channel.
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Figure 5: (a) Output of the yaw channel. (b) Input of yaw channel.
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Furthermore,

x1(k + 1)

x2(k + 1)

⋮

xt−1(k + 1)

xt(k + 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

0 1 0 · · · 0

0 0 1 · · · 0

⋮

0 0 0 · · · 1

−act −ac(t−1) −ac(t−2) · · · −ac1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x1(k)

x2(k)

⋮

xt−1(k)

xt(k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

0

0

⋮

0

Ac(1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

w(k)

y(k) � 1 0 0 0 0􏼂 􏼃

x1(k)

x2(k)

⋮

xt−1(k)

xt(k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(32)

When an unmanned aerial vehicle drone fails, the
controlled object model can be expressed as

_x(k) � Ax(k) + Bu(k) + f(k, x, u),

y(k) � Cx(k).
􏼨 (33)

(e function f(k, x, u) indicates that the actuator fails
and is defined as

f(k, x, u) � Bξ(k, x, u), (34)

where ξ(k, x, u) is an unknown and bounded function:

‖ξ(k, x, u)‖≤ c‖u‖ + ς(k, x), (35)

in which ς(k, x) indicates disturbances and 0≤ c< 1 indi-
cates the damage degree of actuator failure [18]. So, system
(33) can be further described as

_x(k) � Ax(k) + B(I − Γ)u(k) + Bα(k, x),

y(k) � Cx(k),
􏼨 (36)

where Γ � diag(c1, c2, . . . , cm) and ci is a scalar and satisfies
ci � 0, no fault,

0< ci < 1, fault on i th operation surface,
􏼨

i � 1, 2, . . . , m.

(37)

It is known that sliding mode control can realize the
insensitivity and robustness of sliding mode for a kind of
uncertainty and interference. (erefore, this paper employs
the sliding mode control (SMC) method to design a
U-model-based controller to improve the robustness of
control systems subject to faults. For the second-order
discrete system, let the position command be w(k) and
dw(k) is the derivative of w(k). Take W � w(k) dw(k)􏼂 􏼃

T
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Figure 6: (a) Z-axis motion output. (b) Z-axis motion input.
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and W1 � w(k + 1) dw(k + 1)􏼂 􏼃
T, and use linear extrap-

olation to predict w(k + 1) and dw(k + 1), s.t.

w(k + 1) � 2w(k) − w(k − 1),

dw(k + 1) � 2 dw(k) − dw(k − 1).
(38)

Design a sliding mode surface function as

s(k) � Ce(W(k) − x(k)), (39)

where Ce � c 1􏼂 􏼃.

s(k + 1) � Ce(W(k + 1) − x(k + 1)) � Ce(W(k + 1)

− Ax(k) − Bu(k))

� Ce W(k + 1) − CeAx(k) − CeBu(k)( 􏼁.

(40)

(erefore, the designed control law is

u(k) � CeB( 􏼁
−1

CeW(k + 1) − CeAx(k) − s(k + 1)( 􏼁.

(41)

For continuous sliding mode variable structure control,
the commonly used approach is the exponential approach
law:

_s(t) � −εsgn(s(t)) − σs(t), ε> 0, σ > 0. (42)

Correspondingly, the discrete exponential approach law
can be derived as

s(k + 1) − s(k)

Ts

� −εsgn(s(k)) − σs(k),

s(k + 1) − s(k) � −σTss(k) − εTssgn(s(k)),

(43)

where ε> 0, σ > 0, 1 − σTs > 0, and Ts is the sampling period.
So, the discrete approach law is

s(k + 1) � s(k) + Ts(−εsgn(s(k)) − σs(k)). (44)

Substituting (44) into equation (40), the discrete control
law, u(k), based on the exponential approach is obtained:

u(k) � CeB( 􏼁
−1

CeW(k + 1) − CeAx(k) − s(k) − ds(k)( 􏼁,

(45)

where ds(k) � −εTssgn(s(k)) − σTss(k), and Ce � c 1􏼂 􏼃.

Proof. To verify the stability of the selected sliding surface,
the Lyapunov function is designed as

V(k) �
1
2

s(k)
2
. (46)

When the condition _V(k)≤ 0 is satisfied, the conclusion
that the system is stable can be drawn:

_V(k) � s(k) _s(k)

� s(k)
s(k + 1) − s(k)

Ts

􏼠 􏼡

�
1
Ts

s(k) −σTss(k) − εTssgn(s(k))􏼂 􏼃

� −σs
2
(k) − εs(k)sgn(s(k))

≤ −σs
2
(k) − ε|s(k)|.

(47)

Since ε> 0 and σ > 0, then _V(k)≤ 0 is obtained.

4. Analysis of Simulation Results

When partial actuator failures occur in the yaw channel, the
discrete sliding mode control law is applied for designing a
fault-tolerant controller for each channel, respectively. (e
discrete yaw channel model is transformed into a U-block
form using the pole placement method. According to
equations (26), (44), and (45), the corresponding state space
equations are derived and the corresponding model matrices
are

A �
0 1

−0.4966 1.3205
􏼢 􏼣,

B �
0

0.1761
􏼢 􏼣,

C � 1 0􏼂 􏼃.

(48)

(e parameters of the controller according to (44) are
c� 50, ε� 5, and σ � 150.

(is paper conducts simulations when faults are inserted
at time 2 s demonstrated in Figures 7(a)-7(b).(e simulation
selects the sampling period, 0.001 s. (at is, the control
system operates in normal conditions from 0 s to 2 s.
However, at time 2 s, the actuator experienced a 50% per-
formance failure. Meanwhile, the designed controller brings
about a great tracking performance.

As illustrated in Figures 7(a) and 7(b), it can be seen that
the design controller works properly to track the desired
output of the system. Even though the actuator loses 50%
operation efficiency at 2 s, it still maintains good tracking
performance. Figure 7(b) illustrates the control error be-
tween the actual and expected outputs and obviously shows
that the error falls within 5% and satisfies the performance
requirements. (e simulation results verify the feasibility of
the designed controller by using the U-model and, fur-
thermore, demonstrate that the U-model-based controller
can simplify the controller design process. When combining
the sliding mode control method, the proposed controller
presents good fault-tolerance performance, good stability,
and tracking performance.
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5. Conclusions and Future Works

In this paper, the transfer function of each channel of the
quadrotor control system is decoupled and converted into
the U-block form by using the pole placement method.
Furthermore, the actuator failure along with partial per-
formance loss is considered and U-model-based sliding
mode controller is designed and applied to a four-rotor flight
control system in this paper. (e simulations verify that the
designed controller provides great fault-tolerant perfor-
mance for quadrotor systems. (e method proposed in this
paper not only guarantees the performance requirements
and simplifies the controller design process but also can be
extended to other plants with the same performance re-
quirements. (is method can be mixed with other controller
design methods to improve the stability of the system when
suffering a fault as well in the future. (e physical verifi-
cation of this method will also be considered and conducted
in the near future.
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/is paper presents an output control for a manipulator by changing the spring stiffness./rough the modeling and analysis of the
nonlinear stiffness characteristics of the crank-rocker mechanism, and using the zero stiffness domain search method to select the
appropriate spring stiffness, using different spring stiffness to establish different mechanism models, the robot can finally control
the output of ideal constant force, and at the same time, the analysis results are applied to the improved design of the tire grabbing
manipulator. /rough this method, the tire grabbing manipulator becomes a constant grabbing force mechanism, and the
mechanism is transformed from a rigid-body mechanism to a pseudo-rigid-body mechanism. /e accuracy and stability of the
whole system are greatly improved. In this study, the method of adding spring to each joint of the linkage mechanism is applied to
the improvement design of the linkage mechanism, and the four-bar constant force mechanism is designed for the first time,
which expands the application field of the nonlinear stiffness characteristics of the linkage mechanism, and has great application
value to the improvement design of the mechanical system with the linkage mechanism and the control of the output force.

1. Introduction

Handling robots are widely used in machine tool loading
and unloading, stamping machine automatic production
line, automatic assembly line, palletizing, and container and
other automatic handling. In the tyre industry, the tyre
handling robot can not only make full use of the space of the
environment but also can improve the material handling
capacity, save the working time in the process of loading and
unloading, and improve the efficiency of loading and
unloading. /e weight of all-steel radial tyres is generally
heavy. According to the size parameters of the all-steel radial
tyre, the overall design of the triple-speed truss manipulator
is carried out.

/e designed manipulator can realize the technological
actions of grabbing tyres for the assembly line and com-
pleting tyre vulcanization, loading pot, and storage and
stacking. But in the actual operation process, because of the
inadequate motion accuracy and the excessive grasping force
of the manipulator, it is easy to cause the appearance defects

of the tyre bead when the manipulator grasps the tyre, which
not only affects the safety of the tyre but also affects the
installation of the tyre and other processes. If the gripping
force of the manipulator is too large, the deformation of the
tyre blank and ellipticity of the tyre will increase during
storage and stacking, which will cause the chuck to gnaw the
steel ring in the vulcanization process and lead to the ex-
trusion of the rubber and the outcrop of the tyre rim. /e
vibration of the manipulator in the process of operation can
easily lead to the accumulation of errors, which will even-
tually lead to a large deviation of the tyre stacking position.
At the same time, because the grasping mechanism of the
manipulator is a rigid-body mechanism, there is a large
friction and clearance itself, which will also lead to the
problem of tyre stacking position. When the tyre is stored in
a vertical tyre storage truck, once there is a problem in the
storage location, there are also some problems such as the
deformation of the blank and the ellipticity of the tyre, which
will also lead to extrusion of the compound and the ap-
pearance of the bead. /e appearance defect of the tyre bead
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will seriously affect the qualified rate of the tyre, reduce
production efficiency, and increase production cost.

In view of the problem that the grasping force of the
manipulator is too large, the traditional solution is to cal-
culate the theoretical diameter of the tyre bead according to
the product design and component size and, at the same
time, to measure the actual diameter of the tyre bead after
forming. Based on the minimum diameter, determination of
the maximum distance between the claws after the ma-
nipulator is closed was performed. /en, comparing the
distance between the claw pieces after closing of the current
manipulator, cutting and grinding the excess parts of the
claw pieces, testing the safety of different quality tyres after
lifting, ensuring that the tyre will not squeeze the bead when
the manipulator grabs the tyre, and that the bead will not fall
off after lifting, and solving the problem of the upper bead
crack caused by the extrusion of the mechanical claw pieces
on the bead were performed. However, this improvement
method is too cumbersome and unsuitable for tyre pro-
duction with different inner diameters./erefore, in order to
solve the problem of excessive grasping force and tyre
production with different inner diameters, the constant force
grasping mechanism manipulator is used to solve the
aforementioned problems.

Using the characteristics of the mechanical structure, the
constant force of mechanisms can provide approximately
constant force output. Constant force of mechanisms is
widely used in overload protection, biomedical applications,
and robotic end effectors to provide friendly interaction with
the environment, as well as to protect micro-objects from
damage to micro-operations [1]. Because of its many ad-
vantages, many scholars have carried out a lot of research on
it. Guimin Chen optimized the parameters of the constant
force mechanism by using the nonlinear stiffness charac-
teristics [2]. Chia-Wenhou proposed a functional joint
mechanism with constant torque output, studied the torque
speed curves of different materials, and compared their
resistance to hysteresis and stress relaxation [3]. Patrice
Lambert proposed a new type of constant force mechanism
of pin shaft connection and analyzed the influence of friction
produced by pin shaft connection on output force by using
the establishment of nonlinear stiffness [4]. Piyu Wang
designed a XY precision positioning platform with constant
force output parallel kinematics based on a compact flexible
mechanism, which can generate constant output force
without using a force controller [5]. Tolman proposed a fully
flexible constant force mechanism with the initial angle
parallel guiding mechanism. Using the finite element model
and the experimental prototype test, the pseudo-rigid-body
model of themechanismwas established and verified [6]. Liu
introduces the design and control of a new passive flexible
constant force fixture. /e positive stiffness mechanism and
negative stiffness mechanism are combined to realize the
constant force output function, and the validity of the fixture
system is verified through the experimental study of the
microcopper wire grip release operation [7]. For the ap-
plication of the constant force mechanism in industry, the
most representative is the constant force compression
mechanism. Constant force compression mechanism

(CFCM) is a kind of slider mechanism with large deflection
beam. Midha et al. first introduced this mechanism and
weight and proposed the selection method of this mecha-
nism [8]. Later, Boyle [9] developed a dynamic model of the
flexible constant force compression mechanism. It is nec-
essary to establish the nonlinear stiffness characteristics
when the constant force of mechanism is designed. /e
research and application of the nonlinear stiffness charac-
teristics of compliant mechanisms are also very extensive.
Zheng constructed high-static and low-dynamic-stiffness
(HSLD) pillars with negative stiffness magnetic spring
(NSMS), established a Stewart isolation platform model
with high strength steel braces, and studied the stiffness
characteristics of the isolation platform [10]. Zongwei Yang
improved the weight balance mechanism by synthesizing
the required nonlinear torque curve with two linear springs
(one tension spring and one compression spring) [11].
Andò presented a low-cost vibration energy acquisition
method based on the nonlinear stiffness design of springs
[12]. Lucas studied the effect of replacing the main spring
with a nonlinear cubic spring. It is proved that if the
stiffness is softened, the use of cubic stiffness can improve
the frequency transfer rate around and above the resonance
[13]. /rough static analysis of the nonlinear stiffness
system, Wu proved that the nonlinear stiffness system can
improve the efficiency of wave energy collection and in-
crease the average power by improving the inherent period
and expanding resonance [14]. Ivana Koavcic studied a
vibration isolator consisting of a vertical linear spring and
two nonlinear prestressing oblique springs [15]. Based on a
free vibration test, Bin Tang simply estimated the perfor-
mance of the absorber by connecting the nonlinear ab-
sorber with the vibrating screen [16]. Pellegrini studied an
alternative method of obtaining mechanical vibration by
using two kinds of energy collectors with stable structures.
According to the feasibility of miniaturization, different
designs and classifications of existing bistable energy col-
lectors were made [17]. Xiuting Sun studied an N-story
shear structure (SLS) vibration isolation platform, focusing
on the analysis and design of its nonlinear stiffness, friction,
and damping characteristics, and obtained good vibration
isolation performance [18]. /e constant force grasping
mechanism manipulator can achieve the function of
grasping tyre well, and because the grasping force is
constant, there will be no case of extrusion of the bead or
tyre deformation.

2. Grasping Mechanism of Tyre
Grabbing Manipulator

/e grabbing mechanism of the triple-speed truss ma-
nipulator adopts crank-rocker mechanism (as shown in
Figure 1). /e lengths of the four connecting rods are
AB � 100mm, BC � 110mm, CD � 130mm, and
AD � 180mm. /e angle between CD and DE is 50°. /e
whole manipulator is composed of three identical crank-
rocker mechanisms (as shown in Figure 2). /e power
source is the motor. In practical use, the connecting rod AB
of the three linkage mechanisms is simplified as a whole
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into a disc. After the motor passes through the reducer, it is
connected with the disc through the coupling and then
drives the connecting rod 2 and 3 to rotate. By adjusting the
rotation angle of the motor, the crank rotates at the cor-
responding angle and finally drives the rocker to rotate./e
end of point E contacts the tire, and the tire is grasped by
three-point positioning.

/e three-dimensional structure of the manipulator is
shown in Figure 3. Structures 1, 2, and 3 are exactly the same
three crank-rocker mechanisms. After calculation, the
maximum inner diameter of the tyre grasped by the ma-
nipulator is as follows:φd � 609.6mm. At this time, the
maximum output torque of the motor after passing through
the reducer is T1 � 55.3779N · m. /e minimum inner di-
ameter of the tyre grasped by the manipulator is
φd � 406.4mm, and the maximum output torque of the
motor after passing through the reducer is
T2 � 104.4972N · m.Because the crank-rockermechanism is
a rigid-body mechanism, there are still large clearances and
friction, which are prone to errors in the operation of the
mechanism. When the equipment decelerates to the left or
accelerates to the right, mechanism 3 will be impacted by
inertia. When the equipment decelerates to the right or
accelerates to the left, mechanism 1 and mechanism 2 will be
impacted by inertia, which will also affect the accuracy of the
equipment.

3. Tyre Constant Force Grabbing Manipulator

To solve the problem of tyre deformation, the tyre
grasping mechanism can be improved into a constant
force mechanism. /ere are two ways to improve the
mechanism into a constant force mechanism, namely,
adding force sensors and controllers to the force control
technology and transforming the mechanism into a
constant force clamping mechanism. At present, many
experts are also actively studying new controllers. Shubo
Wang proposed an adaptive funnel control (FC) scheme
for the unknown dead zone servo mechanism [19] and
proposed an unknown input observer for the servo
mechanism with unknown dynamics (such as nonlinear
friction, parameter uncertainty, and external interference)
[20] and designed a new adaptive controller to com-
pensate nonlinear friction and bounded interference [21].
Although the force control technology of adding force
sensors and controllers is stable and reliable, the algo-
rithm design is complex and the cost is high. /e
mechanism improvement is used to transform the
mechanism into a constant force mechanism with low cost
and simpler improvement. /erefore, the tyre grasping
mechanism is improved to a constant force mechanism
with the improvement of the mechanical structure.
/rough consulting the data, it is found that, in the books
of Alabuzhev et al. [22], the constant force mechanism (or
quasizero stiffness mechanism) can be divided into four
categories according to its stiffness characteristics.
/rough comparison, it is found that the curve beam
constant force mechanism is the closest to the crank-
rocker mechanism. /e pseudo-rigid-body model method
is adopted in the establishment of the kinematics model.
/e research method provides a way to design the con-
stant force mechanism with crank-rocker mechanism as
the model. /e pseudo-rigid-body model method is to
transform the constant force mechanism of curved beam
into a pseudo-rigid-body mechanism for analysis, as
shown in Figure 4. It can be seen from the figure that the
transformed mechanism is a pseudo-rigid-body mecha-
nism with spring installed at the node of the mechanism.
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Figure 2: Motion and structure sketch of the manipulator.
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Figure 3: /ree-dimensional structure of the manipulator.
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Figure 1: Motion sketch of the mechanism.
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/rough the aforementioned ideas, the joints of crank-
rocker mechanism can also be installed with springs.
/rough the stiffness design of the springs, a new constant
force mechanism can be designed. A new type of double-
slider mechanism proposed by Baokun Li [24]was very
similar to the crank-rocker mechanism, but if the double-
slider mechanism was applied to the improvement of the
tyre grasping manipulator, it is necessary to change the
length of the connecting rod and to increase the slider.
Not only the calculation is difficult but also the improved
structure is too large, and the three mechanical structures
will interfere. /erefore, the torsion spring can be in-
stalled on the node of the crank-rocker mechanism to
design the local constant force mechanism. /e constant
force mechanism designed by this method can not only
keep constant grasping force to avoid tyre deformation
but also can greatly reduce friction and clearance and
extend the life of the machine as the grasping mechanism
transforms from a rigid-body mechanism to a pseudo-
rigid-body mechanism after the node is installed with
spring.

4. Dynamic and Static Models of Mechanisms

Figure 5 shows the mechanism motion sketch of the ma-
nipulator. /e crank AB rotates counterclockwise around
point A and drives the rocker CDE to rotate. Crank AB and
rocker CDE are connected by coupler BC. /e torsional
stiffness of four joints are KRA, KRB, KRC, and KRD, re-
spectively. /e stiffness of E-point compression spring is set
to KPE.

/e Cartesian coordinate systemO-XYZ is fixed to point
A. /e origin O coincides with point A. /e positive di-
rection of the x-axis points to the right side of the horizontal
plane. /e positive direction of the y-axis is vertical. /e z-
axis is determined by the right manipulation.

Vectors AB, BC, CD, and DE are defined by r1, r2, r3, and
r5, respectively. /e position D on the x-axis is represented
by r4:r1 � 100mm, r2 � 110mm, r3 � 130mm,

r5 � 165mm, and r4 � 180mm. /e angle between CD and
DE is 50°.

In order to show the correct limit position of the
mechanism, we assume that there is no friction and clear-
ance between two connecting rods connected by the kine-
matic pair. In addition, we only discuss the static model of
the mechanism in motion, without considering any inertial
force (torque) and gravity.

In order to compute the static relationship among the
components of the mechanism, it is necessary to first
calculate the relationship among the angles. Figure 5 shows
that

θA + θB + θC + θD � 2π, (1)

θD � θD1 + θD2. (2)

Connect BD and suppose the length is a. According to
the cosine theorem,

a
2

� r
2
1 + r

2
4 − 2r1r4 cos θA,

r
2
2 � a

2
+ r

2
3 − 2ar3 cos θD1,

r1 sin θA � a · sin θD.

(3)

/erefore, it can be obtained that
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Figure 4: Schematic diagram of (a) fixed-guided beam and (b) the corresponding pseudo-rigid-body method [23].
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θD1 � arc cos
a2 + r23 − r22

2ar3
� arc cos

r21 + r24 − 2r1r4 cos θA + r23 − r22

2r3

�����������������

r21 + r24 − 2r1r4 cos θA

􏽱 ,

(4)

θD2 � arcsin
r1 sin θA�����������������

r21 + r24 − 2r1r4 cos θA

􏽱 , (5)

θD � θD1 + θD2 � arccos
r21 + r24 − 2r1r4 cos θA + r23 − r22

2r3

�����������������

r21 + r24 − 2r1r4 cos θA

􏽱

+ arcsin
r1 sin θA�����������������

r21 + r24 − 2r1r4 cos θA

􏽱 ,

(6)

θB � π − θA + arcsin
r3 sin θD − r1 sin θA

r2
,

θC � arccos
r21 + r24 − r22 − r23 − 2r1r2 cos θA

−2r2r3
.

(7)

5. Using the Principle of Virtual Work to
Calculate the Output Force F

At present, there are two methods to establish the dynamic
model of the linkage mechanism, that is, to establish the
relationship between generalized force and generalized
coordinates by the Lagrange equation and to establish the
dynamic and static model of the linkage mechanism by
virtual work principle. For the general four-bar mecha-
nism, especially the constant-force compressor mecha-
nism, the Lagrange equation method is generally adopted.
But there are two problems for the four-bar mechanism:
first, the establishment of the Lagrange equation needs to
involve velocity calculation. /ere are kinematic singu-
larities in the linkage mechanism. When the mechanism
reaches the dead point or change point, so-called singular
positions, the linear velocity equations of mechanism
cannot be derived. /e angular velocity of the follower bar
other than the original bar can be obtained directly. At this
time, the motion of the mechanism is usually considered to
be uncertain. /e motion analysis of the mechanism in
singular position is also rare [25]. Second, in the process of
establishing the Lagrange equation, it is necessary to define
the mass of the link and other moving parts, while in the
kinematic analysis of the linkage mechanism, the mass of
the link should be determined. Most of the quality is
neglected. /erefore, virtual work principle is used to build
the dynamic model.

It can be seen from the four sections that the rela-
tionship between the angles of the four-bar mechanism is
complex, so the calculation of the joint moment and virtual
work of the four-bar mechanism by using the principle of
virtual work is seldom used. Although the kinematic
equation of the double-slider four-bar mechanism is an-
alyzed by Li [26], because the angle analysis of the double-
slider four-bar mechanism is different from that of the
crank-rocker mechanism, the kinematic equation analysis

of the double-slider four-bar mechanism cannot be used.
However, the method of nonlinear stiffness analysis can be
used for reference, and the moment and virtual work of
each joint of the four-bar mechanism can also be
calculated.

5.1. Utilizing the Principle of Virtual Work to Calculate the
Torque and Virtual Work of Joints. /e formula of virtual
work principle is

δW � 􏽘
i

Fi · δri + 􏽘
i

Ci · δri � 0, (8)

where Fi is the external force and Ci is the binding force. In
this model, the formula becomes

δW � 􏽘
i

Ti · δθi + F · δr � 0. (9)

Among them, Ti is the driving torque applied to the bar
AB after the motor is decelerated by the reducer and the
torque caused by the springs at each node. F is the clamping
force needed to clamp the tyre. /e driving torque applied
on the rod AB is set to

Td � TdK. (10)

Among them, vector K is the unit vector of z-axis
(vector i and j are the unit vectors of x-axis and y-axis,
respectively). /e orbital vector Td is along the z-axis.
Scalar ‖Td‖ is the magnitude of the driving torque, where
Td > 0 represents the positive direction of Td along the z-
axis and Td < 0 corresponds to the negative direction of Td

to z-axis.
Torque caused by springs on each node can be expressed

as

Ti � KRi · ψi, (11)

where KRi is the stiffness of the spring added to each node
and φi is the angular displacement produced by each node.
Since the mechanism has four nodes, formula (17) can be
expressed as a fourth-order system:
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0 KRB 0 0

0 0 KRC 0

0 0 0 KR D
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. (12)

Angular displacement at joint A

ψA � θA − θA0( 􏼁K. (13)

Among them, θA0 is the rotation angle from x-axis to
connecting rod AB, indicating the input position angle of
connecting rod AB, and θA corresponds to the initial angle.
Here, we consider θA as a general coordinate mechanism.
Similarly, the virtual angular displacements relative to joint
B, C, and D are ψB � (θB − θB0)K, ψC � (θC − θC0)K, and
ψD � (θD − θD0)K.

/erefore, it can be expressed as
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KRA 0 0 0

0 KRB 0 0

0 0 KRC 0

0 0 0 KR D

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

θA − θA0

θB − θB0

θC − θC0

θD − θD0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

K �

TA

TB

TC

TD

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (14)

/e virtual angular displacement relative to joint A is

δψA �
dψA

dθA

δθA. (15)

/e virtual angular displacement relative to joint B is

δψB �
dψB

dθA

δθA �
d θB − θB0( 􏼁

dθA

δθAK �
dθB

dθA

δθAK

�
d π − θA + arcsin r3 sin θD − r1 sin θA/r2( 􏼁( 􏼁

dθA

δθAK.

(16)

/e virtual angular displacement relative to joint C is

δψB �
dψB

dθA

δθA �
d θB − θB0( 􏼁

dθA

δθAK �
dθB

dθA

δθAK

�
d π − θA + arcsin r3 sin θD − r1 sin θA/r2( 􏼁( 􏼁

dθA

δθAK.

(17)

/e virtual angular displacement relative to joint D is

δψD �
dψD

dθA

�
d θD − θD0( 􏼁

dθA

δθA �
dθD

dθA

δθAK. (18)

/e virtual displacement at E is

δψE � r5 sin 100° − θD( 􏼁
dθD

dθA

δθAK. (19)

By combining formulas (11)–(19) and substituting for-
mula (9), we can get

δW � δψA δψA δψB δψC δψD􏼂 􏼃

Td

−TA

−TB

−TC

−TD
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+ F · δψE � 0.

(20)

After sorting out, we can get

F � δψA δψA δψB δψC δψD􏼂 􏼃

−Td

TA

TB

TC

TD
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1
δψE

� −
Td − KRA θA − θA0( 􏼁 − KRB θB − θB0( 􏼁 dθB/dθA( 􏼁 − KRC θC − θC0( 􏼁 dθC/dθA( 􏼁 − KR D θD − θD0( 􏼁 dθD/dθA( 􏼁

r5 sin 100° − θD( 􏼁 dθD/dθA( 􏼁
.

(21)

It can be seen from formula (21) that the change trend
of grasping force F curve with θA is related to the driving
moment Td and the torsional stiffness of each torsion
spring. In order to set appropriate parameters to
obtain constant grasping force, it is necessary to analyze

the influence of each parameter on F. To analyze
the influence of each parameter, one of the torques can be
set to nonzero and the other to zero and the grasping
force can be used as the output to obtain a fifth-order
system:
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F �

Fd

FA

FB

FC

FD

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

dψA

dθA

dψA

dθA

dθB

dθA

dθC

dθA

dθD

dθA
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Td TA TB TC TD􏼂 􏼃

·
1

r5 sin 100° − θD( 􏼁 dθD/dθA( 􏼁
,

(22)

where Fd is the grasping force F when the driving moment
Td ≠ 0 and the stiffness of other joint torsion springs is set to
KRA � KRB � KRC � KR D � 0. At this time, the grasping
force is

F � Fd � −
Td

r5 sin 100° − θD( 􏼁 dθD/dθA( 􏼁
. (23)

/rough calculation, it can be concluded that when
θA � 42.1°, the grasping force F tends to infinity, which is
located in the singular position of the linkage. Because it is
difficult to analyze the singular position of motion, the
position is abandoned. By analyzing other position curves,
there is a bistable curve between −100o and −10o, as shown in
Figure 6. /e analysis shows that the bistable curve is easy to
fit other curves. /erefore, we chose this curve to fit.

When the driving torque is Td � 0, the stiffness of one
torsion spring is set as nonzero and that of other joints is set
as zero, and

F � Fi �
KRi θi − θi0( 􏼁

r5 sin 100° − θD( 􏼁 dθD/dθA( 􏼁
. (24)

In the aforementioned formula, i � A, B, C, D.
Set KRA � 1N ·m(°), KRA � 3N ·m(°), KRA � 5N ·m (°),

and θA0 � 30°, and the stiffness of torsion spring of other
joints is set to zero. With MATLAB, the image of grasping
force FA changing with input position angle θA can be
obtained. Similarly, we can get the image of force FB, FC, and
FD, changing with input position angle θA (as shown in
Figure 7). Because the fitting range is selected above,
−100° to10°, the curve of −100° to10° is also selected for
fitting. Note that when θA≤0, then θB � 2π+θA −θC −θD,
which is different from equation (7).

As can be seen from Figure 7(a), in the region of
−100° to 10°, the grabbing force F shows a monotonous
decreasing characteristic when only KRA ≠ 0. As can be seen
from Figure 7(b), the grabbing force F is only monoton-
ically decreasing in the −100° to 10° region, but the cal-
culation method of θB is different when θA ≤ 0 and θA ≥ 0.

/erefore, the torsion spring at joint B is discarded. From
Figure 7(c), it can be seen that, in this region, the grasping
force F shows a monotonic decreasing characteristic when
only −100° − 10°. From Figure 7(d), it can be seen that the
grabbing force F increases monotonously when the grab-
bing force is only −100° to 10° in this region, and it can be
found that with the increase of the stiffness of each spring,
the image features will be more obvious. /erefore, the
desired image features can be obtained by adjusting the
spring stiffness properly.

5.2. Determining the Parameters of Each Part andEstablishing
the Constant Force Interval. According to the curve trend in
the previous section, the expected constant force range can
be established by designing appropriate spring stiffness. /e
process of designing the constant force interval is as follows:

(1) Establishing the relationship between spring stiff-
ness: substituting θA � −100° and other given pa-
rameters to solve the differential of equation (22)
with respect to θA and then obtaining the following
expression:

dF

dθA

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌θA�−100°
� f Td, KRA, KRB, KRC, KR D( 􏼁 � 0. (25)

(2) Searching constant force interval: shen the grasping
force satisfies |F − F | θA�−100°/F | θA�−100°|≤ 2%, it is
considered to be a constant force interval. When the
geometric parameters are given as r1 � 100mm,
r2 � 110mm, r3 � 130mm, r4 � 180mm, and r5 �

165mm and the initial input position angle is as-
sembled as θA0 � 30°, equation (25) is obtained:

0.2347Td + 0.4066KRA + 0.0204KRC + 0.0445KR D � 0.

(26)
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Figure 6: Grasping force F changes with position angle θA.
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Using this optimization method, the appropriate spring
stiffness can be found.

It can be seen from the previous section that, KRA, KRC,
and KR D all produce monotonic increasing curve, and Td

generates bistable curve. Based on image analysis, if a
constant force is required, it can be assumed that KRA �

KRC � 0 and Td � 1N · m, then KR D � 5.2741N · cm/o. At
this time, the grasping force is

F �
1 − 5.2741 θD − θD0( 􏼁 dθD/dθA( 􏼁

r5 sin 100° − θD( 􏼁 dθD/dθA( 􏼁
. (27)

/is is shown in Figure 8.

It can be seen from the image that θA � −50° is in the
constant force range. Because the actual gripping force is
167N, the gripping force is set to 180N for safety reasons.
According to formula (27), the required torque Td can be
obtained as follows:

Td �
180 · r5 sin 100o − θD( 􏼁 dθD/dθA( 􏼁

1 + 5.2741 θD − 1.4415( 􏼁 dθD/dθA( 􏼁

� 720.5607N · m ≈ 720N · m.

(28)

At this time, we can getKR D � 37.97352N · m/°.
At this time, the grasping force is
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Figure 7: Grasping force F changes with position angle θA.
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F �
Td − KR D θD − θD0( 􏼁 dθD/dθA( 􏼁

r5 sin 100° − θD( 􏼁 dθD/dθA( 􏼁
. (29)

/is is shown in Figure 9.
According to the equation, the search constant force

interval is [−64.2317, −34.99948]. In this interval, grasping
force F can be regarded as constant force. /rough the
calculation and analysis of the mechanism, the range of
constant force interval can fully meet the requirement of
grasping tyres with inner diameter ranging from 404.9mm
to 606.4mm. As long as the position of the mechanism is
properly adjusted, the tyres with different inner diameters
can be grasped with constant force.

/e grabbing force of the improved mechanism changes
with the angle is as shown in Figure 10.

As can be seen from Figure 10, the grip force of the
improved mechanism is very unstable. With the change of
the inner diameter of the tyre, it is easy to appear that the
grip force is too strong to cause the deformation of the tyre.
As can be seen from the previous section, the improved grip

force has little change and can be regarded as constant grip
force.

6. Conclusion

In this paper, a manipulator of tyre constant force grasping
mechanism is designed by using a spring stiffness design,
and the nonlinear stiffness characteristics of crank-rocker
mechanism are modeled and analyzed. /e following con-
clusions can be drawn: (1) By designing the spring stiffness of
the connecting rod mechanism nodes, the connecting rod
mechanism can be transformed from a rigid-body mecha-
nism to a pseudorigid-body mechanism, which greatly re-
duces the clearance and friction of the mechanism and
increases the accuracy and stability of the mechanism. (2) By
modeling and analyzing the nonlinear stiffness character-
istics of the mechanism, the expected nonlinear stiffness can
be obtained, and the clamping mechanism of the manipu-
lator can be improved into a constant force clamping
mechanism. (3) Compared with the general constant force
mechanism, the design and calculation of the four-bar
constant force mechanism are more complicated. Because of
the problems of multiple dead points, the virtual work
principle should be used to analyze the mechanism rather
than the Lagrange equation. (4) Because of the more
complex structure of the four-bar mechanism, it is difficult
to achieve constant force in the process of motion. It can
only design a constant force interval of one or several
segments, and the range of the constant force interval is also
affected by the length of each link. /erefore, the scope of
adaptation will be affected.
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Figure 9: Grasping force F changes with position angle θA.
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Figure 10: Grasping force F changes with position angle θA.
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We investigate a stochastic differential equation driven by Poisson random measure and its application in a duopoly market for a
finite number of consumers with two unknown preferences. -e scopes of pricing for two monopolistic vendors are illustrated
when the prices of items are determined by the number of buyers in the market. -e quantity of buyers is proved to obey a
stochastic differential equation (SDE) driven by Poisson random measure which exists a unique solution. We derive the
Hamilton-Jacobi-Bellman (HJB) about vendors’ profits and provide a verification theorem about the problem. When all
consumers believe a vendor’s guidance about their preferences, the conditions that the other vendor’s profit is zero are obtained.
We give an example of this problem and acquire approximate solutions about the profits of the two vendors.

1. Introduction

Consider two vendors that provide different goods for
different types of consumers in a duopoly market. For in-
stance, in the pharmaceutical market, two vendors provide
different drugs for different patients with different diseases.
As the commodity price is proportional to the number of
consumers, pricing strategies are especially important for
vendors. We study this problem in a nondurable goods
duopoly market.

Consumers’ preferences or types take key roles in the
market and affect the pricing strategies determined by
vendors. Eeckhout andWeng [1] assume that there are N≥ 2
consumers who have the same type either H or L. Two
vendors provide two different kinds of goods for the two
types, respectively. In this article, we assume that consumers’
types are diverse. -is assumption is different from the
assumption that all consumers’ types are identical in [1]. In
general, there exist different types of consumers who need to
buy the same kind of goods in the market, just like people
with high and low fever who need antipyretics simulta-
neously. -us, it is reasonable to assume that all consumers’
preferences are different in the market. In this situation,
some consumers choose one vendor and others choose the

other vendor, i.e., all consumers do not choose the same
vendor at the first time.

Furthermore, we assume that the price of goods is a
function of the number of consumers instead of the con-
sumers’ posterior beliefs in [1] as the price of goods is af-
fected by the quantity of supply and demand. Since
technological content of nondurable goods is lower than that
of other goods in general, prices of nondurable goods
fluctuate more obviously with the number of consumers.
-erefore, the assumption that price of goods depends on
the number of consumers is logical.

Vendors need to know how many consumers choose
their own goods at each time t ∈ [0, +∞) in order to im-
plement pricing strategies. Whether a consumer changes his
decision is related to the judgment of his type and the prices
of two goods.We find ranges of commodity prices and prove
that the quantity of buyers who purchase one of the vendor’s
goods obeys a SDE and verifies existence and uniqueness of
its solutions, which is a main contribution in this article.

Generally speaking, consumers do not know their own
types whereas the vendors recognize. Under the setting of
asymmetric information, consumers who are informed of
their own types tend to buy commodity, which brings
benefits for vendors. Consumers need to make choices of the
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types based on the guidance given by the two vendors. In
certain cases, consumers are willing to follow the authori-
tative vendor’s guidance. We call this vendor as the type-
leader vendor and the other as the following vendor, which is
a new setting evolved from the Stackelberg leadership model
[2]. -e type-leader model contains only one type-leader
vendor. In the type-leader model, the vendor directly leads
to consumers’ preferences rather than the prices of goods. In
some markets, such as the pharmaceutical market, con-
sumers are more concerned about the efficacy of goods than
its price. -is makes it important for vendors to guide
consumers’ types. -us, the type-leader model is more
reasonable than the Stackelberg leadership model. Pricing
rules for goods are obtained in the type-leader model.
Moreover, we derive the conditions to ensure that the fol-
lowing vendor’s profit is zero.

-e main contributions of this paper are mentioned as
follows. Compared with the assumption in [1] where there
exists only one type of consumers, the situation that there
exist two different types of consumers in the market is
explored. Considering the impact of commodity prices, we
assume that the price of goods is decided by the number of
consumers. As a comparison, Eeckhout andWeng [1] define
that the price is a function of consumers’ posterior beliefs.
Observing that the effectiveness of goods is more important
than its price in our model, we use the type-leader model
instead of the Stackelberg leadership model to study ven-
dors’ optimal strategies. An example of this problem is given
and approximate solutions about the profit of the two
vendors are acquired.

Several literatures investigate multiarmed bandit prob-
lems. Robbins [3] describes the problem as a decision-maker
facing M slot machines (called arms), and the participator
has to choose one of the arms at each instantaneous time.
-e value of pulling an arm in discrete time is calculated by
Gittins and Jones [4] and Michael et al. [5]. Comparing the
value to the Gittins index of all other arms, Michael et al. [5]
present that the value pulling each arm itself does not de-
pend on the cutoff. -is problem is transformed into a
standard optimal stopping problem in [6, 7]. Bolton and
Harris [8] and Bergemann and Valimaki [9] show that
choosing the products from the same vendor is the optimal
strategy of consumers when there are K≥ 2 vendors who
offer different products and M consumers whose prefer-
ences are the same (but unknown) in the market. -e
necessary and sufficient conditions for the existence of only
two vendors in the market are obtained by Gao et al. [10].
Two-armed bandit problems in the continuous time with the
property of Le� vy processes are studied by Cohen and Solan
[11] (Lévy process is described in [12, 13]). Cohen and Solan
[11] conclude that the optimal strategy is a cutoff strategy
when the arms have two types. -e problem that multiple
arms can be chosen by the decision-maker is studied by
Kuksov et al. [14] and Doval [15]. It is discovered that the
decision-maker is indifferent to search an alternative arm
which does not have the highest reservation price. When a
Bayesian decision-maker makes a selection from multiple
arms with uncertain payoffs and an outside arm with known
payoff, maximizing his expected profit is studied in Ke et al.

[16]. For other optimal strategies and control approaches,
the reader is referred to [17, 18] and the references therein.

-e remainder of the paper is organized as follows. In
Section 2, we introduce a two-period example and show the
scopes of prices. In Section 3, the definition of the Poisson
integral is used to prove that the quantity of buyers obeys an
SDE and verifies the existence and uniqueness of the solutions
for the SDE in global space. In Section 4, based on the dynamic
programming principle, we derive HJB equations for the
vendors’ utility functions and give the verification theorem for
the type-leader model. Using solutions of HJB equations, we
obtain the optimal strategy for the type-leader vendor. In
Section 5, we give an example of this problem and acquire
approximate solutions about the profit of the two vendors.

2. A Two Period Example

-ere are two vendors who offer different nondurable goods,
indexed by j � 1, 2, and M consumers whose preferences are
high or low in the market, where M is positive integer.
However, consumers do not know their preferences. If the
type is high, a consumer gets expected value ζ1H from buying
goods 1 and ζ2H from buying goods 2. Otherwise, a con-
sumer gets expected value ζ1L from buying goods 1 and ζ2L

from buying goods 2. We assume that ζ1H > ζ2H and
ζ1L < ζ2L, where ζjH and ζjL belong to (0, +∞).

At any time, all market participants observe all previous
outcomes. Because of the influence caused by uncertain
external factors, the flow utility uji(t)(i ∈ H, L{ }) has a noisy
signal of the true value (for detailed discussion, refer to [1]).

duji(t) � ζjidt + σjd􏽥Bj(t), (1)

where 􏽥B1(t) and 􏽥B2(t) are independent Brownian motions.
In the market, besides the types of consumers, there are
many uncertain factors affecting the effectiveness of prod-
ucts to consumers. For example, there exist some subtle and
unavoidable differences in the quality of the goods and these
differences affect consumers’ utilities. -e noisy signal of the
true value is used to characterize the effects of these factors
on consumers’ utilities.

Assume that xt ∈ [0, 1] is the belief that the type is high if
consumers choose the first vendor and yt ∈ [0, 1] is the
belief that the type is high if consumers choose the other
vendor; that is to say, xt ≔ Pr(i � H | ut

1i) and
yt ≔ Pr(i � H | ut

2i), where ut
ji ≔ uji(τ)􏽮 􏽯

t

τ�0 is a realized
path. From [19], we have

dxt � xt 1 − xt( 􏼁s1
du1i(t) − ζ1Hdt − ζ1Ldt

σ1

≔ xt 1 − xt( 􏼁s1dB1(t),

dyt � yt 1 − yt( 􏼁s2
du2i(t) − ζ2Hdt − ζ2Ldt

σ2

≔ yt 1 − yt( 􏼁s2dB2(t),

(2)

where sj � (ζjH − ζjL)/σj, j � 1, 2, B1(t) and B2(t) are in-
dependent Brownian motions.
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If a consumer chooses the first vendor, his expected
utility is f1(xt) ≔ xtζ1H + (1 − xt)ζ1L. Letting a1 ≔ ζ1H −

ζ1L and b1 ≔ ζ1L, the utility is represented by

f1(x) � a1xt + b1. (3)

Similarly, if a consumer chooses the second vendor, his
expected utility is represented by

f2(x) � a2yt + b2, (4)

where a2 ≔ ζ2H − ζ2L and b2 ≔ ζ2L. -e definitions of aj and
bj imply a1 + b1 > a2 + b2, b1 < b2 and a1 > a2.

Let nt be the number of consumers who choose the first
vendor and M − nt be the number of consumers who choose
the second vendor, nt ∈ 0, 1, . . . , M{ }. P1(nt) is the price of
goods from the first vendor and P2(nt) is the price of goods
from the second one. Formally, the price of goods is a
measurable function Pj : 0, 1, . . . , M{ }⟶ R+ ∪ 0{ }. We
assume that the change of price has hysteresis(the product
price of the second vendor is a function with respect to nt

when M fixed).
As consumers’ beliefs change, the lower the beliefs they

have, the lower the profits they earn if they choose the first
vendor. For a consumer who chooses the first vendor, if his
belief is low enough at certain time, he gives up the vendor to
choose the second one. Denote αt ∈ [0, 1] as the belief, i.e., if
xt < αt, a consumer transforms his choice from the first to
the second vendor. Similarly, the consumer gives up buying
goods from the second vendor and chooses to buy goods
from the first vendor if yt > βt ∈ [0, 1].

For nondurable goods, if a consumer chooses the first
vendor at first time, the common belief for high type is xt at
time t. -e utility of the consumer is xtζ1H + (1 − xt)ζ1L −

P1(nt). If the consumer gives up the first vendor to choose
second one, the prices for the vendors do not change due to
the hysteresis of the change of price. -e utility of the
consumer is xtζ2H + (1 − xt)ζ2L − P2(nt). If the consumer
voluntarily gives up the first vendor to choose the second
vendor, it has

xtζ1H + 1 − xt( 􏼁ζ1L − P1 nt( 􏼁< xtζ2H + 1 − xt( 􏼁ζ2L − P2 nt( 􏼁.

(5)

Inequality (5) is rewritten as

xt <
b2 − b1 + P1 nt( 􏼁 − P2 nt( 􏼁

a1 − a2
. (6)

From the definition of αt, it has αt � ((b2 − b1 + P1(nt) −

P2(nt))/(a1 − a2)). In the same way, we obtain
βt � ((b2 − b1 + P1(nt) − P2(nt))/(a1 − a2)). After the above
discussion, αt and βt satisfy

αt � βt �
b2 − b1 + P1 nt( 􏼁 − P2 nt( 􏼁

a1 − a2
. (7)

Equation (7) shows that the common belief which makes
a consumer change his choice from the first vendor to the
second one is equal to that which makes the changes from
the second vendor to the first one. It is called cutoff in [1].
-e cutoff increases as P1(nt) increases and decreases as

P2(nt) increases. -e cutoff is linear with both P1(nt) and
P2(nt). In a market, as P1(nt) increases, the utility of the
consumer who chooses the first vendor is smaller. -e
consumers who have the same common belief tend to
choose the second vendor. -us, the cutoff cuts down. If
P2(nt) decreases, the relative price for the second vendor
increases. Similarly, the cutoff reduces. In the following, we
use αt to denote the cutoff. -e ranges of pricing for two
vendors obtained from equation (7) are shown in Propo-
sition 1.

Proposition 1. Suppose that P1(·) and P2(·) are the prices of
goods from the first and second vendors, respectively. �en
P1(·) and P2(·) satisfy

0≤P1 nt( 􏼁≤ a1 + b1( 􏼁 − a2 + b2( 􏼁 + P2 nt( 􏼁, (8)

0≤P2 nt( 􏼁≤ b2 − b1 + P1 nt( 􏼁, (9)

where one of the second signs of inequalities (8) or (9) is sign of
strict inequality.

Proof. P1(nt) and P2(nt) are greater than zero as the
vendors’ costs of goods are zero. In the following, we prove
P1(nt)≤ (a1 + b1) − (a2 + b2) + P1(nt) and P2(nt)≤ b2−

b1 + P2(nt).
If αt > 1, i.e., xt < αt, all consumers give up the first

vendor to choose the second one. For the first vendor, the
price of his goods satisfies αt ≤ 1. It has

b2 − b1 + P1 nt( 􏼁 − P2 nt( 􏼁

a1 − a2
≤ 1, (10)

i.e.,

P1 nt( 􏼁≤ a1 + b1( 􏼁 − a2 + b2( 􏼁 + P2 nt( 􏼁. (11)

In the same way, the second vendor makes the price of
goods satisfy αt ≥ 0. We have

P2 nt( 􏼁≤ b2 − b1 + P2 nt( 􏼁. (12)

Inequalities (8) and (9) are proved.
From inequalities (8) and (9), we obtain

P1 nt( 􏼁≤ a1 + b1( 􏼁 − a2 + b2( 􏼁 + P2 nt( 􏼁

≤ a1 + b1( 􏼁 − a2 + b2( 􏼁 + b2 − b1 + P1 nt( 􏼁

� a1 − a2 + P1 nt( 􏼁.

(13)

From inequality (13), we obtain a2 ≤ a1 which contra-
dicts the assumption a2 < a1.-us, one of the second signs of
inequalities in (8) and (9) is sign of strict inequality.

Proposition 1 shows the scopes of commodity prices
which are decided by two monopolistic vendors. We find
that the supremum of the price for a vendor increases as the
price for the other vendor increases. -e supremum of the
price for a vendor and the price for the other vendor are
linear dependence. In the duopoly market, an increase in the
price of goods means a decrease of benefit to the number of
consumers. Due to the substitution effect between goods, the
benefit to someone who chooses the other vendor increases.
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-e supremum of the price for the other vendor
aggrandizes. □

Corollary 1. P1(nt)< +∞ if and only if P2(nt)< +∞while
P1(nt) �∞ if and only if P2(nt) �∞.

Corollary 1 is easily proved from Proposition 1 and
reveals the commodity prices under periods of economic
prosperity and economic crisis. During periods of economic
prosperity, the commodity prices are bounded while the

prices are infinite on account of discontinued sale of goods
during the economic crisis. In next discussion, we ignore the
situation of economic crisis.

3. Duopoly Market

If there exists tΘ􏼈 􏼉0≤Θ≤d such that 0 � t0 < t1 < · · · < td � t, a
consumer chooses a vendor, denoted by j, t ∈ (t2k, t2k+1) and
chooses the other vendor, denoted by − j, t ∈ (t2k+1, t2k+2),
k � 0, 1, . . . , (d/2) − 1. Let

pt ≔ Pr i � H | u
t0 ,t1( )

ji , u
t1 ,t2( )

− j,i , . . . , u
t2k,t2k+1( )

ji , u
t2k+1 ,t2k+2( )

− j,i , . . . , u
td− 2 ,td− 1( )

ji , u
td− 1 ,t( )

− j,i􏼚 􏼛, (14)

where u
(π1 ,π2)
ji ≔ uji(τ)􏽮 􏽯

π2
τ�π1

. Using the arguments in [8, 9],
we know that pt satisfies

dpt �
��
nt

√
pt 1 − pt( 􏼁s1dW1(t)

+
������
M − nt

􏽰
pt 1 − pt( 􏼁s2dW2(t),

(15)

where W1(t) and W2(t) are independent Winner processes.
For any time l and small ε> 0, a consumer gives up the

second vendor and chooses the first vendor when

l ∈ s> 0 | ps � αs, αs− ε − ps− ε ∈ A2, αs+ε − ps+ε ∈ A1􏼈 􏼉

⊆ s> 0 | ps � αs,Δ αs − ps( 􏼁 ∈ A1􏼈 􏼉

⊆ s> 0 |Δ αs − ps( 􏼁 ∈ A1􏼈 􏼉,

(16)

where A1 ≔ x≤ 0{ }/ 0{ }, A2 ≔ x≥ 0{ }/ 0{ } and Δ(Xs) ≔ Xs −

Xs− with Xs− ≔ limt⟶s− Xt. Similarly, a consumer replaces

the goods of the first vendor with the goods of the second
vendor if

l ∈ s> 0 | ps � αs, αs− ε − ps− ε ∈ A1, αs+ε − ps+ε ∈ A2􏼈 􏼉

⊆ s> 0 | ps � αs,Δ αs − ps( 􏼁 ∈ A2􏼈 􏼉

⊆ s> 0 |Δ αs − ps( 􏼁 ∈ A2􏼈 􏼉.

(17)

We assume that the number of consumers who choose
one vendor to replace the other one is related to Δ(αl − pl),
pl and nl at time l. All of them reflect the relationship be-
tween αt and pt at t ∈ (l − ε, l + ε). Let Gj(Δ(αl − pl), pl, nl)

(∈ 0, 1, . . . , M{ }) be the number of consumers who give up
the other vendor to choose the vendor j, j � 1, 2. If nt is
known, the number of consumers who choose the first
vendor at (t + dt) is expressed by

nt+dt � nt

+ 􏽘
0≤u≤dt

G1 Δ αu − pu( 􏼁, pu, nu( 􏼁♯ 0≤ s≤ u | ps � αs, αs− ε − ps− ε ∈ A2, αs+ε − ps+ε ∈ A1􏼈 􏼉

− 􏽘
0≤u≤dt

G2 Δ αu − pu( 􏼁, pu, nu( 􏼁♯ 0≤ s≤ u | ps � αs, αs− ε − ps− ε ∈ A1, αs+ε − ps+ε ∈ A2􏼈 􏼉,

(18)

where ♯ represents the number of elements in a set. Let

ϖ1 Δ αu − pu( 􏼁, pu( 􏼁 �
♯ 0≤ s≤ u | ps � αs, αs− ε − ps− ε ∈ A2, αs+ε − ps+ε ∈ A1􏼈 􏼉

♯ 0≤ s≤ u |Δ αu − pu( 􏼁 ∈ A1􏼈 􏼉
,

ϖ2 Δ αu − pu( 􏼁, pu( 􏼁 �
♯ 0≤ s≤ u | ps � αs, αs− ε − ps− ε ∈ A1, αs+ε − ps+ε ∈ A2􏼈 􏼉

♯ 0≤ s≤ u |Δ αu − pu( 􏼁 ∈ A2􏼈 􏼉
.

(19)

If 0≤ s≤ u | ps � αs, αs− ε − ps− ε ∈A2, αs+ε − ps+ε ∈ A1􏼈 􏼉≠
ϕ, we require that c1(Δ(αu − pu), pu) equals to ϖ1(Δ(αu −

pu), pu) while c1(Δ(αu − pu), pu) ≔ 0 for another case.

Similarly, if 0≤ s≤ u | ps � αs, αs− ε − ps− ε ∈ A1, αs+ε − ps+ε􏼈

∈ A2} is not empty, let c2(Δ(αu − pu), pu) be equal to
ϖ2(Δ(αu − pu), pu) and zero otherwise. Defining
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g1 Δ αu − pu( 􏼁, pu, nu( 􏼁 � G1 Δ αu − pu( 􏼁, pu, nu( 􏼁c1

· Δ αu − pu( 􏼁, pu( 􏼁,
(20)

g2 Δ αu − pu( 􏼁, pu, nu( 􏼁 � G2 Δ αu − pu( 􏼁, pu, nu( 􏼁c2

· Δ αu − pu( 􏼁, pu( 􏼁,
(21)

we have

nt+dt � nt + 􏽘
0≤u≤dt

g1 Δ αu − pu( 􏼁, pu, nu( 􏼁♯ 0≤ s≤ u |Δ αu − pu( 􏼁 ∈ A1􏼈 􏼉

− 􏽘
0≤u≤dt

g2 Δ αu − pu( 􏼁, pu, nu( 􏼁♯ 0≤ s≤ u |Δ αu − pu( 􏼁 ∈ A2􏼈 􏼉,
(22)

where gj(Δ(αu − pu), pu, nu)≤Gj(Δ(αu − pu), pu, nu) due
to cj(·, ·) ∈ [0, 1], i.e., gj(Δ(αu − pu), pu, nu) is bounded.
Proposition 2 can be obtained by using the definition of
Poisson stochastic integral as dt⟶ 0 and s⟶ u.

Proposition 2. If (αt − pt) is a stochastic process which has
independent and stationary increments with ca

‘
dla

‘
g paths6

(paths are continuous on the right and have limits on the left
[20, 21]), then

dnt � 􏽚
A1

g1 h, pt− , nt−( 􏼁N(dt , dh)

− 􏽚
A2

g2 h, pt− , nt−( 􏼁N(dt , dh),

(23)

where g1(h, pt− , nt− ) and g2(h, pt− , nt− ) are defined in
Equations (20) and (21). Moreover, SDE (23) has a unique
solution.

Proof. As g1(·, ·, ·) and g2(·, ·, ·) are bounded, A1 and A2 are
bounded below, from [22], we obtain that nt is convergent in
L2 for any measurable random variable n0. Besides, g1(·, ·, ·)

and g2(·, ·, ·) can be verified to satisfy

(i) Lipschitz condition:t-ere exists K1 > 0, for any y1,
y2 ∈ 0, 1, . . . , M{ } and x ∈ [0, 1] such that

􏽚
A1

g1 h, x, y1( 􏼁 − g1 h, x, y2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2](dh)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤K1 y1 − y2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
,

􏽚
A2

g2 h, x, y1( 􏼁 − g2 h, x, y2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2](dh)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤K1 y1 − y2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
.

(24)

(ii) Growth condition: there exists K2 > 0, for any
y ∈ 0, 1, . . . , M{ } and x ∈ [0, 1], such that

2y􏽚
A1

g1(h, x, y)](dh) + 􏽚
A1

g1(h, x, y)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌|
2](dh)≤K2 1 +|y|

2
􏼐 􏼑,

2y􏽚
A1

g1(h, x, y)](dh) + 􏽚
A2

g2(h, x, y)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌|
2](dh)≤K2 1 +|y|

2
􏼐 􏼑.

(25)

Equation (23) is proved to exist a unique solution by
using the results in [23, 24].

Proposition 2 shows the existence and uniqueness of
global solutions for the SDE (23) which describes the
quantity of buyers who choose the first vendor in the du-
opoly market. It is presented as a pure jump process. gj(·, ·, ·)

is defined as the rate of change of the number of consumers
who give up the other vendor and choose the jth one. □

4. The Optimal Strategy for Vendors

As consumers do not know their types, they choose one of
two vendors referred by the prices of goods at initial time.
We assume that there are n consumers who choose the first
vendor, i.e., n0 � n. After that, vendors inform consumers’
types, denoted by p ≔ p0, to guide consumers to make
subsequent choices. Ignoring the interaction between the
two vendors, denoting Vj(·) as the jth vendor’s optimal
utility and r as risk-free interest rate, for the first vendor, we
have

V1(n) � max
p∈[0,1]

E 􏽚
+∞

0
e

− rt
ntP1 nt( 􏼁dt􏼢 􏼣

s.t dnt � 􏽚
A1

g1 h, pt− , nt−( 􏼁N(dt, dh)

− 􏽚
A2

g2 h, pt− , nt−( 􏼁N(dt, dh).

(26)

-e HJB equation is obtained as follows:

rV1(n) � nP1(n) + max
p∈[0,1]

􏽚
A1

V1 n + g1(h, p, n)( 􏼁 − V1(n)􏼂 􏼃](dh)􏼨

− 􏽚
A2

V1 n + g2(h, p, n)( 􏼁 − V1(n)􏼂 􏼃](dh)􏼩,

(27)
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where ], the intensity measure of N, is the finite intensity
measure as A1 and A2 are bounded below. Suppose that
w(n) is a solution of equation (27), the verification result is
obtained as follows.

Proposition 3. If there exists an integrable function ϕ(·) such
that |w(·)|≤ ϕ(·).

(i) Suppose that

rw(n) − nP1(n) − max
p∈[0,1]

􏽚
A1

w n + g1(h, p, n)( 􏼁 − w(n)􏼂 􏼃](dh)􏼨

− 􏽚
A2

w n + g2(h, p, n)( 􏼁 − w(n)􏼂 􏼃](dh)􏼩≥ 0,

(28)

lim sup
T⟶+∞

e
− rT

E w nT( 􏼁􏼂 􏼃≥ 0. (29)

�en w(n)≥ v(n) if n ∈ 1, 2, . . . , M{ }.

(ii). Suppose that for all n ∈ 1, 2, . . . , M{ }, there exists a
p∗ such that

rw(n) − nP1(n) − 􏽚
A1

w n + g1 h, p
∗
, n􏼂 􏼃􏼂 􏼃 − w[n]􏼂 􏼃](dh)􏼨

− 􏽚
A2

w n + g2 h, p
∗
, n􏼂 􏼃􏼂 􏼃 − w[n]􏼂 􏼃](dh)􏼩 � 0,

(30)

the stochastic differential equation

dnt � 􏽚
A1

g1 h, p
∗
t− , nt−( 􏼁N(dt, dh)

− 􏽚
A2

g2 h, p
∗
t− , nt−( 􏼁N(dt, dh),

(31)

admits a unique solution and

lim inf
t⟶∞

e
− rT

E w nT( 􏼁􏼂 􏼃≤ 0, (32)

then

w(n) � v(n), n ∈ 1, 2, . . . , M{ }. (33)

Proof. -ree steps are divided to prove Proposition 3. □

Step 1. We prove E[􏽒
+∞
0 e− rtntP1(nt)dt]< +∞. From the

assumptions, it has

E 􏽚
+∞

0
e

− rt
ntP1 nt( 􏼁dt􏼢 􏼣≤ME 􏽚

+∞

0
e

− rt
P1 nt( 􏼁dt􏼢 􏼣.

(34)

Hence, from 􏽒
+∞
0 e− rtdt< +∞ and P1(nt) which is a

monotone bounded function, we derive

E 􏽚
+∞

0
e

− rt
P1 nt( 􏼁dt􏼢 􏼣< +∞. (35)

-us, E[􏽒
+∞
0 e− rtntP1(nt)dt]< +∞ as M< +∞.

Step 2. -e proof of (i) in Proposition 3. Let

τk ≔ inf t≥ 0 | 􏽚
A1

e
− rt

w nt− + g1 h, pt, nt( 􏼁( 􏼁􏼂􏼨

− w nt−( 􏼁􏼃](dh)≥ k

or􏽚
A2

e
− rt

w nt− + g1 h, pt, nt( 􏼁( 􏼁 − w nt−( 􏼁􏼂 􏼃](dh)≥ k􏼩.

(36)

Using It􏽢o’s lemma for e− r(T∧τk)w(nT∧τk
), where

T∧ τk ≔ min T, τk􏼈 􏼉, we obtain
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e
− r T∧τk( )w nT∧τk

􏼐 􏼑

� w(n) − 􏽚
T∧τk

0
re

− rs
w ns( 􏼁ds

+ 􏽚
T∧τk

0
􏽚

A1

e
− rs

w ns− + g1 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃N(ds, dh)

− 􏽚
T∧τk

0
􏽚

A2

e
− rs

w ns− + g2 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃N(ds, dh).

(37)

Introducing compensation Poisson random measure,
equation (37) is rewritten as

e
− r T∧τk( )w nT∧τk

􏼐 􏼑

� w(n) − 􏽚
T∧τk

0
re

− rs
w ns( 􏼁ds

+ 􏽚
T∧τk

0
􏽚

A1

e
− rs

w ns− + g1 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃 􏽥N(ds, dh)

− 􏽚
T∧τk

0
􏽚

A2

e
− rs

w ns− + g2 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃 􏽥N(ds, dh)

+ 􏽚
T∧τk

0
ds􏽚

A1

e
− rs

w ns− + g1 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃v(dh)

− 􏽚
T∧τk

0
􏽚

A2

e
− rs

w ns− + g2 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃v(dh),

(38)

where the compensation Poisson random measure
􏽥N(s, dh) ≔ N(s, dh) − s · ](dh) is a martingale. Taking ex-
pectation for both sides of equation (38) yields

E e
− r T∧τk( )w nT∧τk

􏼐 􏼑􏼔 􏼕

� w(n) − E 􏽚
T∧τk

0
re

− rs
w ns( 􏼁ds􏼢 􏼣

+ E 􏽚
T∧τk

0
ds􏽚

A1

e
− rs

w ns− + g1 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃](dh)􏼢 􏼣

− E 􏽚
T∧τk

0
􏽚

A2

e
− rs

w ns− + g2 h, ps, ns( 􏼁( 􏼁 − w ns−( 􏼁􏼂 􏼃](dh)􏼢 􏼣.

(39)

From inequality (28), we obtain

E e
− r T∧τk( )w nT∧τk

􏼐 􏼑􏼔 􏼕≤w(n) − E 􏽚
T∧τk

0
e

− rs
nsP1 ns( 􏼁􏼢 􏼣.

(40)

Letting k⟶ +∞, using the dominated convergence
theorem, inequality (40) becomes

E e
− rT

w nT( 􏼁􏽨 􏽩≤w(n) − E 􏽚
T

0
e

− rs
nsP1 ns( 􏼁ds􏼢 􏼣. (41)

As T⟶ +∞, in accordance with inequality (29), for
any p ∈ [0, 1], the inequality

w(n)≥E 􏽚
T

0
e

− rs
nsP1 ns( 􏼁ds􏼢 􏼣, (42)
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is obtained. Hence,

w(n)≥ max
p∈[0,1]

E 􏽚
T

0
e

− rs
nsP1 ns( 􏼁ds􏼢 􏼣 � V(n). (43)

-e (i) in Proposition 3 is proved by Steps 1 and 2.

Step 3. -e proof of (ii) in Proposition 3. As p∗ is the
optimal choice for the vendor, we obtain

E e
− rT

w nT( 􏼁􏽨 􏽩 � w(n) − E 􏽚
T

0
e

− rs
nsP1 ns( 􏼁ds􏼢 􏼣, (44)

where

dnt � 􏽚
A1

g1 h, p
∗
t− , nt−( 􏼁N(dt, dh)

− 􏽚
A2

g2 h, p
∗
t− , nt−( 􏼁N(dt, dh),

(45)

has a unique solution. Letting T⟶ +∞, from inequality
(32), we have

w(n)≤E 􏽚
T

0
e

− rs
nsP1 ns( 􏼁ds􏼢 􏼣 � V(n). (46)

From inequalities (43) and (46), we have w(n) � V(n).
-e proof is completed.

Proposition 3 shows that the solution of HJB equation
(27) is V1(n).

Similarly, for the second vendor, it has

rV2(n) � (M − n)P2(n) + max
p∈[0,1]

􏽚
A1

V2 n + g1(h, p, n)( 􏼁 − V2(n)􏼂 􏼃](dh)􏼨

− 􏽚
A2

V2 n + g2(h, p, n)( 􏼁 − V2(n)􏼂 􏼃](dh)􏼩.

(47)

We assume that one of the two vendors is a type-leader
vendor. Without loss of generality, denote the first vendor as
the type-leader vendor. In this situation, we acquire

κV1(n) � nP1(n) + 􏽚
A1

V1 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V1 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh).

(48)

For the second vendor, his payoff function satisfies

κV2(n) � (M − n)P2(n) + 􏽚
A1

V2 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V2 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh),

(49)

where κ ≔ r − [􏽒
A1

v(dh) − 􏽒
A1

v(dh)]<∞.
As the second vendor considers that the first vendor

informs all consumers whose types are H and consumers
tend to buy goods from the first vendor, the second vendor’s
goods are not sold. From Corollary 2.1, if the vendor wants
more consumers to buy his goods, he prices his goods
P2(nt), based on the price P1(nt) of the first vendor, such
that P1(nt) � (a1 + b1) − (a2 + b2) + P2(nt)., i.e.,

P2 nt( 􏼁 � a2 + b2( 􏼁 − a1 + b1( 􏼁 + P1 nt( 􏼁. (50)

From equation (50), we find that P2(nt)< 0 if
P1(nt)< (a1 + b1) − (a2 + b2). -us, the price of the second
vendor’s goods is zero. For the type-leader vendor, the price
of their goods is

P1(n) � a1 + b1( 􏼁 − a2 + b2( 􏼁 − ε, (51)

where ε> 0 is an arbitrary small number. Denoted by Pε
1 as

(a1 + b1) − (a2 + b2) − ε, then Pε
1 < (a1 + b1) − (a2 + b2) + 0

and 0 � P2(nt)≤ a1 − a2 − ε satisfy pricing ranges for both
vendors in Proposition 1. Equations (48) and (49) are
equivalent to

κV1(n) � nP
ε
1 + 􏽚

A1

V1 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V1 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh),

(52)

κV2(n) � 􏽚
A1

V2 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V2 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh),

(53)

respectively. In this situation, the payoffs of the leader and
the following vendors are shown in Proposition 4.

Proposition 4. If there exist Pε
1, the rate of change gj(·, ·, ·), a

finite intensity measure ] and p∗ ∈ [0, 1] such that the
equation

κV1(n) � nP
ε
1 + 􏽚

A1

V1 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V1 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh),

(54)

has solutions; then its solution is unique if and only if
V2(n) ≡ 0, i.e., the type-leader vendor makes the other
vendor’s profit be zero with pricing strategy.
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Proof. Firstly, we prove that if there exists Pε
1, the rate of

change gj(·, ·, ·), a finite intensity measure ] and p∗ ∈ [0, 1]

such that the equation

κV1(n) � nP
ε
1 + 􏽚

A1

V1 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V1 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh),

(55)

has a unique solution, then V2(n) ≡ 0.
AsV1(n) andV2(n) are themaximum utilities of the first

and second vendor, we have V1(n)≥ 0 and V2(n)≥ 0. De-
note V(·) � V1(·) + V2(·), where V(·) represents the sum of
two vendors’ profits. It is straightforward to verify
V(n)≥V1(n) and V(n)≥V2(n). From equations (52) and
(53), we have

κV(n) � nP
ε
1 + 􏽚

A1

V1 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh) − 􏽚

A2

V1 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh)

+ 􏽚
A1

V2 n + g1 h, p
∗
, n( 􏼁( 􏼁](dh) − 􏽚

A2

V2 n + g2 h, p
∗
, n( 􏼁( 􏼁](dh)

� nP
ε
1 + 􏽚

A1

V1 n + g1 h, p
∗
, n( 􏼁( 􏼁 + V2 n + g1 h, p

∗
, n( 􏼁( 􏼁􏼂 􏼃](dh)

− 􏽚
A2

V1 n + g2 h, p
∗
, n( 􏼁( 􏼁 + V2 n + g2 h, p

∗
, n( 􏼁( 􏼁􏼂 􏼃](dh).

(56)

From the definition of V(·), we derive that

κV(n) � nP
ε
1 + 􏽚

A1

V n + g1 h, p
∗
, n( 􏼁( 􏼁](dh)

− 􏽚
A2

V n + g2 h, p
∗
, n( 􏼁( 􏼁](dh).

(57)

Comparing Eqs. (54) and (57) finds that V1(·) and V(·)

have the same structure. If there exists a unique solution to
equation (57), we have V(·) ≡ V1(·). -erefore, V2(·) ≡ 0.
-e necessity of Proposition 3 is proved.

Now, we prove the sufficiency. If V2(·) ≡ 0 and the
solution of equation (54) exists, then it is unique. Assume
that there exist two solutions v1 and v2, v1 ≡ v2, i.e., there
exists m ∈ 0, 1, . . . , M{ } such that v1(m)≠ v2(m). Without
loss of generality, we assume that v1(m)< v2(m). From
V(·)>V1(·), v2(m) � V(m) and v1(m) � V1(m) are ob-
tained. Moreover, V2(m) � V(m) − V1(m)≠ 0, contradic-
tory with V2 ≡ 0. -erefore, if the solution of equation (54)
exists, its solution is unique when V2(·) ≡ 0. -e sufficiency
of Proposition 3 is proved.

Proposition 4 shows the condition that the type-leader
vendor obtains surplus of all producers. In this case, the
following vendor is unprofitable and gradually withdraws
from the market. Eventually, the market will be monopo-
lized by the type-leader vendor. □

5. Example

For the convenience of explanation, we add two
assumptions.

Assumption 1. Let gj(h, p, n) ≔ ψj(h)ϕj(p, n) where ψj(·)

and ϕj(·, ·) are bounded and ϕj(·, ·) is twice continuously
differentiable for the first variable.

Let ξj ≔ 􏽒
Aj
](dh), ωj ≔ 􏽒

Aj
ψj(h)](dh) and ηj ≔ 􏽒

Aj
ψ2

j

(h)](dh). ξj, ωj and ηj are finite as A1 and A2 are bounded
below. -e first order condition for p from HJB equation
(27) is

􏽚
A1

V1′ n + ψ1(h)ϕ1(p, n)( 􏼁
zϕ1(p, n)

zp
ψ1(h)](dh)

− 􏽚
A2

V2′ n + ψ2(h)ϕ2(p, n)( 􏼁
zϕ2(p, n)

zp
ψ2(h)](dh) � 0.

(58)

As the exact analytic solution of HJB equation (27) is
difficult to be obtained, we consider the approximate so-
lution of equation (27). Let Vj(n + ψ1(h)ϕ1(p, n)) be ap-
proximately equal to Vj(n) + Vj

′(n)ψj(h)ϕj(p, n) + 1/2V′
′
j

(n)ψ2
j(h)ϕ2j(p, n) and Vj

′(n + ψ1(h)ϕ1(p, n)) be approxi-
mately equal to Vj

′(n) + V′
′
j(n)ψj(h)ϕj(p, n). Substituting

them into (58) yields

􏽥V1′(n) ω1
zϕ1(p, n)

zp
− ω2

zϕ2(p, n)

zp
􏼢 􏼣 + 􏽥V1″(n) η1ϕ1(p, n)

zϕ1(p, n)

zp
− η2ϕ2(p, n)

zϕ2(p, n)

zp
􏼢 􏼣 � 0, (59)
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where 􏽥Vj(·) is an approximate solution of Vj(·). For ac-
quiring the type-leader vendor’s optimal strategy, As-
sumption 2 is given.

Assumption 2. -ere exist ωj, ηj, p∗, ϕj(p, n) to satisfy
Assumption 1, for any p ∈ [0, 1], such that

􏽥V1′(n) ω1
z2ϕ1(p, n)

zp2 − ω2
z2ϕ2(p, n)

zp2􏼢 􏼣 + 􏽥V1″(n) η1ϕ1(p, n)
z2ϕ1(p, n)

zp2􏼢

+η1
zϕ1(p, n)

zp
􏼠 􏼡

2

− η2ϕ2(p, n)
zϕ2(p, n)

zp
− η2

zϕ2(p, n)

zp
􏼠 􏼡

2
⎤⎦< 0

zϕ1(p, n)

zp

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌p�p∗
�

zϕ2(p, n)

zp

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌p�p∗
� 0.

(60)

Assumption 2 implies that p∗ is a unique optimal
strategy for the type-leader vendor. Combining with pricing
strategy, HJB equation (27) can be approximately written by

q1
􏽥V
′′
1(n) + q2

􏽥V1′ (n) + q3
􏽥V1(n) + nPε

1 � 0, (61)

where q1 ≔ 1/2(η1ϕ
2
1(p∗, n) − η2ϕ

2
2(p∗, n)), q2 ≔ ω1ϕ1

(p∗, n) − ω2ϕ2(p∗, n), and q3 ≔ ξ1 − ξ2 − κ. Similarly,

q1
􏽥V
′′
2(n) + q2

􏽥V2′ (n) + q3
􏽥V2(n) � 0. (62)

In order to simplify the analytical solution of equations
(61) and (62), we assume that q1 and q2 are independent to n.
Denote CΥ as constants which do not depend on n

(Y � 1, 2, . . . , 11). Four cases are divided to solve equations
(61) and (62).

Case 1. Consider q1 ≠ 0 and q22 − 4q1q3 > 0. If q3 ≠ 0, Solving
equations (61) and (62) yields

􏽥V1(n) � −
nPε

1
q3

+
q2P

ε
1

q23
+ C1e

− q2+
������
q22− 4q1q3

√
( )/2q1( )n

+ C2e
− q2+

������
q22− 4q1q3

√
( )/2q1( )n

,

􏽥V2(n) � C1e
− q2+

������
q22− 4q1q3

√
( )/2q1( )n

+ C2e
− q2+

������
q22− 4q1q3

√
( )/2q1( )n

.

(63)

If q3 � 0, the solutions of 􏽥V1(n) and 􏽥V2(n) are

􏽥V1(n) � C3e
− q2/q1( )n

+ C4 −
nPϵ1
q2

􏽥V2(n) � C3e
− q2/q1( )n

+ C4,

(64)

respectively.

Case 2. Consider q1 ≠ 0 and q22 − 4q1q3 � 0. If q2 ≠ 0, solving
equations (61) and (62), we have

􏽥V1(n) � −
nPε

1
q3

+
q2P

ε
1

q23
+ C5 + nC6( 􏼁e

− q2/q1( )n
,

􏽥V2(n) � C5 + nC6( 􏼁e
− q2/q1( )n

.

(65)

If q2 � 0, 􏽥V1(n) and 􏽥V2(n) are verified to satisfy

􏽥V1(n) � −
n3Pε

1
6q1

+ C7n + C8,

􏽥V2(n) � C7n + C8.

(66)

Case 3. Consider q1 ≠ 0 and q22 − 4q1q3 < 0. In this case, we
solve equations (61) and (62) to obtain

􏽥V1(n) � −
nPε

1
q3

+
q2P

ε
1

q23
+ e

− q2/2q1( )n
C9 cos

���������

4q1q3 − q22

􏽱

2q1
n + C10 sin

���������

4q1q3 − q22

􏽱

2q1
n⎛⎜⎜⎝ ⎞⎟⎟⎠,

􏽥V2(n) � e
− q2/2q1( )n

C9 cos

���������

4q1q3 − q22

􏽱

2q1
n + C10 sin

���������

4q1q3 − q22

􏽱

2q1
n⎛⎜⎜⎝ ⎞⎟⎟⎠.

(67)
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Case 4. Consider q1 � 0. If q2 ≠ 0, Solving equations (61) and
(62) yields

􏽥V1(n) � C11e
− q3/q2( )n

−
Pε
1

q3
n −

q2

q3
􏼠 􏼡,

􏽥V2(n) � C11e
− q3/q2( )n

.

(68)

If q2 � 0, 􏽥V1(n) and 􏽥V2(n) satisfy

􏽥V1(n) � −
n

q3
P
ε
1, (69)

􏽥V2(n) ≡ 0. (70)

It is easy to verify that the solutions in the four cases
satisfy the verification theorem in Proposition 3. In par-
ticular, from equations (69) and (70), 􏽥V1(·) has a unique
solution and 􏽥V2(n) ≡ 0 in this situation, which satisfies the
conclusion in Proposition 4.

6. Conclusion

-is paper explores a stochastic differential equation
driven by Poisson random measure and its application in a
duopoly market which exists two different types of con-
sumers. We assume that prices of goods are decided by the
number of consumers. To study vendors’ optimal pricing
strategies, scopes of goods prices are obtained from the
cutoff. In addition, we prove that the quantity of buyers
obeys a SDE resorting to the definition of Poisson sto-
chastic measure and maximizing the vendor payoff. We
also verify that the SDE exists a unique solution. Given the
SDE, the corresponding HJB equation reflecting the profits
of vendor is derived by using the dynamic programming
principle.

In certain markets where the effectiveness of goods is
more important than its price, we introduce the type-
leader model. In the type-leader model, we find vendors’
price strategies and verify that the commodity prices are in
the price ranges in Proposition 1. -e conditions that the
type-leader vendor obtains surplus of all producers are
acquired by existence and uniqueness of solutions of HJB
equations. An example of this problem is given and ap-
proximate solutions for the profit of the two vendors are
obtained.
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+is paper proposed an adaptive vector nonsingular terminal sliding mode control (NTSMC) algorithm for the finite-time
tracking control of a class of n-order nonlinear dynamical systems with uncertainty. +e adaptive vector NTSMC incorporates a
vector design idea and novel adaptive updating laws based on the commonly used NTSMC, which consider the common existence
of the degree-of-freedom (DOF) directional differences and eliminate the chattering problem. +e closed-loop stability of the
n-order nonlinear dynamical systems under the adaptive vector NTSMC is demonstrated using Lyapunov direct method.
Simulations performed on a two-degree-of-freedom (DOF) manipulator are provided to illustrate the effectiveness and ad-
vantages of the proposed adaptive vector NTSMC by comparing with the common NTSMC.

1. Introduction

Sliding mode control (SMC), which provides invariance to
uncertainty, is one of the effective and efficient nonlinear
robust control schemes [1, 2]. It has been successfully
implemented in many systems, such as induction motor [3],
Stewart platform [4], car-like mobile robots [5], and PMSM
speed regulation system [6, 7]. Essentially, two basic com-
ponents cause the characteristics of the SMC: a driving effort
that forces the system states to reach and stay on a stable
hyperplane, and a sliding surface achieves the desired error
dynamics [8]. Commonly, the linear sliding hyperplane
assures asymptotic stability of the system in the sliding mode
but cannot make the system state errors converge to zero at a
finite time.

To achieve the finite-time convergence of the system
state errors, terminal SMC (TSMC) has been derived by
introducing a nonlinear sliding mode to provide faster
convergence than the linear hyperplane-based sliding mode
[8, 9]. However, TSMC has a singularity problem [10];
accordingly, nonsingular TSMC (NTSMC) has been suc-
cessfully developed to avoid the singularity [10, 11]. +us,
owing to its advantages of insensitive to uncertainty, finite-

time convergence, TSMC, and NTSMC, as variant schemes
of SMC, have attracted great attention [12–14] and have also
been widely adopted in both linear and nonlinear uncertain
systems [15–19].

In the past decade, the appropriate selection of the
uncertainty upper bound of the TSMC/NTSMC has been a
hot topic, which may cause serious chattering problem as a
large one or existence of tracking errors as a low one. To
tackle the problem of upper bound design, the adaptive
algorithms have been widely investigated in recent years
[20–29]. Since the fuzzy logic and neural networks are
universal function approximators, the adaptive TSMC/
NTSMC schemes which integrated the unknown dynamic-
learning algorithms using the function approximators have
developed quickly [20–23]. Moreover, other adaptive
updating laws have also been proposed to improve the
control performances and have been adopted in the
multiple motion axis systems [24], DC-DC buck converters
[25], uncertain nonlinear SISO systems [26], nonlinear
differential inclusion systems [27], and the electrome-
chanical actuator [28], and so on. However, the uncertainty
upper bound of the previous adaptive schemes without the
function approximators is designed as a constant, which
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cannot analyze the common existence of the DOF direc-
tional different characteristics. Fortunately, few available
control schemes without the finite-convergence perfor-
mance, whose upper bounds of the uncertainty are
designed as vector numbers, have been proposed for
spacecraft formation flying [29], a class of MIMO nonlinear
systems [30].

Motivated by the above discussion, this paper considers
the finite-time stabilization for a class of n-order nonlinear
dynamical systems with unknown uncertainty upper bound.
+e main contributions of this work can be summarized as
follows: (i) the upper bound of the uncertainty is designed as
a vector, which can analyze the DOF directional different
characteristics; (ii) novel adaptive updating laws for the
vector upper bound of the uncertainty are derived to im-
prove the performance of usually NTSMC; and (iii) the
closed-loop stability of the n-order nonlinear dynamical
systems under the proposed adaptive vector NTSMC is
demonstrated using Lyapunov direct method.

2. Preliminaries

+e kinematic and dynamic equations of a class of n-order
nonlinear dynamical systems can be described as follows:

_x1 � f1 x1, x2( 􏼁, (1)

_x2 � f2 x1, x2( 􏼁 + G x1, x2( 􏼁u, (2)

where x1 ∈ R
n and x2 ∈ R

n represent the system states; u ∈
Rn is the control vector; f1(x1, x2) ∈ R

n and f2(x1, x2) ∈ R
n

are smooth vector functions; andG(x1, x2) ∈ R
n×n denotes a

nonsingular matrix. +e class of n-order nonlinear dy-
namical systemmodel can be used to describe many physical
systems, such as robot manipulators, spacecraft [31], and
conventional mechanical systems.

Considering the uncertainty, such as unmodeled dy-
namics, parameter variation, and external disturbances, the
dynamics of the n-order uncertain nonlinear dynamical
system can be rewritten as

_x2 � f2,0 + Δf2 + G0 + Δg􏼐 􏼑u, (3)

where f2,0 and G0 denote the estimated terms and Δf2 and
ΔG are the uncertain terms.

(3) can be further rearranged as

_x2 � f2,0 + G0u + δtotal,n, (4)

δtotal,n � Δf2 + Δgu. (5)

By recalling that the n-order uncertain nonlinear dy-
namical system is considered (described by (1), (4), and (5)),
the following properties can be obtained.

Assumption 1. δtotal,n denotes the uncertainties and dis-
turbances satisfying

δtotal,n
����

����≤ b1,n + b2,n x1
����

���� + b3,n x2
����

����
2
, (6)

where b1,n, b2,n, and b3,n are the positive numbers and
‖ ‖denotes the norm operation.

Remark 1. +e mathematics model to describe the physical
systems is simplified, which is hard to employ the accuracy
parameters to consider the uncertainties such as the
unmodeled dynamics, parameter variation, and external
disturbances. Generally, the boundary of the total uncer-
tainty is assumed to be a constant [12, 14], which is usually
enlarged to satisfy the assumption. In practice, the uncer-
tainty is related to the state of the physical systems, such as
the motion command of the robots. +erefore, Assumption
1 proposed a more feasible uncertainty boundary consid-
ering the influence of the system states, which includes the
general constant total uncertainty boundary assumption.

Remark 2. In practice, it is probably the existence of the
following conditions: (i) there are serious discrepancies
between the dynamical characteristics of the different DOF
directions; (ii) some DOF directions have special tracking
performance demands. Besides, the system state elements
(x1,i and x2,i) commonly represent special physical mean-
ings, such as the DOF directional values and control
command directional values, which can be directly or in-
directly transformed as the DOF directional values. For
instance, the DOF directional dynamical performances of
the typical Stewart platform are different, especially for the
heave direction. +erefore, it is an urgent work to propose a
vector NTSMC scheme to consider different design de-
mands or dynamical characteristics corresponding to the
special DOF directions.

In this paper, we aim to design a control scheme to
obtain the satisfactory tracking performances of the n-order
uncertain nonlinear dynamical systems with uncertainty
(described by (1), (4), and (5)) andmake the tracking error of
the nonlinear systems converge to zero in finite time.

3. Control Development

In this section, two trajectory tracking controllers are
proposed for the n-order uncertain nonlinear dynamical
systems with uncertainty (described by (1), (4), and (5)),
which can achieve the finite-time convergence of the system
state errors.

3.1. NTSMC for Nonlinear Systems. +e commonly utilized
NTSMC algorithm proposed by Feng et al. has been suc-
cessfully employed in the rigid manipulators and also been
extended to the n-order nonlinear dynamical systems [11].
However, in [11], the stability analysis of the NTSMC for the
n-order nonlinear dynamical systems has not been men-
tioned, and the controller is available for the trajectory
stabilization of the n-order nonlinear dynamical systems. To
overcome this problem, the corresponding NTSMC scheme
for the tracking control of the n-order nonlinear dynamical
systems is introduced in this section.
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To aid the subsequent control development, we define
the vector Vvec(·) ∈ Rn×1 and matrix Ddiag(·) ∈ Rn×n as
follows:

Vvec zi( 􏼁 � z1, . . . , zn􏼂 􏼃
T
, (7)

Ddiag zi( 􏼁 � diag z1, . . . , zn( 􏼁, (8)

where diag(·) represents the diagonal matrix function.
Based on the definition of (7) and (8), the sliding surface

considered different DOF directional design demands which
can be formulated as

s � ε1 + ΛVvec _εpi/qi

1,i􏼐 􏼑, (9)

ε1 � x1 − x1,d, (10)

Λ � Ddiag λi( 􏼁, (11)

where x1,d is the desired system state; (·)i means the ith
element of (·); pi, qi, and λi (i � 1, . . . , n) are positive
numbers; and the condition (1<pi/qi < 2) must be satisfied
to achieve the nonsingularity of the NTSMC control [11].

+e proposed NTSMC scheme can be formulated as

uantsmc,n � −
zf1
zx2

G0􏼠 􏼡

+

Ψ‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓􏼠

+
zf1
zx1

f1 +
zf1
zx2

f2,0 + Υ− 1Λ− 1Vvec _ε2−pi/qi

1,i􏼐 􏼑 − €x1, d􏼡,

(12)

where

Υ � Ddiag
pi

qi

􏼠 􏼡, (13)

Ψ � Vvec
si _ε

pi/qi−1
1,i􏽨 􏽩

T

si _ε
pi/qi−1
1,i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (14)

Now, we are in a position to state the NTSMC control
scheme for n-order nonlinear dynamical systems.

Theorem 1. Given the n-order uncertain nonlinear dy-
namical systems of (1) and (4), the system tracking error ε1
will converge to zero in finite time under the NTSMC scheme
(designed as (9) and (14)) if Assumption 1 holds.

Proof of 6eorem 1. +e proof proceeding is divided into
two parts: firstly, the finite-time convergence of the sliding
surface of NTSMC (9) is proved based on Lyapunov

method; secondly, the convergence time of the tracking
error is calculated.

Step 1. To this end, the following Lyapunov-like function
candidate is adopted:

Vntsmc,n,i �
1
2
s
T
i si. (15)

Differentiating Vntsmc,n,i with respect to time and
substituting (9) and (10), we have

_Vntsmc,n,i � s
T
i _si � s

T
i _ε1 + ΥΛDdiag _ε

pi/qi−1
1,i􏼒 􏼓ε1􏼒 􏼓

i

� s
T
i _ε1 + ΥΛDdiag _ε

pi/qi−1
1,i􏼒 􏼓 x1 − €x1,d􏼐 􏼑􏼒 􏼓

i
.

(16)

According to system models (1) and (4), (16) can be
further formulated as

_Vntsmc,n,i � s
T
i _ε1 + ΥΛDdiag _ε

pi/qi−1
1,i􏼒 􏼓

zf1
zx1

f1 +
zf1
zx2

f2,0 + G0u + δtotal,n􏼐 􏼑 − x1,d􏼠 􏼡􏼠 􏼡
i

. (17)
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Replacing the control command u by uantsmc,n (12), (17)
can be rearranged as

_Vntsmc,n,i

� s
T
i _ε1 + ΥΛDdiag _ε

pi/qi−1
1,i􏼒 􏼓

zf1
zx1

f1 − €x1,d +
zf1
zx2

f2,0 + δtotal,n + G0 −
zf1
zx2

G0􏼠 􏼡

+

Ψ‖s‖ Ddiag _ε
pi/qi−1
1,i􏼒 􏼓

zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓􏼠􏼠􏼠􏼠􏼠

+
zf1
zx1

f1 +
zf1
zx2

f2,0 + Υ− 1Λ− 1Vvec _ε
2−pi/qi

1,i􏼒 􏼓 − x1,d􏼡􏼡􏼡􏼡􏼡
i

� s
T
i _ε1 + ΥΛDdiag _ε

pi/qi−1
1,i􏼒 􏼓

zf1
zx2

δtotal,n − Ψ‖s‖ Ddiag _ε
pi/qi−1
1,i􏼒 􏼓

zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓 − Υ− 1Λ− 1Vvec _ε
2−pi/qi

1,i􏼒 􏼓􏼠 􏼡􏼠 􏼡
i

.

(18)

Consider the fact that

ΥΛDdiag _εpi/qi−1
1,i􏼐 􏼑Υ− 1Λ− 1Vvec _ε2−pi/qi

1,i􏼐 􏼑 � _ε1. (19)

So, (18) can be given as follows by substituting (11), (13),
and (19):

� s
T
i ΥΛDdiag _εpi/qi−1

1,i􏼐 􏼑
zf1
zx2

δtotal,n − Ψ‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓􏼠 􏼡􏼠 􏼡
i

� s
T
i Ddiag

pi

qi

􏼠 􏼡Ddiag λi( 􏼁Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

δtotal,n􏼠 􏼡
i

− s
T
i Ddiag

pi

qi

􏼠 􏼡Ddiag λi( 􏼁Ddiag _εpi/qi−1
1,i􏼐 􏼑Ψ‖s‖ Ddiag _εpi/qi−1

1,i􏼐 􏼑
zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓􏼠 􏼡
i

� s
T
i

pi

qi

λi Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

δtotal,n􏼠 􏼡
i

− s
T
i Ddiag

pi

qi

􏼠 􏼡Ddiag λi( 􏼁Ddiag _εpi/qi−1
1,i􏼐 􏼑Ψ‖s‖ Ddiag _εpi/qi−1

1,i􏼐 􏼑
zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓􏼠 􏼡
i

<
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������
δtotal,n

����
���� −

pi

qi

λis
T
i Ddiag _εpi/qi−1

1,i􏼐 􏼑Ψ‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������
b1,n + b2,n x1

����
���� + b3,n x2

����
����
2

􏼒 􏼓􏼠 􏼡
i

.

(20)

Substituting (14) into (20) yields

_Vntsmc,n,i < −
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������

· b1,n + b2,n x1
����

���� + b3,n x2
����

����
2

− δtotal,n
����

����􏼒 􏼓.

(21)

From (21), if Assumption 1 holds, we can conclude that
_Vntsmc,n,i < 0. By LaSalle’s invariant principle [9], we have

si(t)⟶ 0 for any initial state (x1,0, x2,0).

Step 2. According to (15) and (21), we have
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1
2
d
dt

s
T
i si < −

pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������

· b1,n + b2,n x1
����

���� + b3,n x2
����

����
2

− δtotal,n
����

����􏼒 􏼓.

(22)

+en, we define the following equation when si ≠ 0:

min
pi

qi

λi Ddiag _εpi/qi−1
1,i􏼐 􏼑

zf1
zx2

��������

��������
b1,n + b2,n x1

����
����􏼐􏼠

+ b3,n x2
����

����
2

− δtotal,n
����

����􏼡􏼡 � η1,i > 0,

(23)

where η1,i is a positive number and min(·) is the minimum
of (·).

Based on (23), (22) can be rewritten as
1
2
d
dt

s
T
i si < −η1,i‖s‖< −η1,i si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (24)

So, if si ≠ 0, the system states will reach the sliding mode
si � 0 within the finite time tr,i, which satisfies

tr,i ≤−
si(0)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

η1,i

. (25)

When the sliding mode si � 0 is achieved, the conver-
gence time ts,i that is taken to travel from ε1,i(tr,i)≠ 0 to
ε1,i(tr,i + ts,i) � 0 is calculated by

ts,i � −λqi/pi

i 􏽚
0

ε1,i tr,i( )
ε−qi/pi

1,i dε1,i � λqi/pi

i

pi

pi − qi

􏼠 􏼡 ε1−qi/pi

1,i tr,i􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌.

(26)

+erefore, the total finite time tf,i of the system states can
be formulated by

tf,i � tr,i + ts,i. (27)

Moreover, the total finite time tf for all of the system
state elements can be given by

tf � max tf,i􏼐 􏼑 � max tr,i + ts,i􏼐 􏼑. (28)

Hence, the asymptotic stability in finite time of the
nonlinear dynamical systems under NTSMC has been
proved.

Remark 3. +e improved NTSMC in the previous section
solves the following problems: (i) available for the trajectory
tracking and trajectory stabilization; (ii) the asymptotic
stability in finite time of the nonlinear dynamical systems
under NTSMC has been proved. However, there are still
some conservatisms of the proposed NTSMC: (i) the upper
bound of the uncertainty is chosen as a constant value, but
the actual uncertain upper boundary is unknown; (ii) the
discrepancies between the dynamical characteristics of
different DOF directions cannot be considered owing to the
constant number designing of the upper bound.

+us, an adaptive vector NTSMC algorithm for the
n-order nonlinear dynamical systems is derived in the
following section.

3.2. Adaptive Vector NTSMC for Nonlinear Systems

Assumption 2. To further consider the influences of different
dynamical characteristics corresponding to the DOF di-
rections, the total uncertainty is assumed to be bounded as
(29), where b1,n,i, b2,n,i, and b3,n,i are positive numbers, and
| · | means the absolute operation.

zf1
zx2

��������

��������
b1,n,i + b2,n,i x1

����
���� + b3,n,i x2

����
����
2

􏼒 􏼓>
zf1
zx2

δtotal,n􏼠 􏼡
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
.

(29)

Remark 4. Assumption 1 considers the influence of the
system states to induce the uncertainty boundary, which is
beneficial to reduce the chattering of the SMC controller. For
MIMO systems, the uncertainty boundary can be further
reduced by considering different dynamical characteristics
corresponding to the DOF directions, which is verified in the
literature [4] to propose a novel sliding mode controller for
the Stewart platform.

+en, the adaptive vector NTSMC can be formulated by

uavntsmc,n � −
zf1
zx2

G0􏼠 􏼡

+

κ‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
􏽢Γadaptive,n􏼠

+
zf1
zx1

f1 +
zf1
zx2

f2,0 + Υ− 1Λ− 1Vvec _ε2−pi/qi

1,i􏼐 􏼑 − €x1, d􏼡,

(30)

κ � Ddiag
si _ε

pi/qi−1
1,i􏽨 􏽩

T

si _ε
pi/qi−1
1,i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠, (31)

where 􏽢Γadaptive,n ∈ R
n×1 represents the estimated upper

bound, which is designed as a time-varying vector.
Moreover, the updating laws are chosen as

􏽢Γadaptive,n,i � 􏽢b1,n,i + 􏽢b2,n,i x1
����

���� + 􏽢b3,n,i x2
����

����
2
, (32)

_􏽢b1,n,i � d1,n,i

pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
, (33)

_􏽢b2,n,i � d2,n,i

pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
x1

����
����, (34)

_􏽢b3,n,i � d3,n,i

pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
x2

����
����
2
. (35)

+erefore, the adaptive vector NTSMC scheme for the
n-order nonlinear dynamical systems can be summarized as
follows.

Theorem 2. Given the n-order uncertain nonlinear dy-
namical systems of (1) and (4), the system tracking error ε1
will converge to zero in finite time under the adaptive vector
NTSMC scheme (designed as (9) and (30)–(35)) if Assump-
tion 2 holds.
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Proof of 6eorem 2. +e proof proceeding is divided into
two parts: firstly, the finite-time convergence of the sliding
surface of adaptive vector NTSMC (30) is proved based on
Lyapunov method; secondly, the convergence time of the
tracking error is calculated.

Step 1. Consider the following Lyapunov function:

Vavntsmc,n,i �
1
2

s
T
i si +

1
d1,n,i

􏽥b
T
1,n,i

􏽥b1,n,i􏼠

+
1

d2,n,i

􏽥b
T
2,n,i

􏽥b2,n,i +
1

d3,n,i

􏽥b
T
3,n,i

􏽥b3,n,i􏼡,

(36)

and the mismatch between the actual and estimated value of
b1,n,i, b2,n,i, and b3,n,i can be given by

􏽥b1,n,i � b1,n,i − 􏽢b1,n,i, (37)

􏽥b2,n,i � b2,n,i − 􏽢b2,n,i, (38)

􏽥b3,n,i � b3,n,i − 􏽢b3,n,i. (39)

Taking the time derivative of (36) and substituting
(37)–(39), we can obtain

_Vavntsmc,n,i � s
T
i _si −

1
d1,n,i

􏽥b
T
1,n,i

_􏽢b1,n,i −
1

d2,n,i

􏽥b
T
2,n,i

_􏽢b2,n,i −
1

d3,n,i

􏽥b
T
3,n,i

_􏽢b3,n,i.

(40)

Similar to the proof process of +eorem 1, (40) can be
further rearranged by substituting (9), (11), (13), (19), and
(30):

_Vavntsmc,n,i

� s
T
i _ε1 + ΥΛDdiag _εpi/qi−1

1,i􏼐 􏼑
zf1
zx1

f1 +
zf1
zx2

f2,0 + G0uavntsmc,n + δtotal,n􏼐 􏼑 − €x1,d􏼠 􏼡􏼠 􏼡
i

−
1

d1,n,i

􏽥b
T
1,n,i

_􏽢b1,n,i −
1

d2,n,i

􏽥b
T
2,n,i

_􏽢b2,n,i −
1

d3,n,i

􏽥b
T
3,n,i

_􏽢b3,n,i

�
pi

qi

λis
T
i Ddiag _εpi/qi−1

1,i􏼐 􏼑
zf1
zx2

δtotal,n􏼠 􏼡
i

−
pi

qi

λis
T
i Ddiag _εpi/qi−1

1,i􏼐 􏼑κ‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
􏽢Γadaptive,n􏼠 􏼡

i

−
1

d1,n,i

􏽥b
T
1,n,i

_􏽢b1,n,i −
1

d2,n,i

􏽥b
T
2,n,i

_􏽢b2,n,i −
1

d3,n,i

􏽥b
T
3,n,i

_􏽢b3,n,i.

(41)

+en, (41) can be rewritten as

_Vavntsmc,n,i

<
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

δtotal,n􏼠 􏼡
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
−

pi

qi

λis
T
i Ddiag _εpi/qi−1

1,i􏼐 􏼑κ‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
􏽢Γadaptive,n􏼠 􏼡

i

−
1

d1,n,i

􏽥b
T
1,n,i

_􏽢b1,n,i −
1

d2,n,i

􏽥b
T
2,n,i

_􏽢b2,n,i −
1

d3,n,i

􏽥b
T
3,n,i

_􏽢b3,n,i.

(42)

Substituting (31) into (42) gives

_Vavntsmc,n,i < −
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
􏽢Γadaptive,n,i −

zf1
zx2

δtotal,n􏼠 􏼡
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼠 􏼡

−
1

d1,n,i

􏽥b
T
1,n,i

_􏽢b1,n,i −
1

d2,n,i

􏽥b
T
2,n,i

_􏽢b2,n,i −
1

d3,n,i

􏽥b
T
3,n,i

_􏽢b3,n,i.

(43)
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Substituting (32)–(35) and (37)–(39) into (43) yields

_Vavntsmc,n,i

� −
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
􏽢b1,n,i + 􏽢b2,n,i x1

����
���� + 􏽢b3,n,i x2

����
����
2

􏼒 􏼓 −
zf1
zx2

δtotal,n􏼠 􏼡
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼠 􏼡

−
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
􏽥b
T
1,n,i + 􏽥b

T
2,n,i x1

����
���� + 􏽥b

T
3,n,i x2

����
����
2

􏼒 􏼓

� −
pi

qi

λi‖s‖ Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
b1,n,i + b2,n,i x1

����
���� + b3,n,i x2

����
����
2

􏼒 􏼓 −
zf1
zx2

δtotal,n􏼠 􏼡
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼠 􏼡.

(44)

Based on (44) and LaSalle’s invariant principle [9], we
have si(t)⟶ 0 for any initial state (x1,0, x2,0) if Assumption
2 holds.

Step 2. We define the following equation when si ≠ 0:

min
pi

qi

λi Ddiag _εpi/qi−1
1,i􏼐 􏼑

�����

�����
zf1
zx2

��������

��������
b1,n,i + b2,n,i x1

����
����􏼐􏼠􏼠

+ b3,n,i x2
����

����
2
􏼓 −

zf1
zx2

δtotal,n􏼠 􏼡
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼡􏼡 � η2,i > 0,

(45)

where η2,i is a positive number.
+erefore, the finite time for the ith system state element

tf,i and total system states tf under the adaptive vector
NTSMC can be calculated by

ts,i � −λqi/pi

i 􏽚
0

ε1,i tr,i( )
ε−qi/pi

1,i dε1,i

� λqi/pi

i

pi

pi − qi

􏼠 􏼡 ε1−qi/pi

1,i tr,i􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

tr,i ≤−
si(0)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

η2,i

,

tf,i � tr,i + ts,i,

tf � max tf,i􏼐 􏼑 � max tr,i + ts,i􏼐 􏼑.

(46)

Hence, the asymptotic stability in finite time of the
nonlinear dynamical systems under adaptive vector NTSMC
has been proved.

Remark 5. +e advantages of the proposed adaptive vector
NTSMC can be summarized as follows: (i) the vector design
idea of the uncertain upper bound can analyze the DOF
directional different characteristics; (ii) novel adaptive
updating laws can online adjust the upper bound of the
uncertainty, which can extensively eliminate the chattering
problem of the SMC schemes.

Remark 6. To eliminate the chattering problem of the SMC,
the following equations are adopted to replace Ψ (14) and κ
(31) in +eorem 1 and +eorem 2:

Ψ � Vvec
si _ε

pi/qi−1
1,i􏽨 􏽩

T

si _ε
pi/qi−1
1,i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + ςi􏼒 􏼓
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

κ � Ddiag
si _ε

pi/qi−1
1,i􏽨 􏽩

T

si _ε
pi/qi−1
1,i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + ςi􏼒 􏼓
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(47)

where ςi is a positive number.

4. Application to the 2-DOF Manipulator

+is section presents a comparison study of performance
between the adaptive vector NTSMC and the NTSMC with
the application to a 2-DOF robot manipulator.

+e dynamics of a 2-DOF robot manipulator can be
formulated using the Euler–Lagrange equations as follows
[32, 33]:

M(q)€q + C(q, _q) _q + D _q + g(q) � τ,

M(q) �
k1 + 2k2 cos qrob,2􏼐 􏼑 k3 + k2 cos qrob,2􏼐 􏼑

k3 + k2 cos qrob,2􏼐 􏼑 k3

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

C(q, _q) �
−k2sin qrob,2􏼐 􏼑 _qrob,2 −k2sin qrob,2􏼐 􏼑 _qrob,2

k2sin qrob,2􏼐 􏼑 _qrob,1 0
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

D � Ddiag(0, . . . , 0),

g(q) �
k4sin qrob,1􏼐 􏼑 + k5sin qrob,1 + qrob,2􏼐 􏼑

k5sin qrob,1 + qrob,2􏼐 􏼑

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

(48)

where k1, k2, k3, k4, and k5 (SI units) are 8.77, 0.51, 0.76,
74.48, and 6.174, respectively.

Based on the previous description, the NTSMC and
adaptive vector NTSMC available for the two-DOF robot
manipulator can be formulated as follows:
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Sliding surface:

srob � εrob + Ddiag λi( 􏼁Vvec _εpi/qi

rob,i􏼐 􏼑. (49)

NTSMC:

τntsmc,rob � −M0

Vvec
srob,i _ε

pi/qi−1
rob,i􏽨 􏽩

T

srob,i _ε
pi/qi−1
rob,i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ srob
����

���� Ddiag _εpi/qi−1
rob,i􏼐 􏼑

�����

����� b1,rob + b2,rob‖q‖ + b3,rob‖ _q‖2􏼐 􏼑 + M−1
0 −C0(q, _q) _qd − D0 _qd − g0(q)( 􏼁

+ D−1
diag

pi

qi

􏼠 􏼡D−1
diag λi( 􏼁Vvec _ε2−pi/qi

rob,i􏼐 􏼑 − €qd

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(50)

Adaptive vector NTSMC:

τavntsmc,rob � −M0

Ddiag
srob,i _ε

pi/qi−1
rob,i􏽨 􏽩

T

srob,i _ε
pi/qi−1
rob,i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ srob
����

���� Ddiag _εpi/qi−1
rob,i􏼐 􏼑

�����

�����􏽢Γadaptive,rob + M−1
0 −C0(q, _q) _qd − D0 _qd − g0(q)( 􏼁

+ D−1
diag

pi

qi

􏼠 􏼡D−1
diag λi( 􏼁Vvec _ε2−pi/qi

rob,i􏼐 􏼑 − €qd

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

􏽢Γadaptive,rob,i � 􏽢b1,rob,i + 􏽢b2,rob,i‖q‖ + 􏽢b3,rob,i‖ _q‖
2
,

_􏽢b1,rob,i � d1,rob,i

pi

qi

λi srob
����

���� Ddiag _εpi/qi−1
rob,i􏼐 􏼑

�����

�����,

_􏽢b2,rob,i � d2,rob,i

pi

qi

λi srob
����

���� Ddiag _εpi/qi−1
rob,i􏼐 􏼑

�����

�����‖q‖,

_􏽢b3,rob,i � d3,rob,i

pi

qi

λi srob
����

���� Ddiag _εpi/qi−1
rob,i􏼐 􏼑

�����

�����‖ _q‖
2
.

(51)

+e desired and the initial position trajectories (qd, q0,
and _q0) for links 1 and 2 are selected as

qd � [sin(πt), sin(πt)]
T
,

q0 � [0.5, 0.5]
T
,

_q0 � [2.2, 0]
T
.

(52)

Considering the influences of the uncertainty and dis-
turbance, the estimated parameters k1,0, k2,0, k3,0, k4,0, and
k5,0 of k1, k2, k3, k4, and k5 are assumed to be 8.77, 0.51, 0.76,
97, and 6.174. Besides, the sampling period is set as 0.5ms,
and the saturation value of torque is set as 80Nm. For fair
comparison, the control parameters (except the uncertainty
upper bound designing) of NTSMC and adaptive vector
NTSMC are chosen as the same: λ1 � λ2 � 1, p1 � p2 � 9,
q1 � q2 � 5, and ς1 � ς2 � 0.001. Moreover, to illustrate the

effectiveness and advantages of the proposed adaptive vector
NTSMC, three NTSMC with different upper bounds are
given as follows:

NTSMC1:

0.8 + 1.8‖q‖ + 0.09‖ _q‖
2
. (53)

NTSMC2:

2.4 + 5.4‖q‖ + 0.27‖ _q‖
2
. (54)

NTSMC3:

7.2 + 16.2‖q‖ + 0.8‖ _q‖
2
. (55)

Adaptive vector NTSMC:
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Figure 1: Position tracking errors and input torque of the n-order nonlinear dynamical systems under NTSMC1.
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Figure 2: Position tracking errors and input torque of n-order nonlinear dynamical systems under NTSMC2.
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Figure 3: Position tracking errors and input torque of n-order nonlinear dynamical systems under NTSMC3.
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d1,rob,1 � 10,

d1,rob,2 � 1.8,

d2,rob,1 � 17,

d2,rob,2 � 2,

d3,rob,1 � 0.001,

d3,rob,2 � 0.001,

􏽢b1,rob,1,0 � 1,

􏽢b1,rob,2,0 � 0.1,

􏽢b2,rob,1,0 � 1,

􏽢b2,rob,2,0 � 0.1,

􏽢b3,rob,1,0 � 0.1,

􏽢b3,rob,2,0 � 0.1,

(56)

where 􏽢b1,rob,1,0, 􏽢b1,rob,2,0, 􏽢b2,rob,1,0, 􏽢b2,rob,2,0, 􏽢b3,rob,1,0, and
􏽢b3,rob,2,0 are the initial values of 􏽢b1,rob,1, 􏽢b1,rob,2, 􏽢b2,rob,1, 􏽢b2,rob,2,
􏽢b3,rob,1, and 􏽢b3,rob,2.

Figures 1–4 illustrate the tracking errors and input
torque under the NTSMC1, NTSMC2, NTSMC3, and
adaptive vector NTSMC, where “eqij” and “torqueij” mean
the tracking error and input torque of the ith link under the
jth control scheme, respectively. NTSMC1, NTSMC2,
NTSMC3, and adaptive vector NTSMC represent the 1st,
2nd, 3rd, and 4th control schemes.

It can be seen that the tracking errors of the nonlinear
system under the NTSMC2, NTSMC3, and the adaptive
vector NTSMC can be converged to the acceptable level in
finite time (about 1.5 s), but the tracking error of the second
link under NTSMC1 is obvious even in the stabilization
period (about 0.07 rad after 1.5 s). Besides, the tracking
errors of the first link have amplitude overshoot (0.22 rad for
NTSMC2 and 0.26 rad for NTSMC3) under NTSMC2 and
NTSMC3 in the initial 1.5 s. From the comparison, it can be
clearly seen that the proposed adaptive vector NTSMC can

obtain a much faster transient and better tracking perfor-
mance in comparison with the NTSMC. Moreover, con-
sidering the input torque of the controllers, the chattering
problems under NTSMC2 and NTSMC3 are serious, and the
input commands of NTSMC1 and adaptive vector NTSMC
are smooth. As a result, from the simulations, we can
conclude that the proposed adaptive vector NTSMC can
solve the problem of finite-time tracking without chattering
phenomenon.

To clearly show the effectiveness and advantages of the
proposed adaptive vector NTSMC, we simply explain the
results illustrated in Figures 1–4. Firstly, the vector upper
bound analyzes different dynamical characteristics of the
two-DOF manipulator (the peak torque of the first link and
the second link is about 36Nm and 12Nm, respectively).
Secondly, the initial position errors of the dynamical system
usually cause serious chattering in the initial time for the
SMC schemes, which also was resolved by introducing of
novel adaptive updating laws for the upper bound.

5. Conclusions

In this paper, we considered the finite-time tracking problem
of n-link nonlinear dynamical systems with uncertainty. +e
well-known NTSMC for the robot manipulator was ex-
tended to the general n-link nonlinear dynamical systems,
and the corresponding rigorous stability analysis of the
NTSMC for the nonlinear systems was also established based
on the Lyapunov method. Moreover, a novel adaptive vector
NTSMC is further proposed by replacing the constant upper
bound with an adaptive vector bound, and its asymptotic
stability has also been analyzed. Furthermore, the conver-
gence times of the NTSMC and adaptive vector NTSMC are
calculated for the nonlinear system. Finally, simulations
performed on a two-DOF manipulator demonstrate the
effectiveness and advantages of the proposed adaptive vector
NTSMC in comparison with the NTSMC. +e developed
controller offers an alternative approach to a large class of
nonlinear systems, which considers different dynamical
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Figure 4: Position tracking errors and input torque of n-order nonlinear dynamical systems under NTSMC4.
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characteristics and special design demands and eliminates
the chattering problem existing in the common SMC
schemes.
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Under U-model control design framework, a fixed-time neural networks adaptive backstepping control is proposed.'e majority
of the previously described adaptive neural controllers were based on uniformly ultimately bounded (UUB) or practical finite
stable (PFS) theory. For neural networks control, it makes the control law as well as stability analysis highly lengthy and
complicated because of the unknown ideal weight and unknown approximation error. Moreover, there has been very limited
research focus on adaptive law for neural networks adaptive control in finite time. Based on fixed-time stability theory, a fixed-
time bounded theory is proposed for fixed-time neural networks adaptive backstepping control. 'e most outstanding novelty is
that fixed-time adaptive law for training weights of neural networks is proposed for fixed-time neural networks adaptive control.
Furthermore, by combining fixed-time adaptive law and Lyapunov-based arguments, a valid fixed-time controller design al-
gorithm is presented with universal approximation property of neural networks to ensure the system is fixed-time bounded, rather
than PFS or UUB. 'e controller guarantees closed-loop system fixed-time bounded in the Lyapunov sense. 'e benchmark
simulation demonstrated effectiveness and efficiency of the proposed approach.

1. Introduction

Recently, neural networks control has increasingly attracted
attention and intensive research has been performed in
adaptive law for training neural networks weights and ap-
plication in different fields [1–3]. Neural network technique
is a typical data-driven modelling method [4–6], which used
measured data to find proper control in reversion of some
expected closed-loop performance [7–9]. U-model control
[10, 11] played an important role in some complex systems.
U-model control, due to its capability to solve some complex
problems as model separated design, provides a general way
to separate system design process and control design pro-
cess. U model control method makes control process ex-
plicitness and is easy to control. It provides a control
direction to design the system controller. U model NNs
control makes system control easy and clear based on the
approximation ability of NNs.

'e majority of the neural networks controllers pre-
viously used for nonlinear systems [12] are based on UUB
theory and sliding mode schemes [13–15]. 'e conven-
tional adaptive law for training neural networks and
feedback control is linear feedback which makes the system
exponential stabile [16, 17] or exponentially bounded
[18–20]. Finite time [21, 22] and fixed-time [14] stable
results are more meaningful for uncertain nonlinear
systems.

Motivated by the above critical analyses, fixed-time
adaptive neural networks controller for uncertain non-
linear systems is proposed. We extend the prior works
[23, 24] to the fixed-time case in which closed-loop
systems are global bounded with fixed time. Fixed-time
neural networks control is proposed in order to deal with
convergence time of the neural networks control. 'e
main contributions of this paper can be summarized as
follows:
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(1) Fixed-time adaptive neural networks for uncertain
nonlinear systems are proposed. As mentioned, this
paper is the first study to propose convergence time
as the fixed time for neural networks control.

(2) For training neural networks weights, a new adaptive
law is proposed to realize the fixed-time neural
networks adaptive control for training neural net-
work weights based on Lyapunov bounded theory.

(3) U-model control technology, which is a model-in-
dependent design technology, is used to realize the
model-independent control system design.

'e rest of this paper is organized as follows. Section 2
gives problem formulation and preliminaries, including
necessary inequality and some lemmas with necessary proof.
In Section 3, a fixed-time bounded theory is proposed for
fixed-time neural networks adaptive backstepping control
based on U-model control. Based on fixed-time theory, a
new fixed-time adaptive law is developed for training neural
networks to control the the nonlinear system, and Lyapunov
fixed-time bounded theory is used to guaranteeing the
closed-loop system signals bounded in fixed time in Section
4. In Section 5, a bench test is proposed to indicate efficiency
and effectiveness of the procedure. 'e conclusion is pro-
vided in Section 6.

2. Problem Description and Preliminaries

In this paper, a general dynamic system can be described as
follows:

y
(n)

+ f1(y)y
(n− 1)

+ · · · + fi(y)y
(n− i)

+ · · · + fn(y)y � u,

(1)

where y ∈ R and u ∈ R are state variable and control input,
respectively, and fi(·) is nonlinear with system state. 'is
model is generally used in some areas, such as mechanical
dynamic of the PMSM servo system.

To design the neural networks control, radial basis
function (RBF) NN is adopted in order to approximate the
continuous function F(x) :Rn⟶ R over a compact set

FNN(x, W) � W
TΨ(x), (2)

where x ∈ Ω ⊂ Rn is neural networks input,
W � [w1, . . . , wl]

T ∈ Rl is weight vector,
Ψ(x) � [ψ1(x), . . . ,ψl(x)]T is node vector, and element
ψi(x) is Gaussian function in form of

ψi(x) � exp
− x − μi( 􏼁

T
x − μi( 􏼁

η2i
􏼢 􏼣, i � 1, 2, . . . l, (3)

where μi � [μi1, . . . , μin]T is the center of the basis function
and ηi is the scalar width of the Gaussian function.

'e RBF NNs can be used to approximate any contin-
uous function over a compact set Ωx ⊂ R

n as

F(x) � W
∗TΨ(x) + ε(x), (4)

where ε(x) is the NN approximation error and W∗ is the
ideal NN weight which is given as

W
∗

� arg min
W∈Rl

sup F(x) − W
TΨ(x)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼚 􏼛, (5)

where 􏽢W is estimated weight and 􏽥W � 􏽢W − W∗.
To design the fixed-time bounded theory, some lemmas

are proposed based on a general nonlinear system:
_x � f(x), (6)

where x is system state.

Lemma 1 (see [25]). Suppose that V(·): Rn⟶ R+ ∪ 0{ } is a
continuous radically unbounded function and the following
two conditions hold:

(1) V(x) � 0⟺x � 0
(2) Any solution x(t) of system (6) satisfies

_V(x(t)) ≤ − aV
p
(x(t)) − bV

q
(x(t)), (7)

for some a, b> 0, 0≤p< 1, and q> 1.

'en, the origin of system (6) can achieve fixed-time
stability, and Tmax � (1/(a(1 − p))) + (1/(b(q − 1))).

Remark 1. In Lemma 1, if p � 1 − (1/(2μ)) and
q � 1 + (1/(2μ)), where μ≥ (1/2), then the origin of system
(6) can achieve fixed-time stability, and Tmax � ((πμ)/

��
ab

√
).

Lemma 2. For xi ∈ R, i � 1, 2, . . . , n, q> 1, 0<p< 1, then

􏽘

n

i�1
xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

p

≤ 􏽘
n

i�1
xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p ≤ n

1− p
􏽘

n

i�1
xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

p

,

n
1− q

􏽘

n

i�1
xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

q

≤ 􏽘
n

i�1
xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
q ≤ 􏽘

n

i�1
xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌⎛⎝ ⎞⎠

q

.

(8)

Lemma 3 (Young’s inequality). For any constant a, b ∈ R,
the following inequality holds:

ab≤
1
p

a
p

+
1
q
b

q
, (9)

where p> 1, q> 1, and (1/p) + (1/q) � 1.

3. Fixed-Time U-Model Control

In this section, a fixed-time bounded theory is proposed for
fixed-time neural networks adaptive control based on
U-model control.

Theorem 1. Suppose that V(·): Rn⟶ R+ ∪ 0{ } is a con-
tinuous radically unbounded function and the following two
conditions hold:

(1) V(x) � 0⟺x � 0
(2) Any solution x(t) of system (6) satisfies
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_V(x(t))≤ − aV
p
(x(t)) − bV

q
(x(t)) + c, (10)

for some a, b> 0, 0≤p< 1, q> 1, and p, q are odd rational
number, which means numerator and denominator are both
odd numbers.

'en states of system (6) can achieve fixed-time
bounded, and the bound ξ is roots of the equation.

2p− 1aξp
+ bξq

� c, fixed-time Tmax � (1/2p− 1a(1 − p))+

(1/b(q − 1)).

Proof. Assume that V> ξ; based on Lemma 2, we have
_V≤ − aV

p
− bV

q
+ c,

2p− 1
aξp

+ bξq
� c,

(11)

and

− aV
p

− bV
q

+ c � − aV
p

− bV
q

+ 2p− 1
aξp

+ bξq
, (12)

because

− aV
p

+ 2p− 1
aξp ≤ − 2p− 1

a(V − ξ)
p
,

− bV
q

+ bξq ≤ − b(V − ξ)
q
.

(13)

'erefore,
_V≤ − 2p− 1

a(V − ξ)
p

− b(V − ξ)
q
. (14)

Let

Vξ � V − ξ. (15)

'en,
_Vξ ≤ − 2p− 1

aV
p

ξ − bV
q

ξ . (16)

Based on Lemma 1, Vξ is fixed-time stable and fixed
time; therefore, V is fixed-time bounded with ξ and
Tmax � (1/(2p− 1a(1 − p))) + (1/(b(q − 1))), and if p � 1 −

(1/(2μ)) and q � 1 + (1/(2μ)), where μ≥ (1/2),
Tmax � ((πμ)/

������
2p− 1ab

√
).

'e proof is completed.
For system (1), based on U-model technology, let

x1 � y − yd,

xi � y(i− 1) − y
(i− 1)
d , 2≤ i≤ n.

⎧⎨

⎩ (17)

'en, the system can be changed as
_x1 � x2,

_xi � xi+1, 2≤ i≤ n − 1,

_xn � − f1 x1( 􏼁xn − · · · fi x1( 􏼁xn− i+1 − fn x1( 􏼁x1 + u,

y � x1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

and then the system can be changed as

_x1 � x2,

_xi � xi+1, 2≤ i≤ n − 1,

_xn � U,

y � x1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(19)

where

U � − f1 x1( 􏼁xn − · · · fi x1( 􏼁xn− i+1 − fn x1( 􏼁x1 + u, (20)

which is a single-input single-output nonlinear system;
U-model is used to design the control procedure.

In the first step,

z1 � x1, (21)

and then we have

_z1 � x2, (22)

and to design fixed-time control, choose the virtual control
law

α1 � − a1z
p
1 − b1z

q
1, (23)

where for some a1, b1 > 0, 0≤p< 1, q> 1, and p, q are odd
rational numbers, which means numerator and denomi-
nator are both odd numbers; then,

_z1 � − a1z
p
1 − b1z

q
1 + z2, (24)

where

z2 � x2 − α1. (25)

'erefore, in the ith step (2≤ i≤ n − 1),
_zi � xi+1 − _αi− 1, (26)

and to design fixed-time control, choose the virtual control
law

αi � − zi− 1 − aiz
p
i − biz

q
i + _αi− 1, (27)

where for some ai, bi > 0, 0≤p< 1, q> 1, and p, q are odd
rational numbers, which means numerator and denomi-
nator are both odd numbers; then,

_zi � − zi− 1 − aiz
p
i − biz

q
i + zi+1, (28)

where

zi+1 � xi+1 − αi. (29)

In the last stage, because

zn � xn − αn− 1, (30)

we have

_zn � U − _αn− 1, (31)

and to design fixed-time control, choose the U-model
control

U � − zn− 1 − anz
p
n − bnz

q
n + _αn− 1, (32)
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where for some an, bn > 0, 0≤p< 1, q> 1, and p, q are odd
rational numbers, which means numerator and denomi-
nator are both odd numbers; then,

_zn � − zn− 1 − anz
p
n − bnz

q
n. (33)

Under U-model control design framework and fixed-
time theory, choose Lyapunov candidate functional

V �
1
2

􏽘

n

i�1
z
2
i , (34)

and take time derivative of function (34) along with (24) and
(28); (33) is derived as

_V � − 􏽘
n

i�1
aiz

p+1
i − 􏽘

n

i�1
biz

q+1
i

≤ − a 􏽘
n

i�1
z

p+1
i − b 􏽘

n

i�1
z

q+1
i ,

(35)

where a � min(ai), b � min(bi), i � 1, 2, . . . , n; based on
Lemma 2,

− 􏽘
n

i�1
z
2
i􏼐 􏼑

(1+p)/2
≤ − 􏽘

n

i�1
z
2
i

⎛⎝ ⎞⎠

(1+p)/2

− 􏽘
n

i�1
z
2
i􏼐 􏼑

(1+q)/2
≤ − n

(1− q)/2
􏽘

n

i�1
z
2
i

⎛⎝ ⎞⎠

(1+q)/2

.

(36)

'erefore,
_V≤ − 2p1 a V

p1 − 2q1n
1− q1 b V

q1 , (37)

where p1 � ((1 + p)/2), q1 � ((1 + q)/2), and 0≤p1 < 1,
q1 > 1. □

4. Neural Networks Fixed-Time Control

In the last step of backstepping in equation (32), neural
networks are used to approximate the nonlinear system

_zn � − f1 x1( 􏼁xn − · · · fi x1( 􏼁xn− i+1 − fn x1( 􏼁x1 − _αn− 1 + u,

(38)

u
∗

� − zn− 1 + f1 x1( 􏼁xn + · · · fi x1( 􏼁xn− i+1 + fn x1( 􏼁x1 + _αn− 1,

(39)

− f1 x1( 􏼁xn − · · · fi x1( 􏼁xn− i+1 − fn x1( 􏼁x1 − _αn− 1 � W
∗TΨ xn( 􏼁 + ε.

(40)

Choose adaptive law

_􏽢W � Γ znΨn xn( 􏼁 − aσ
􏽢W

p
− bσ

􏽢W
q

􏽨 􏽩, (41)

where Γ � ΓT > 0, and aσ > 0, bσ > 0 are positive constant
design parameters.

Finally, choose the controller as

u � − 􏽢W
TΨ xn( 􏼁 − zn− 1 − an +

ζ
p + 1

􏼠 􏼡z
p
n − bn +

1 − ζ
q + 1

􏼠 􏼡z
q
n,

(42)

where 0≤ ζ ≤ 1; then, the system

_zn � − 􏽥W
TΨ xn( 􏼁 − zn− 1 − an +

ξ
p + 1

􏼠 􏼡z
p
n − bn +

1 − ξ
q + 1

􏼠 􏼡z
q
n + ε,

(43)

where 􏽥W � 􏽢W − W∗.

Theorem 2. With regard to nonlinear system (1), the model
dynamic is approximated by neural networks (40), with fixed-
time adaptive law (41), with virtual control (23), (27), with
controller (42), then the closed loop signal converge to a
compact set with fixed-time

Tmax �
1

2p2− 1a 1 − p2( 􏼁
+

1
b q2 − 1( 􏼁

. (44)

Proof. Consider system (1) and Lemmas 1–3.
In ith (1≤ i≤ n − 1) step, choose Lyapunov candidate

functional

Vi �
1
2
z
2
i . (45)

In the last step, choose Lyapunov candidate functional

Vn �
1
2
z
2
n +

1
2

􏽥WΓ− 1 􏽥W
T

, (46)

and then take time derivative of function (46) along with
trajectory (41), and (43) is derived as

_Vn � zn _zn + 􏽥WΓ− 1 _􏽢W
T

� − zn
􏽥W

TΨ xn( 􏼁 − zn− 1zn − an +
ξ

p + 1
􏼠 􏼡z

p
n

− bn +
1 − ξ
q + 1

􏼠 􏼡z
q
n + znε

+ zn
􏽥WΨn xn( 􏼁 − aσ

􏽥W 􏽢W
p

− bσ 􏽥W 􏽢W
q
.

(47)

Based on Lemma 3,
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znε≤ ζ
1

p + 1
z

p+1
n +

p

p + 1
ε(p+1)/p

􏼠 􏼡 +(1 − ζ)
1

q + 1
z

q+1
n +

q

q + 1
ε(q+1)/q

􏼠 􏼡

− aσ
􏽥W 􏽢W

p ≤ − cp
􏽥W

(1+p)/2Γ− 1 􏽥W
((1+p)/2)T

+ apW
∗((1+p)/2)

W
∗((1+p)/2)T

− bσ
􏽥W 􏽢W

q ≤ − cq
􏽥W

(1+q)/2Γ− 1 􏽥W
((1+q)/2)T

+ bqW
∗((1+q)/2)

W
∗((1+q)/2)T

,

(48)

where 0≤ ζ ≤ 1, cp > 0, cq > 0, ap > 0, bq > 0 exist.

_Vn ≤ − zn− 1zn − an +
ζ

p + 1
􏼠 􏼡z

p
n − bn +

1 − ζ
q + 1

􏼠 􏼡z
q
n

+ ζ
1

p + 1
z

p+1
n +

p

p + 1
ε(p+1)/p

􏼠 􏼡 +(1 − ζ)

·
1

q + 1
z

q+1
n +

q

q + 1
ε(q+1)/q

􏼠 􏼡

− cp
􏽥W

(1+p)/2Γ− 1 􏽥W
((1+p)/2)T

+ apW
∗((1+p)/2)

W
∗((1+p)/2)T

− cq
􏽥W

(1+q)/2Γ− 1 􏽥W
((1+q)/2)T

+ bqW
∗((1+q)/2)

W
∗((1+q)/2)T

.

(49)

'erefore,

V � 􏽘
n

i�1
Vi,

_V≤ − 􏽘
n

i�1
aiz

p+1
i − 􏽘

n

i�1
biz

q+1
i +

pζ
p + 1

ε(p+1)/p
+

q(1 − ζ)

q + 1
ε(q+1)/q

− cp
􏽥W

(1+p)/2Γ− 1 􏽥W
((1+p)/2)T

+ apW
∗(1+p)/2

W
∗((1+p)/2)T

− cq
􏽥W

(1+q)/2Γ− 1 􏽥W
((1+q)/2)T

+ bqW
∗((1+q)/2)

W
∗((1+q)/2)T

≤ − aV
p2 − bV

q2 + c,

(50)

where

a � 2(p+1)/2 min cp, ai, i � 1, 2, . . . , n􏼐 􏼑,

b � 2(q+1)/2
(n + 1)

(1− q)/2 min cq, bi, i � 1, 2, . . . , n􏼐 􏼑,

c �
pζ

p + 1
ε

p+1
p +

q(1 − ζ)

q + 1
ε(q+1)/q

+ apW
∗((1+p)/2)

W
∗((1+p)/2)

+ bqW
∗((1+q)/2)

W
∗((1+q)/2)T

,

p2 �
1 + p

2
,

q2 �
1 + q

2
,

(51)

and based on Lemma 3, V is bounded with fixed time.
'erefore, it can be concluded that for all 1≤ i≤ n, the error
signals zi, 􏽥Wi are bounded with fixed time
Tmax � (1/(2p2− 1a(1 − p2))) + (1/(b(q2 − 1))). If
p � 1 − (1/(2μ)) and q � 1 + (1/(2μ)), where μ≥ (1/2),
fixed-time Tmax � ((πμ)/

������
2p− 1ab

√
).

'e proof is completed. □

Remark 2. For the virtual control in equation (26), to avoid
singularity problem, we assume that |zi|> ε, oth-
erwise _αi− 1 � 0. Because this is bounded theory, the moti-
vation is control |zi|< ε.

3010 15 20 255 35 40 45 500
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10

20

30
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Figure 1: Trajectories of error system.
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5. Simulation Example

A simulation has been performed for the nonlinear system in
order to show the effectiveness and efficiency of the pro-
posed approach.

y
(3)

+(1 + y)y
(2)

+ 2 − y
2

􏼐 􏼑y
(1)

+ y � u. (52)

Based on U-model and neural networks technology,
design the controller; the initial state is y(0) � 1 and the
reference output is yd � sin(t); then, based on U-model
technology,

x1 � y − yd,

x2 � y(1) − y
(1)
d ,

x3 � y(2) − y
(2)
d ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(53)

and the system can be changed as
_x1 � x2,

_x2 � x3,

_x3 � f + u,

y � x1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(54)

where f � − (1 + x1 + yd) (x3 + y
(2)
d ) − (2 − (x1 + yd)2)

(x2 + y
(1)
d ) − x1 − yd.

'e initial conditions of NN weights are chosen as zero
and p � (1/3), q � 3. 'e motivation is to design the
adaptive finite time neural tracking controller for a system
such that all the system outputs follow the given reference
signal yd with finite time. To illustrate the ability of con-
troller, Figures 1–4 show the better tracking performance.
Figure 1 shows the states of error system convergence to
origin point in finite time. Figure 2 shows the system output
y and system reference output yd and output tracked ref-
erence output quickly. Figure 3 shows the approximation of
NNs, and Figure 4 shows the controller.

6. Conclusion

A fixed-time neural networks adaptive backstepping control
is proposed under U-model control design framework. 'e
proposed controller guarantees closed-loop system fixed-
time bounded and not only uniformly ultimately bounded
UUB or PFS. 'e benchmark simulation has well demon-
strated effectiveness and efficiency of the proposed
approach.
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Planetary gears are widely used in automobiles, helicopters, heavy machinery, etc., due to the high speed reductions in compact
spaces; however, the gear fault and early damage induced by the vibration of planetary gears remains a key concern. (e time-
varying parameters have a vital influence on dynamic performance and reliability of the gearbox. An analytical model is proposed
to investigate the effect of gear tooth crack on the gear mesh stiffness, and then the dynamical model of the planetary gears with
time-varying parameters is established. (e natural characteristics of the transmission system are calculated, and the dynamic
responses of transmission components, as well as dynamic meshing force of each pair of gear are investigated based on varying
internal excitations induced by time-varying parameters and tooth root crack. (e effects of gear tooth root crack size on the
planetary gear dynamics are simulated, and the mapping rules between damage degree and gear dynamics are revealed. In order to
verify the theoretical model and simulation results, the planetary gear test rig was built by assembling faulty and healthy gear
separately. (e failure mechanism and dynamic characteristics of the planetary gears with tooth root crack are clarified by
comparing the analytical results and experimental data.

1. Introduction

Planetary transmissions are an important form of me-
chanical transmission. Because of its advantages of high
transmission ratio, high bearing capacity, and compact
structure, it is widely used in complex mechanical
equipment such as aerospace, wind power generation
equipment, and mining machinery. Due to the influence
of time-varying parameters, the planetary gear system
always has the problem of nonlinear dynamics and ex-
cessive vibration. (e planetary transmission system has
a high failure rate, and the root crack is one of the most
important forms of gear failure, due to complicated
internal structure and large load during operation. When
the root of the transmission system is cracked, the vi-
bration of the system will be intensified and, in serious
cases, the equipment will be damaged. (erefore, the
dynamic study of the planetary gear transmission system
with tooth root crack failure and analysis of the fault

mechanism has an important theoretical significance and
engineering application value for improving the reli-
ability and service life of the gear. Mathematical mod-
eling and analysis are important methods to solve the
nonlinear dynamics of planetary gear transmission
systems. (e control of nonlinear dynamic systems is a
widely recognized challenging issue. It is promising to
develop vibration reduction design of the planetary gear
system based on U-model, because of the unique ad-
vantages of U-model in nonlinear control [1, 2]. Some
scholars have carried out a lot of work on the dynamics of
gear systems by mathematical modeling. Bonori and
Pellicano [3] presented a dynamic model of a single pair
of gear transmission systems and analyzed the effects of
random manufacturing errors on the dynamic response
of the system. Chaari et al. [4] established an analytical
model of time-varying gear meshing stiffness based on
the analytical method and analyzed the variation of crack
to gear stiffness under two different parameters. Guo and
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Parker [5] established a dynamic model of the planetary
gear train based on the lumped parameter method and
solved the dynamic model to obtain the dynamic re-
sponse of the transmission system. Chen and Shao [6]
studied the effects of internal ring cracks on the time-
varying mesh stiffness and dynamic response of plane-
tary gear trains. Some scholars have also carried out a lot
of research on the dynamics of planetary transmission
systems. Zhou [7] studied the influence of crack pa-
rameters on dynamic characteristics by establishing a
finite element model. Wan [8] proposed a meshing
stiffness correction method based on the potential energy
method. (e dynamic model of a gear transmission
system with tooth root crack was established by using the
lumped parameter method, and the dynamic equation
was solved to obtain the dynamic response. In previous
planetary transmission dynamics analysis, the bearing
was simplified to the ideal constraint boundary, and the
bearing was simplified to a constant stiffness coefficient
spring, also ignoring the influence of the bearing time-
varying stiffness on the dynamic characteristics of the
transmission system. Bearings and gears are the key
components of the planetary transmission system. (e
dynamic characteristics of the bearings have an impor-
tant influence on the stability and service life of the
transmission system. Walters [9] proposed the dynamic
analysis model of the rolling bearing. (e dynamic model
of the rolling bearing was established, and the drag force
between the rolling element and the ferrule was obtained
by considering the four degrees of freedom of the rolling
element and the six degrees of freedom of the cage.
Harris and Kotzalas [10] considered the effect of elas-
tohydrodynamics on the basis of quasi-static analysis and
improved the pseudostatic analysis method of rolling
bearings. In establishing the balance equations of the
rolling element, the cage, and the inner ring, the rolling
element’s revolution and bearing deformation parame-
ters are obtained.

Zhou [11] considered the time-varying stiffness of rolling
bearings, established the coupled dynamics model of MW-
class wind turbine gear transmission system by using the
lumped parameter method, obtained the inherent character-
istics of the transmission system, and solved the dynamics of
each bearing contact stress, but it does not consider the in-
fluence of the centrifugal force of the roller on the bearing
stiffness.Mohammed et al. [12] presents an investigation of the
performance of crack propagation scenarios, to compare these
scenarios from a fault diagnostics point of view. Park et al. [13]
proposes a variance of energy residual (VER) method, for
planetary gear fault detection under variable-speed conditions.

In the planetary gear transmission system, the dynamic
meshing excitation of the gear teeth is transmitted to the
casing through the bearing, causing vibration and noise of
the casing. (e dynamic characteristics of the bearing have
an important influence on the performance of the entire
transmission system. In the past, the scholars neglected the
influence of the mass of the rolling element and the cen-
trifugal force of the roller on the time-varying stiffness of the

bearing when studying the gear-bearing coupling dynamic
system. At the same time, the dynamic characteristics of the
faulty planetary transmission system were not studied. In
this paper, the planetary transmission systemwith tooth root
crack is taken as the research object. According to the Hertz
contact theory, considering the mass of the rolling element
and the effect of centrifugal force, the time-varying bearing
stiffness model is established. At the same time, the time-
varying bearing stiffness, the transmission error, and the
time-varying meshing stiffness of the cracked gear are in-
troduced. (e gear-bearing coupling dynamics model with
crack is established. (e influence of time-varying bearing
stiffness on the dynamic characteristics of the gear trans-
mission system is analyzed. (e influence of crack failure on
the dynamic characteristics of the gear is explored, which
provides a more detailed mathematical method for the fault
diagnosis and vibration control of the planetary gear
transmission system.

2. Dynamic Model of Planetary Gear System

(e dynamic characteristics of the planetary gear trans-
mission system are affected by many factors. (e me-
chanical model is simplified, as shown in Figure 1. It is
assumed that the three planet gears in the planetary
transmission system are evenly distributed along the
circumference, and the geometric parameters and phys-
ical parameters of the three planet gears are the same. (e
engagement between the gear pairs is simplified to a
spring with time-varying stiffness. Considering the gear
meshing error, the time-varying bearing stiffness of the
bearing, and the time-varying meshing factor of the gear,
the planetary gear translation-torsion dynamics model is
established by the lumped parameter method. Each
component has 2 translational degrees of freedom and 1
torsional degree of freedom, and the model has 18 degrees
of freedom.
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Figure 1: Mechanical model of planetary gear system.
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Ring:
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N

n�1
crn

_δrn + krnδrn􏼐 􏼑sinψrn + crx _xr + krxxr � 0,
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N

n�1
crn
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N

n�1
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rr

,
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Sun:

ms €xs − 2ωc _ys − ω2
cxs( 􏼁 − 􏽘

N

n�1
csn

_δsn + ksnδsn􏼐 􏼑sinψsn + csx _xs + ksxtxs � 0,
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N

n�1
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Planet:

mpn
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cζn􏼐 􏼑 − csn
_δsn + ksnδsn􏼐 􏼑cos αs − crn

_δrn + krnδrn􏼐 􏼑cos αr − cpn
_δnr − kpnδnr � 0,

mpn €ηn + 2ωc
_ζn − ω2

cηn􏼐 􏼑 − csn
_δsn + ksnδsn􏼐 􏼑sin αs + crn
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where δsn is the elastic deformation of the sun gear and the
nth planet gear on the meshing line:

δsn � −xs sinψsn + ys cosψsn − ζn sin αs − ηn cos αs

+ us + un + esn,
(2)

where δrn is the elastic deformation of the ring and the nth
planet gear on the meshing line:

δrn � yr cosψrn − xr sinψrn − ζn sin αr − ηn cos αr

+ ur − un + ern,
(3)

where δnr is the projection of the planet carrier in the ζ
direction relative to the nth planet gear:

δnr � xc cosψn + yc sinψn − ζn, (4)
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where δnt is the projection of the planet carrier in the η
direction with respect to the nth planet gear:

δnt � −xc sinψn + yc cosψn + uc − ηn, (5)

where ψsn �ψn − αs, ψrn �ψn+ αr, ψn is the position angle of
the nth planet gear, αr is the meshing angle between the ring
and the planet gear, and αs is the meshing angle between the
sun gear and the planet gear.

(e dynamic equations of the various components
established above are collated. (e dynamic equations of the
planetary transmission system can be expressed in the form
of a matrix. (e dynamic equation of the transmission
system can be expressed as follows:

M €x + ωcG _x + Kb + Km − ω2
cKω􏽨 􏽩x � F + T, (6)

where G is the gyromatrix; Km is the meshing stiffness
matrix; Kω is the centripetal stiffness matrix; x is the gen-
eralized displacement matrix of the system; M is the gen-
eralized mass matrix of the system; Kb is the bearing support
stiffness matrix; Km is the meshing stiffness matrix; T is the
external load of the system; and F is the internal excitation.

3. Time-Varying Stiffness Model of Bearing

In order to simplify the calculation, it is assumed that the
steel ball rotates at a constant speed and the movement
between the inner and outer rings of the bearing is pure
rolling. Regardless of the oil film stiffness under bearing
lubrication, the bearing stiffness of the bearing can be an-
alyzed according to Hertz contact theory.

As shown in Figure 2, during the movement of the
bearing, the inner and outer rings of the bearing are sub-
jected to the weight of the roller and the centrifugal force.
(erefore, the forces of the contact between the roller and
the inner and outer rings of the bearing are different. (e
contact force Qo between the roller and the outer ring is as
follows:

Qo � Q − mg sinφk + mRpω
2
c ,

ωc �
π 1 − Db/Dp􏼐 􏼑cos β􏼐 􏼑ns

60
,

(7)

where ωc is the angular velocity of the cage, Q is the load on
the inner ring of the bearing, m is the mass of the steel ball.
(e radius of the circle where the geometric center of the
roller is located is Rp,Db is the diameter of the roller, ns is the
rotational speed of the shaft, and β is the contact angle.

According to Hertz contact theory, the relationship
between the contact force Q of the rolling bearing steel ball
and the elastic approaching amount δ can be expressed as
follows:

Q � Kcδ
3/2

, (8)

where Q is the contact load of the steel ball and Kc is the
Hertz contact stiffness.

According to the force balance condition, the compo-
nent forces fx and fy of the bearing x and y directions are
equal to the sum of the component forces of the load Qk of

each roller in the x and y directions, and fx and fy can be
expressed by the following formulas:

fx � 􏽘
N

k�1
Qk cos φk( 􏼁,

fy � 􏽘
N

k�1
Qk sin φk( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

(e radial stiffness kb of the bearing is

kb � 􏽘

N

k�1
Kk cosφk􏼂 􏼃, (10)

where Kk is the contact stiffness of the kth roller.
(e relevant parameters of the rolling bearing in the

planetary transmission system are shown in Table 1. (e
bearingmaterial is bearing steel, which is solved according to
the time-varying bearing stiffness model of the rolling
bearing. Figure 3 shows the variation of the radial stiffness of
the bearing with the angle of the steel ball as the position
angle changes.

4. Effect of Crack on Gear Meshing Stiffness

During the movement of the gear, the root position will
produce a bending stress greater than other positions due
to the periodicity of the load, which will easily lead to the
occurrence of fatigue cracks in the gear teeth. When cal-
culating the gear meshing stiffness, the gear teeth are
generally considered be cantilever beams. (ere are five
kinds of stiffness in the gear meshing pair: Hertz contact
stiffness kh, bending stiffness kb, shear stiffness ka, and
radial compression stiffness ks [12]. In addition to the above
stiffness, there is also a matrix flexible stiffness kf of the
gear. When the gear is cracked, the surface contact area and
radial force of the gear are constant, so the Hertz contact
stiffness, radial compression stiffness, and matrix flexibility
of the gear are unchanged. (e gear meshing stiffness of the
crack mainly considers the bending stiffness and shears
stiffness.

In this paper, the planetary gearbox with tooth root crack
fault is taken as the research object. (e relevant parameters
of the planetary box are shown in Table 2. When the crack
tooth enters the meshing state, the meshing stiffness of the
cracked gear is calculated. Figure 4 shows the comparison of
the stiffness of a simulated crack occurrence (the tooth crack
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Figure 2: Bearing rolling element-ring model.

4 Mathematical Problems in Engineering



has an expansion angle αc of 60° and a crack depth q of
1.8mm.) when engaged with a healthy gear pair.

5. Dynamic Response and Analysis

5.1.ModalAnalysis of PlanetaryGears. (emodal analysis of
the gear-bearing coupling dynamics model of the above
mentioned planetary transmission system is carried out.

Regardless of the effect of damping, the average stiffness is
used instead of the time-varying stiffness, and the dynamic
equation is expressed as follows:

M €x + ωcG _x + Kb + Km − ω2
cKω􏽨 􏽩x � 0. (11)

(us, the n positive real roots ωi, which are the natural
frequencies of the system, could be determined. (e main
mode equation is

ω2
i Mϕi � Kb + Km􏼂 􏼃ϕi. (12)

(e planetary gears system has 18 degrees of freedom.
(e natural frequencies of the system are calculated, as
shown in Table 3, and the corresponding vibration modes
are shown in Figure 5. (ere are three kinds of vibration
mode: rigid mode, rotational modes (no repetitive fre-
quency, no translation only torsion), and translational
modes (there is a repetitive frequency, no torsion only
translation). (e phenomenon of 5 equivalent natural fre-
quencies (repetitive frequency) occurs in the system because
the geometrical and physical parameters of the planetary
gears in the transmission system are assumed to be the same,
resulting in a symmetrical type of the planetary transmission
stage. (e occurrence of repetitive frequencies causes dif-
ferent types of vibration to be induced at one frequency.

5.2.DynamicResponseAnalysis of Planetary System. In order
to deeply study the influence of sun gear root crack failure on
the dynamic characteristics of the planetary gear trans-
mission system. (is paper selects the fault model and fault-
free model of the sun gear crack 1.8mm. Considering the
time-varying meshing stiffness of healthy and tooth cracked
gears, the directional parameter method is used to establish
the translation-torsion dynamics modeling of the planetary
transmission system. (e dynamic equation is solved by
Runge–Kutta method. (e input torque of the system is
30Nm, and the dynamic response of the planetary trans-
mission system at 1000 r/min is analyzed. (e meshing
frequency of the transmission system is 334.68Hz, and the
bearing ball revolution frequency is 118.1Hz.

Figures 6–8 shows the vibration velocity response of a
healthy and root-cracked gear transmission component. As
shown in Figure 6, the peak velocity of the sun gear of the
healthy system is 5.25mm/s, and the peak velocity of the sun
gear with root crack fault transmission system is 8.77mm/s.
As shown in Figure 7, the peak velocity of the planet gear of
the healthy system is 2.83mm/s, and the peak velocity of the
sun gear with root crack fault transmission system is
3.95mm/s. As shown in Figure 8, the peak velocity of the
ring gear of the healthy system is 0.295mm/s, and the peak
velocity of the ring gear with the root crack fault trans-
mission system is 0.362mm/s.

(rough the comparison of the time domain waveform
of the healthy and faulty transmission systems, it can be seen

Table 1: Geometric parameters of the bearing.

Outer diameter D (mm) Inner diameter d (mm) Bearing width B (mm) Ball diameter Db (mm) Number of rolling elements nb
80 40 18 12 9
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Figure 3: Time-varying bearing stiffness.

Table 2: Parameters of planetary gearbox.

Parameter Ring Carrier Planet
gear Sun gear

Mass (kg) 10.12 2.7 0.45 0.8
Number of teeth 71 42.29 28
Base circle diameter
(mm) 150.12 112 20 59.2

Modulus (mm) 2.25
Engagement angle (°) 20°
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Figure 4: Time-varying meshing stiffness.
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Table 3: Natural frequencies of the system.

Vibration mode Natural frequencies (Hz)
Rigid mode f1 � 0
Rotational modes f2 � f3 �1104, f5 � f6 � 4595, f10 � f11 � 9286, f13 � f14 �15111, f16 � f17 � 21544
Translational modes f4 �1207, f7 � 4930, f8 � 5967, f9 � 6467 f12 �10421, f15 �17898, f18 � 23060

(a) (b) (c)

Figure 5: Vibration modes of planetary transmission system: (a) rigid mode, (b) rotational mode, and (c) translational mode.
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Figure 6: Vibration velocity response of the sun gear. (a) Healthy planetary transmission system. (b) Faulty planetary transmission system.
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Figure 7: Vibration velocity response of planet gear. (a) Healthy planetary transmission system. (b) Faulty planetary transmission system.
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Figure 8: Vibration velocity of ring. (a) Healthy planetary transmission system. (b) Faulty planetary transmission system.
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that a periodic shock signal appears in the time domain
waveform diagram of the faulty system compared to the
healthy transmission system. (e occurrence of sun gear
cracks causes the gear teeth of the cracks to reduce the
meshing stiffness, whichmakes the vibration velocity the sun
gear, the planet gears, and the ring in the system increase
significantly, which aggravates the vibration of the planetary
transmission system.

(e spectrum analysis of the vibration velocity response
of the sun gear in the y direction of the transmission system
is performed. Figures 9 and 10 are the spectrum diagrams of
the vibration velocity response of the healthy and the tooth
root crack faulty transmission system. As shown in Figure 9,
in the spectrum diagram of the healthy transmission system,
the meshing frequency of the transmission system is
334.7Hz, and the bearing ball revolution frequency is
118.4Hz, and the meshing frequency fm is mainly dominant,
and the peak of the first frequency is relatively high. At the
same time, a sideband appears on both sides of the meshing
frequency, and the distance of the sideband from the
meshing frequency is the frequency at which the ball
revolves.

Compared with healthy gears, sidebands appear around
the meshing frequency in the spectrum of root crack failure,

as shown in Figure 10. (is is because the sun gear shaft
frequency fs produces a frequency modulation effect on the
meshing frequency. (e distance between the sideband and
the meshing frequency is nfs (n� 1, 2, 3, . . .). At the same
time, the amplitude of the meshing frequency of the system
increases.

6. Experimental Analysis

Taking the planetary transmission gearbox as the ex-
perimental object, the test was carried out on the
planetary gearbox with the sun gear root crack failure.
(e test bench and measurement points are shown in
Figure 11. Measuring points 1–3 are set on the output
bearing, ring gear, and input bearing, respectively. (e
vibration acceleration signals of the healthy and faulty
transmission systems are acquired and the vibration
signal in the z direction of the measuring point 1 are
shown in Figure 12.

(e spectrum of the vibration acceleration signals are
shown in Figure 13. In the spectrum diagram of the healthy
transmission system, the meshing frequency fm and its
multiplication are mainly dominant; the meshing frequency
of the system is 334.6Hz, and the frequency of the bearing
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Figure 9: Spectrum diagram of sun gear. (a) Spectrum of healthy signal. (b) Spectrum refinement of healthy signals.

1 2 3 4 5
Frequency (Hz)

×103

1.5

1

0.5

0
0

Ve
lo

ci
ty

 (m
m

·s–1
)

(a)

100 200 300 400 500
Frequency (Hz)

0.12

0.08

0.04

0

Ve
lo

ci
ty

 (m
m

·s–1
)

fm – 2fs

fm – 3fs fm + 3fs

fm

(b)
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steel ball is 118.9Hz. At the same time, a sideband having a
carrier frequency fc as a modulation signal appears around
the meshing frequency.

Because the influence of the vibration signal transmis-
sion path is not considered, there is no sideband caused by
the frequency fc modulation of the carrier around the
meshing frequency, and the spectrum of the actual vibration
signal is slightly different.

As shown in Figure 14, the spectrum of the vibration
response of the fault-containing system is obtained. (e
amplitude of the faulty system spectrum is larger than that of
the healthy system. (e meshing frequency of the system is
334.6Hz. (e sideband of the sun frequency fs is modulated
around the meshing frequency. (e correctness of the
simulation model is verified.
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7. Conclusions

(e gear-bearing coupling dynamics model of the planetary
transmission system is established by using the lumped
parameter method.(e natural characteristics analysis of the
system is carried out, and the influencing factors such as the
time-varying parameters of the meshing stiffness and the
bearing stiffness are considered. (e dynamic characteristics
of the planetary transmission system are calculated and
simulated. (e system dynamic response and frequency
domain characteristics are obtained by theoretical analysis
and bench test. (e next work is to analyze the influence of
design and operation parameters on system dynamics, so as
to propose effective methods for controlling system vibra-
tion. (e specific conclusions are as follows:

(1) Based on the analytical method, the natural fre-
quency and modal characteristics of the gear
transmission system are obtained. (e natural fre-
quencies of the system are mainly concentrated in
the 1104 to 23060Hz.

(2) By solving the dynamic model and comparing and
analyzing the vibration response of the transmission
system, it is shown that the vibration of the trans-
mission system increases due to the influence of the
root crack. In the frequency domain, in the middle of
the spectrum of the faulty transmission system, a
sideband occurs around the meshing frequency. (is
is because the frequency shift fs of the sun gear has a
modulation effect on the meshing frequency fm.

(3) (rough the bench experiment, we can find the
sidebands generated by the modulation of the carrier
frequency fc, in the spectrogram of the vibration
acceleration of the faulty system, and also there are
sidebands generated by the frequency fs modulation
of the sun gear. (e experimental results verify the
correctness of the mathematical model. It also guides
the future direction to control nonlinear dynamics of
the planetary gear system.

Data Availability

(e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Acknowledgments

(is work was supported by the National Natural Science
Foundation of China (Grant no. 51965025).

References

[1] Q. Zhu, L. Liu, S. Li, and W. Zhang, “Control of complex
nonlinear dynamic rational systems,” Complexity, vol. 2018,
Article ID 8953035, 12 pages, 2018.

[2] Q. M. Zhu, D. Y. Zhao, and J. Zhang, “A general U-block
model-based design procedure for nonlinear polynomial
control systems,” International Journal of Systems Science,
vol. 47, no. 14, pp. 1–10, 2016.

[3] G. Bonori and F. Pellicano, “Non-smooth dynamics of spur
gears with manufacturing errors,” Journal of Sound and Vi-
bration, vol. 306, no. 1-2, pp. 271–283, 2007.

[4] F. Chaari, T. Fakhfakh, and M. Haddar, “Analytical modelling
of spur gear tooth crack and influence on gearmesh stiffness,”
European Journal of Mechanics—A/Solids, vol. 28, no. 3,
pp. 461–468, 2009.

[5] Y. Guo and R. G. Parker, “Dynamic modeling and analysis of a
spur planetary gear involving tooth wedging and bearing
clearance nonlinearity,” European Journal of Mechanics—A/
Solids, vol. 29, no. 6, pp. 1022–1033, 2010.

[6] Z. Chen and Y. Shao, “Dynamic simulation of planetary gear
with tooth root crack in ring gear,” Engineering Failure
Analysis, vol. 31, no. 9, pp. 8–18, 2013.

[7] Q. Zhou, A Dynamic Analysis and Numerical Simulation of
Cylindrical Spur Gear and Crack Fault, Ph.D thesis, Taiyuan
University of Technology, Taiyuan, China, 2008.

[8] Z. Wan, “Time-varying mesh stiffness algorithm correction
and tooth crack dynamic modeling,” Journal of Mechanical
Engineering, vol. 49, no. 11, p. 153, 2013.

[9] C. T. Walters, “(e dynamics of ball bearings,” Journal of
Tribology, vol. 93, no. 1, pp. 1–10, 1970.

[10] T. A. Harris andM. N. Kotzalas,Advanced Concepts of Bearing
Technology: Rolling Bearing Analysis, CRC Press, Boca Raton,
FL, USA, 5th edition, 2007.

[11] Z. G. Zhou, Study on Dynamics and Time-dependent Reli-
ability of Gear Transmission System of Wind Turbine under
Random Wind Conditions, Ph.D thesis, Chongqing Univer-
sity, Chongqing, China, 2012.

[12] O. D. Mohammed, M. Rantatalo, J. O. Aidanpää, and
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In this paper, a discrete and continuous body coupling algorithm is used to study the dynamic contact characteristics between
ballasts and between ballasts and track structures. Firstly, the three-dimensional fine modeling of ballast particles is realized based
on the three-dimensional laser scanning method, and then through the discrete and continuum coupling algorithm from the
micro-macro point of view, a multiscale and unified particle-track structure coupling model is established. Based on the coupling
model, the macro- and microdynamic characteristics of the ballast bed and the mechanical characteristics of the track structure
under the dynamic load of high-speed trains with different driving speeds are studied. It is shown that the cumulative settlement of
the ballast bed is directly proportional to the contact force and rotation speed of the ballast, and the faster the driving speed is, the
greater the cumulative deposition speed and cumulative settlement of the ballast are. +e contact force between the ballast and
sleeper mainly comes from the bottom of the sleeper, and its contact force and contact strength increase with the increase of
driving speed.

1. Introduction

Ballasted track is an important part of the track structure of
high-speed railway, which has the advantages of good
elasticity, easy maintenance, and fine noise absorption. As a
key part of the ballast track structure, the ballast bed is
mainly composed of crushed stone ballast, which directly
suffers the train load transmitted by sleepers. With the in-
crease of train speed, the train load and frequency of track
structure expand, which accelerates the accumulated de-
formation and uneven settlement of the ballast bed [1]. +e
deterioration of the ballasted track bed increases the track
irregularity and enhances the wheel rail power. +e vicious
cycle formed by the two will directly affect the service status
of the track structure and the safety and ride comfort of train
operation. +erefore, many studies have been carried out on
the interaction between the ballast bed and track structure.

In terms of experimental research, Kaynia et al. [2]
studied the test results of ground and subgrade vibration
response when high-speed trains pass on the southern line of
Sweden and proposed the evaluation model of ground and

subgrade vibration at different positions. Shaer et al. [3] built
a 1 : 3 scale track model to study the deformation and set-
tlement characteristics of the ballasted track under repeated
load and pointed out the correlation between track settle-
ment and sleeper vibration acceleration. Ishikawa et al. [4]
studied the distribution characteristics of internal stress of
subgrade and the development law of track settlement under
changeful load through an 1 : 5 indoor model test of the
ballasted track. Koike et al. [5] used the 1 : 5 shrinking test
model to test the lateral resistance of six different types of
sleepers. Kennedy [6] established a full-scale test model
system (GRAFT) for ballasted track and subgrade, studied
the influence of subgrade deformation modulus on the
subsidence of the ballasted track, and proposed a prediction
method for the subsidence of the ballasted track with load
amplitude, subgrade deformation modulus, and other fac-
tors. Jing et al. [7] carried out field tests to compare and
analyze the lateral resistance of type III sleepers under
different geometric sections of the ballast bed and the lateral
resistance of ladder sleepers under different ballast shoulder
widths of the ballast bed. In addition to the track model, the
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loading system is also important for the test. Among them,
Faghihi Kashani et al. [8], Momoya et al. [9], and Yu et al.
[10] use the actuator controlled by hydraulic servocontrol
system to load. +e hydraulic servosystem is a nonlinear
system; in order to achieve the accuracy and stability of
dynamic wheel load simulation, it is necessary to adopt
efficient control methods. As a new control method,
U-model is an effective method for the nonlinear control
system design [11]. For U-model research, by Zhu et al. [12],
the first and second feedback adaptive control platforms of
the nonlinear system are established based on U-model. At
the same time, a U-neural network (U-NN) structure is
proposed to facilitate the design and control of all dynamic
systems modeled by linear/nonlinear polynomials/state
space equations [13]. In addition, Geng et al. [14] proposed a
predictive control scheme based on U-model, which solves
the problem of input delay in nonlinear systems.

As it is difficult to analyze themicrocosmic cosmic contact
characteristics between multilayer heterostructures by ex-
periments, numerical simulation is also used to perform the
research work. Based on the discrete element method, Lobo
Guerrero and Vallejo [15] established a two-dimensional
discrete element model of the sleeper track bed to study the
impact of ballast breaking on track settlement and analyze the
change of force chain distribution of the granular track bed
and the process of ballast breaking under cyclic load. Based on
the finite element analysis method, Shaer et al. [3] studied the
relationship between the ballast deformation and the track
settlement from the overall structure. In [16], based on the
Bernoulli-Euler beam theory in the finite element method, the
meshless method is used to analyze the deformation of the
beam element. Kabo [17] used the finite element method to
establish an overall model of the ballast bed and studied the
influence of the ballast shoulder form on the lateral resistance
of the ballast bed. In [18], based on dynamic theory and finite
element method, five different track models are established to
study the mechanical properties of the ballasted track under
high-frequency load. Gao et al. [19] established the three-
dimensional model of the ballast bed and sleeper by the
discrete element method and studied the influence of im-
portant factors such as ballast slope, thickness, top width, and
shoulder height on the cross-section size of the ballast bed.

+e ballast bed is of discrete material, but the track
structure is of continuous medium. When analyzing the
interaction between the ballast bed and track structure, it is
impossible to use a single discrete element method or finite
element method to analyze the interaction between the track
structure and the track structure. +erefore, to address the
coupling dynamics, many scholars, e.g., Gao and Xu [20]
and Ngo et al. [21], built the numerical model of the granular
ballast soil subgrade based on the coupling algorithm of
discrete element and finite difference, analyzed the interface
stress of its interaction, and verified the correctness of the
model through the field measurement results. Dowding and
Gilbert [22], Michael et al. [23], and Nishiura et al. [24]
established the coupling models of the bulk track bed and
track structure by means of the coupling method of discrete
element and finite element to study the mechanical char-
acteristics of the ballasted track. +e coupling of the discrete

element, the finite element, and the finite difference method
provides a new method for studying the interaction between
the ballast and the track structure. However, these above-
mentioned results are still far from the mature one. Spe-
cifically, in viewing the current research results, they mainly
suffer from the following problems: (1) the numerical model
is mostly based on two-dimensional dynamics and some
three-dimensional calculation models are all scaled models;
(2) the major objective is on the interaction between the
ballast bed and the lower subgrade foundation, while only
few of them focus on the interaction between the ballast bed
and the upper track; and (3) the calculation process does not
consider the adjacent sleepers, such that it cannot fully
simulate the high-speed moving train load.

In view of the abovementioned deficiencies, this work first
utilizes the laser scanning method to form the ballast model,
and then based on the discrete and continuum coupling al-
gorithm, we establish the coupling solutionmodel of the ballast
bed and upper track structure with three sleepers in the contact
layer between the track bed and the track structure, and the
contact force of the discrete element and the displacement
information of the nodes of the finite element mesh are
transmitted continuously.+us, themechanical coupling of the
multilayer medium structure can be realized. On this basis, the
distributed control loading mode is adopted to load the cyclic
load with a certain phase difference on the three sleepers to
simulate the moving load of the high-speed train. +e me-
chanical characteristics andmicromechanism of the ballast bed
and continuous track structure under the dynamic load of
high-speed train are studied, and the rationality of the model is
verified by comparing with the existing research results. +e
relevant conclusions can provide scientific basis for the design
and regulation of the ballasted track, and the model can also
provide a reference for the further design of the test model and
the design of the corresponding loading control system.

2. The Principle of Discrete-Continuous
Medium Coupling Algorithm

In this paper, the coupling simulation model of the track
structure and bulk track bed is established to simulate the
interaction between the track structure and track structure
under the cyclic load of train. In the process of analysis, the
key point is the transfer of mechanical parameters between
the discrete track bed and the continuous track structure on
the coupling contact surface. Figure 1 shows the transfer
mode of mechanical parameters in the coupling process.

+e basic kinetic equation of particles in the figure is [25]
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(1)

where mi is the mass of particles, Ji is the moment of inertia
of particles, ri and θi are the center position and angle vector
of particles, Fij is the force exerted on particle i by contacting
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particle j, qij is the moment from force Fij to the particle
centroid i, Ri and Ki

e are the external forces and moments on
particle i, respectively, Ni is the number of particles in
contact with i, and N is the total number of particles in the
system.

+e equilibrium equation of continuum is as follows:

Mu
··

� − (Cu
·

+ Ku) + Fe, (2)

where u
··
, u

·
, and u represent, respectively, acceleration, ve-

locity, and displacement of continuum nodes, M, C, and K

are the mass, damping, and stiffness matrices, respectively,
and Fe is the node load.

Since the contact force on the coupling surface is usually
not located on the nodes of the finite element mesh, the
difference method of type row number is used to transfer the
contact force from the discrete element domain to the finite
element domain. In the finite element analysis of the track
mechanism, the 8-node hexahedron isoperimetric element is
used tomesh, and the virtual work of the contact force on the
contact surface is

δW � δU
T
P, (3)

where P is the contact force on the coupling contact surface
and U is the displacement vector at the contact point, which
is obtained by interpolation of node displacement and type
function as follows:

U � N
8
i ui, i � 1 ∼ 8, (4)

where N8
i is the shape function of the 8-node parameter

element at the contact point and ui is the node displacement
of element.

+e virtual work of the equivalent node force at the node is

δWe � δuiFe, (5)

where Fe is the equivalent joint force and δW � δWe can be
obtained from the principle of virtual work so that the
equivalent nodal force is given as follows:

Fe � N
8
i􏽨 􏽩

T
P, i � 1 ∼ 8, (6)

with

Ni(ξ, η, ζ) �
1
8

1 + ξξi( 􏼁 1 + ηηi( 􏼁 1 + ζζ i( 􏼁, i � 1, 2, 3, . . . , 8,

(7)

where ξi, ηi, and ζ i are the coordinate values of the node
(ξi, ηi, ζ i), (i � 1, 2, 3, . . . , 8) in the local coordinate system,
which can be taken as 1 or − 1.

3. Coupling Model of Ballast Bed and Track
Structure of High-Speed Railway

3.1. Establishment of*ree-DimensionalModel of Fine Ballast
Particles. +e shape of ballast particles affects the me-
chanical properties of the particles. +e reasonable de-
scription of the shape of ballast particles is the key to realize
the numerical simulation of the ballast bed. In order to
establish a discrete element model that can simulate the real
shape of the ballast, a three-dimensional laser scanning
platform composed of a computer, a laser scanner, and a
rotating platform is built to obtain the real shape of the
ballast, as shown in Figure 2. +e scanning range of the laser
scanner is 200× 320×180mm, the scanning accuracy is
higher than 0.05mm, and the average point distance is
0.075mm. Previous studies have shown that when the
number of selected typical ballast particles is more than 10,
the impact of increasing the number of particle shape
samples on the simulation accuracy can be ignored [26].
+erefore, in this paper, 12 kinds of typical ballast particles
are selected from a batch of high-speed railway ballast
particle samples for fine modeling, and Figure 3 shows one
of the typical ballast particle modeling process.

According to Figure 3, the modeling process of ballast
particles is as follows. Firstly, the particle surface point cloud
image is obtained through the three-dimensional laser
scanning platform for ballast particles shown in Figure 2.
+en, according to the point cloud of the particle surface
obtained by scanning, the closed grid of the particle surface
is constructed to realize the reconstruction of ballast ge-
ometry. Finally, the geometric profile of ballast particles is
filled. At present, there are two forms of three-dimensional
ballast particles: spherical cluster particles and bonded
particles. +e bonding particles can consider ballast

Force boundary conditions

Displacement boundary
conditions Solving the basic equations of particle

dynamics 

Renewal continuum
stress and strain

Solution of stress and strain of
continuum

Update continuum
velocity and

displacement

Renewal of
particle stress

Solving contact force according to contact
model

Solving the equilibrium equation

Update particle position
and contact relationship 

Figure 1: Coupled solution process of discrete-continuous medium.
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crushing, but for the full-scale simulationmodel, the amount
of calculation is too large. +erefore, this paper uses mul-
tiball cluster particles to simulate the ballast. When the
spherical cluster model is established, the grid coordinate
information is obtained by meshing, and the appropriate
spherical element radius for filling is selected according to
the grid size, and then the ballast particle spherical cluster
model is established by API program based on the grid
coordinates and spherical element radius.+e other 11 kinds
of typical ballasts are finely modeled according to the
modeling method shown in Figure 3, and the ballast particle
geometric profile and ball cluster model are obtained, as
shown in Figure 4.

In addition, the model of ballast sphere cluster can be
simplified by increasing the mesh size and the radius of
sphere element used for filling. It reduces the number of
spheres that make up the ballast particles, reduces the
number of contact search and judgment of particles in the
calculation process, and improves the calculation efficiency.
Figure 5 shows the comparison before and after simplifi-
cation of the ballast particle cluster model.

3.2.CouplingModelofBallastBedandTrackStructureofHigh-
Speed Railway. +e number of spheres in the spherical
cluster model in Figure 4 is reduced without affecting the
geometric shape of the particles. According to the special
ballast particle gradation curve shown in Figure 6, typical

shape particles are randomly generated into ball cluster
models with different particle sizes, and the coupling model
of high-speed railway ballast track and track structure is
established, as shown in Figure 7. When the train passes, the
area of vertical dynamic wheel load is mainly concentrated in
the area covered by three sleepers under the axle, which
bears more than 85% of the load [27]. +erefore, in order to
simulate the force effect of adjacent sleepers and eliminate
the influence of displacement boundary, the simulation
analysis model established includes at least three sleepers.
+e fixed wall boundary is set at the bottom and side of the
ballast bed, respectively, while the top surface and slope of
the ballast bed are free boundary. In addition, in order to
truly represent the shape and corner features of the sleeper,
the wall is used to simulate the sleeper.

High-speed railway requires that the ballast should be
made of super granite and the sleeper should be type III
concrete sleeper. +e physical parameters of the ballast and
sleeper are shown in Table 1.

Due to the ball cluster model used to simulate ballast
particles, there is no sticky spherical surface in ballast
particles and the simulated ballast bed is in a state of no dirt.
+erefore, the contact between ballast particles and between
ballast and geometry is a general contact. +erefore, in this
paper, the Hertz–Mindlin (no-slip) contact model is used to
simulate the contact between ballast particles, as well as
between the ballast and sleeper and boundary. +e specific
contact parameters are shown in Table 2.

Computer

Laser scanner Ballast particles

Rotating platform

Figure 2: +ree-dimensional laser scanning platform for ballast particles.

(a) (b) (c) (d)

Figure 3: Modeling process of ballast particles: (a) true shape of ballast particles, (b) point cloud image of the ballast particle surface, (c)
outer boundary of ballast particles, and (d) model of ballast particle cluster.
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4. Moving Load Simulation and Control Loading
Mode of High-Speed Vehicle with Ballast Bed

In this paper, the CHR2 type high-speed train in China is
taken as the research plant, the track irregularity of Qin-
huangdao Shenyang passenger dedicated line is taken as the
excitation, and the vertical coupling dynamic model of the
high-speed train ballasted track described in reference [28]
is used to calculate the fulcrum force acting on the rail

when the EMU operates at speed of 160 km/h, 200 km/h,
250 km/h, 300 km/h, and 350 km/h, respectively. +rough
the abovementioned calculation, the rail fulcrum ampli-
tudes corresponding to different speeds are 24.8 kN, 25 kN,
25.4 kN, 26 kN, and 28.8 kN, respectively. Figure 8 is the
schematic diagram of the middle car body of the CHR2
high-speed train set. It can be seen from Figure 8 that the
distance between the two bogies in the middle car is
17500mm, and the distance between the bogie and both
ends of the car is 3500mm. In order to accurately simulate
the train load, the distance between the two bogies is used
as the train load interval. +erefore, the train passing
frequencies corresponding to the abovementioned speeds
are obtained by equation f � v/L, which are 2.54Hz,
3.17Hz, 3.97Hz, 4.76Hz, and 5.56Hz. In the formula, f is
the passing frequency, v is the driving speed, and L is the
distance between the bogies. Given the amplitude of rail
fulcrum force and train passing frequency, the curve of
train cyclic load can be obtained, considering the load
phase difference of adjacent sleepers, and the train cyclic
load curve of three sleepers in 1 s under the speed of
250 km/h is shown in Figure 9.

+e controlled loading mode of the moving load of the
high-speed vehicle is shown in Figure 10. As can be seen
from Figure 10, when the vertical wheel load of the train acts
directly above the middle sleeper, the loading forces shared
by the three sleepers are F1, F2, and F3, respectively. G1, G2,
and G3 in the picture represent the weight of the three
sleepers, respectively. When the high-speed train passes

Figure 4: Geometric profile and ball cluster model of typical ballast particles.

(a) (b)

Figure 5: Comparison of the ballast ball cluster model before and after simplification: (a) particle cluster model and (b) simplified particle
cluster model.
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through the ballast bed, the moving wheel load acting on the
sleeper through the rail is the moving load. +e distributed
control loading mode is adopted to realize the independent
control of the loading force, and the phase difference of the
loading forces F1, F2, and F3 of the adjacent sleepers is
controlled by writing the loading program so that the
moving loading of trains with different speeds can be
completed. In addition to the moving load transmitted by
the sleeper, the ballasted bed also bears the weight of the
sleeper, so a servo is introduced to apply gravity to the wall
sleeper in the process of calculation.

5. Mechanical Characteristics of Ballasted
Bed of High-Speed Railway

5.1. Dynamic Characteristics and Settlement of Loose Ballast
Bed

5.1.1. Dynamic Characteristics of Ballast Contact Force under
Dynamic Load of High-Speed Train. In order to study the
change of ballast contact force in the ballast bed when the
high-speed train passes, Figure 11 shows the spatial distri-
bution of ballast contact force vector before the train passes
and when the train passes at 200 km/h, 250 km/h, and
300 km/h. Figure 11(a) shows the spatial distribution of the
ballast contact force vector in the track bed before the train
passes. Figures 11(b)–11(d), respectively, show the spatial
distribution of the ballast contact force vector when the train
passes at 200 km/h, 250 km/h, and 300 km/h. In the figure,
the direction of the solid line segment indicates the contact
force direction of the ballast, and the color of the solid line
segment indicates the contact force. It can be seen from
Figure 11(a) that the contact force of the ballast in the ballast
bed is evenly distributed before the train passes through,
only a small amount of large contact force appears under the
sleeper, and the contact force of the ballast before loading is

Sleeper
Ballast track bed

Wall boundary

x

y

z

(a)

x

y

z

(b)

Figure 7: Coupling model of the ballasted bed and track structure of high-speed railway: (a) general view and (b) main view.

Table 1: Physical parameters of the ballast and sleeper.

Physical parameters Ballast Type III concrete sleeper
Density (kg·m− 3) 2700 2000
Poisson’s ratio 0.25 0.25
Shear modulus (Pa) 1.0×1010 1.44×1010

Table 2: Contact parameters of the discrete element model.

Contact parameter Between ballast particles Between ballast particles and sleeper and side boundary
Restitution coefficient 0.6 0.6
Coefficient of static friction 0.8 0.86
Dynamic friction coefficient 0.1 0.03

3500mm17500mm3500mm

Figure 8: Cyclic load curve of train with speed of 250 km/h.
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very small because the ballast bed is not compacted before
loading. It can be seen from Figures 11(b)–11(d) that the
train passes at a certain speed, the ballast contact force inside
the ballast bed is not evenly distributed, and the contact force
is mainly distributed on the bottom of the sleeper, and the
direction is spread in the form of trapezoid downward,
which is basically consistent with the previous research
[29].+e contact around the sleeper is relatively large, but the
contact force is mainly distributed in the shallower position
directly below the sleeper. With the increase of the depth of
the ballast bed, the contact force of the ballast decreases
continuously, which shows that the ballast bed can disperse
and reduce the train load. +e higher the driving speed, the
more uneven the spatial distribution of the contact force
vector of the ballast in the track bed, and the contact force
increases with the increase of speed.

At different speeds, the maximum and average contact
force of ballast in the ballast bed is shown in Figure 12. As it
can be seen from Figure 12, there is a significant difference
between the maximum contact force and the average contact
force between ballasts, mainly because the ballast particles of
the ballast shoulder are generally at rest when the train

passes.+e results show that themaximum contact force and
average contact force of the ballast increase with the increase
of speed. When the driving speed is 160 km/h, the maximum
contact force of ballast is 7372.1N, and the average contact
force is 3.13N. When the driving speed is 250 km/h, the
maximum contact force of the ballast is 7425.3N, and the
average contact force is 3.20N, increasing by 0.72% and
2.2%, respectively. When the driving speed increases to
350 km/h, the maximum contact force of the ballast is
7647.0N, the average contact force is 10.0N, the maximum
contact force increases by 3.73%, and the average contact
force increases by 3.2 times. +e abovementioned analysis
shows that the higher the driving speed is, the greater the
contact force of ballast will be. When the driving speed
reaches 250 km/h, the growth rate of contact force will be
high rapidly.

5.1.2. *e Change of Ballast Angular Velocity under Dynamic
Load of High-Speed Train. +e rearrangement of ballast
particles is the main factor affecting the stability of the ballast
bed and also the direct factor causing the settlement of the
ballast bed. +e rearrangement of ballast particles is mainly
due to the contact sliding and rotation between ballast par-
ticles, in which the relative rotation angular velocity of ballast
particles describes the overall rotation angle of ballast particles.
Figure 13 shows the change of ballast rotation angle speed
under different driving speeds when the load reaches the peak
value. It can be seen from the figure that the greater the train
speed, the greater the average speed of the ballast. When the
running speed varies from 160 km/h to 300 km/h, the average
speed of the ballast changes slowly.When the speed is 350 km/
h, the ballast speed increases significantly. From the figure, due
to the discreteness of the ballast bed, the maximum velocity of
ballast particles has no obvious rule.

5.1.3. Effect of Driving Speed on Cumulative Settlement of
Ballast Bed. +e ballast will produce movement and defor-
mation during the train load cycle, which will lead to the
settlement of the ballast bed. +e uneven settlement of track
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passes at 250 km/h, and (d) when the train passes at 300 km/h.
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bed leads to track irregularity, which directly threatens the
safety of train operation. +e running speed of high-speed
train is one of the main factors affecting the stability of the
ballasted track so that it is necessary to study the settlement
characteristics of ther ballast bed from the aspect of train
running speed. In the couplingmodel established in this paper,
the wall is used to simulate the sleeper and endow the sleeper
with weight so that the sleeper is in the direct contact with the
ballast, and the settlement of the track bed can be expressed by
the vertical settlement of the sleeper. In order to ensure the
reliability of the results, the settlement of the middle sleeper in
the vertical direction is selected to represent the ballast set-
tlement, and the relationship between driving speed and
ballast cumulative settlement is obtained, as shown in
Figure 14. It can be seen from Figure 14 that the larger the
driving speed is, the faster the accumulated settlement and
settlement speed of the ballast bed will be. As the ballast bed is
not compacted in the layers, the settlement of the ballast bed is
large at the initial stage of loading.With the increase of loading
times, the settlement speed of the ballast bed becomes slow.

To sum up, the running speed of high-speed trains di-
rectly affects the force chain distribution, the contact force
size, and the relative rotation speed of ballast particles in the
ballast bed, and the greater the running speed, the greater the
contact force and rotation speed between the ballast.
However, the mutual movement of ballast particles leads to
the settlement of the ballast bed so that the larger the driving
speed is, the greater the accumulated deposition speed and
the accumulated settlement of ballast bed are.

5.2.*eForceActing on theTrack Structure and the Settlement
Characteristics of the Track Bed

5.2.1. Analysis of Contact Characteristics between Sleeper and
Ballast. When the high-speed train is running, there will be
interaction between the sleeper and ballast under the action
of train load.+e coupling model of the ballast bed and track
structure was established to analyze the contact between the
sleeper and ballast at different running speeds.

Figure 15 shows the contact between the ballast and the
sleeper when the load reaches the peak. In Figure 15, the
direction of the solid line segment indicates the direction of
contact force, and the color and thickness of the solid line
segment indicate the contact size. As it can be seen from the
figure, the number of contacts between the ballast and the
end face of the sleeper is the least, and the contact force is
also relatively small. Although there are many contacts on
the side of sleeper, the contribution to the resistance of the
ballast bed is relatively small. +e contact force between the
sleeper and ballast bed mainly comes from the bottom of the
sleeper, which is consistent with previous research results
[7].

Figure 16 shows the relationship between the number of
contacts and between the ballast and sleeper when the
driving speed is 250 km/h. It can be seen from the figure that
when the train passes, the ballast particles in the track bed
will rotate, slide, and rearrange continuously, which will lead
to the continuous fluctuation of the number of contacts

between the ballast and the sleeper. +e number of contacts
between the middle sleeper and the ballast is relatively low,
indicating that the resistance of the middle sleeper is less
than that of the other two sleepers. It shows that the wall
boundary has a significant influence on the sleeper, and the
scale model considering only one sleeper has limitations in
the process of calculation.

Figure 17 shows the relationship between the number of
contacts and between the ballast and intermediate sleeper
with time at different driving speeds. As it can be seen from
the figure, due to the lack of layered compaction of the
ballast, the number of contacts between the sleeper and the
ballast increases rapidly at the beginning of loading. When
the driving speed is 160 km/h, 200 km/h, 250 km/h, and
300 km/h, the contact number between the sleeper and
ballast is similar, and the change trend of the contact number
with time is stable. When the driving speed is 350 km/h, the
number of contacts between the sleeper and ballast is rel-
atively large, and the number of contacts changes greatly.
Due to the discrete characteristics of ballast bed, the number
of contacts between the ballast and sleeper has no obvious
rule under different driving speeds, and it proves the dis-
creteness of contact between the sleeper and ballast bed.

5.2.2. Analysis of Contact Strength between Sleeper and
Ballast Bed. +e contact strength between the sleeper and
ballast bed is the ratio of contact force and contact area
between the bottom of the sleeper and ballast bed, where the
contact area is 7228.56 cm2. Since the contact area is con-
stant, the change trend of contact force and contact strength
is consistent. Figure 18 shows the contact strength between
the bottom of the sleeper and the ballast at different driving
speeds. It can be seen from the figure that the change trend of
contact strength is close to the change trend of contact force
and rotation speed of ballast particles in Figures 7 and 13.

0 5 10 15 20 25 30
Cycle loading times

–7

–6

–5

–4

–3

–2

–1

0

Cu
m

ul
at

iv
e s

et
tle

m
en

t (
m

m
)

y1 = 200km/h
y2 = 250km/h
y5 = 300km/h

Figure 14: Driving speed and ballast bed settlement.
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And with the increase of driving speed, the value of contact
strength increases, which means that the contact force in-
creases with the increase of driving speed. Compared with

Figure 14, the greater the contact strength between the
sleeper and the ballast is, the faster the settlement speed of
the ballast bed is and the greater the settlement is.

6. Conclusion

(1) In this paper, the three-dimensional laser scanning
method is used to establish the real model of the
ballast, and then the coupling model of the ballast
bed and upper track structure with three sleepers is
established based on the coupling method of the
discrete body and continuous body. +e analysis of
the contact between three sleepers and ballast shows
that the wall boundary has a significant impact on the
sleepers, and the coupling model considering only
one sleeper has limitations in the calculation process.
+e conclusion can provide a reference for further
research on the coupling modeling of the ballast bed
and track structure.

(2) Based on the coupling model of the ballast bed and
track structure, the macro- and microdynamic
characteristics of the ballast bed under the dynamic
load of high-speed trains with different speeds are
studied. +e results show that the running speed of
the high-speed train directly affects the force chain
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Figure 15: Contact distribution between the ballast and sleeper.
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distribution of the ballast in the ballast bed, the
contact force between ballast particles and the rel-
ative rotation speed of ballast particles.+e larger the
driving speed is, the larger the contact force and
rotation speed between the ballasts will be, which will
eventually lead to the increase of the accumulated
deposition speed and the accumulated settlement
amount of the ballast bed with the increase of the
driving speed. +is conclusion provides a reference
for the study of macroscopic and mesoscopic
characteristics of the ballast bed settlement.

(3) +e coupling contact between the ballast bed and
track structure is studied. +e results show that the
ballast has contact with the end, side, and bottom of
the sleeper. Although there are a large number of
contacts between the ballast and the side of the
sleeper, the contact force here is relatively small, and
the contact force between the sleeper and the ballast
bed mainly comes from the bottom of the sleeper. In
addition, the contact strength and contact force
between the sleeper and the track bed are directly
proportional to the driving speed. +e conclusion
provides a reference for the study of the coupling
contact between the ballast bed and the track
structure.

(4) +e distributed control method is used to simulate
themoving load of the high-speed train.+e research
results provide reference for the further design of the
test model and the design of the corresponding
loading control system.
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Valve-controlled servosystems are widely used in dynamic tracking, but, not properly studied, nonlinearity, perturbation of
internal parameters, and external disturbance have significant impacts on the control performance and challenge in the controller
design. +is study, with consideration of the finite pressure gain of actual servovalves, proposes a new unified nonlinear model of
the valve-controlled servosystem. Based on a U-control platform, this study makes the control strategy design independent from
the nonlinear plant, and a virtual nominal plant is presented to eliminate the unmodeled high-frequency characteristics, acquire
the desired control performance, and enable the control variable to be explicitly expressed. +en, there follows, designing the U-
model-based finite-time control in the valve-controlled systems. Simulation demonstrations show the consistency with theoretical
development that the valve-controlled system can smoothly track the command signal within the specified time, and the phase lag
is eliminated. Moreover, U-model’s application effectively copes with the system chattering, and with the maximum of 1m/s the
dynamic position error caused by discretization of the controller is reduced to less than 0.15%, which can satisfy the demand of
general valve-controlled servosystems.

1. Introduction

With the advantages of fast response and high stiffness,
valve-controlled servosystems have been widely applied in
machinery manufacturing, ship maneuvering, and industrial
control.+e traditional valve-controlled system often adopts
output feedback and the PID control method to achieve
dynamic tracking. However, almost all the valve-controlled
systems work based on the throttle mechanism and the
working pressure produced by closed chambers. +erefore,
inherent nonlinear elements exist. With the increase of the
spool deviation and the movement of the actuator, not only
the nonlinear throttling effect becomes remarkable but also
the structural parameters of the hydraulic actuator vary.
Particularly, the orifices exhibit different directional prop-
erties in valve forward and reverse. Actually, for strongly
dynamic signals, the tracking effect of the valve-controlled

system is often unsatisfactory, involving phenomena of lag
and attenuation. In addition, parameter uncertainties and
external disturbances also play a complicated role in
degrading the valve-controlled system operation. Conse-
quently, for improving control performance, new research
and development should expand those developed from
linear model-based approaches that treat the valve-con-
trolled systems as a linear system and simplify it into a
second-order oscillating element.

+e traditional controller design of the valve-controlled
servosystem is based on the linearization of the hydraulic
drive mechanism and frequency domain analyses [1–3],
forming a set of linear theoretical methods and focusing on
the valve control system’s applications in engineering. To
adapt to the advanced control algorithm and enhance the
dynamic performance further, building up a nonlinear state
space model and pursuing the finite transitional time
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become important research topics. Although the finite-time
control has been developed in some tracking applications in
recent years [4–8], it is seldom appeared in valve-controlled
systems due to the difficulty of constructing a reasonable
model for this nonlinear system. Ye [9] established different
nonlinear state space models for different directions of the
orifice and linearized them, respectively. Based on nonlinear
models of the valve-controlled system, Li et al. [10] built an
adaptive sliding mode controller. In this system, the fuzzy
algorithm is used to estimate the equivalent control and the
genetic algorithm is used to realize the adaptive switching
control. And Li et al. [11] applied the second-order sliding
mode control method in the valve-controlled system and
scheduled the reaching speed with the optimization objec-
tive of time, which is substantially a finite-time controller.
Schmidt et al. [12] clearly presented a finite-time controller
for the linearized valve-controlled system by utilizing a
modified super-twisting controller. Moreover, adopting the
terminal sliding mode control method, Yao et al. [13]
proposed a finite-time controller for the nonlinear valve-
controlled system. In a critical comment of these aforemen-
tioned studies, the nonlinear models are all variable structure
models depending on the polarity of the valve’s control
variable, which is only an ideal situation and inconsistent with
the actual system. And since the control variable cannot be
expressed explicitly, the discontinuity and mismatching
caused by the control variable could only be treated as un-
certainty, and the global robustness to initial states was not
considered.+ese factors have restricted further improvement
of the finite-time controller for valve-controlled systems.

In fact, to reduce the complexity of the model-based
control system design, particularly for those nonlinear
dynamic plants, Zhu [14–16] proposed a systematical
universal transform to convert classical nonlinear poly-
nomial models into U-models with time-varying pa-
rameters and controller output u(t − 1). +is U-model-
based control design framework,U-control in short, and it
stands for <model independent design> against con-
ventional <model based design> and <model free (data
driven) design>. In the design, no matter what kind of the
plant model structure is, like linear/nonlinear or poly-
nomial/state space, U-control separates the closed-loop
control system design from controller output determi-
nation, accordingly a linear control performance with
dynamic and steady state requests can be specified with
damping ratio and undamped natural frequency. For
determining the controller output, the plant U-model is
referred facilitating dynamic inversion in root solving. It
should be noted that U-control is not aiming at increasing
control accuracy; it is, indeed, for improving design feasibility
and efficiency in concise formulation. As it is a supplement to
the classical model-based control framework, U-control can
integrate well-developed linear control system design ap-
proaches with nonlinear dynamic plants.

+e major contributions of the study include

(1) Deriving a proper principle model to accommodate
dynamic and nonlinearities for a typical valve-con-
trolled servosystem

(2) Using U-control to separate control system design
and controller output determination

(3) Developing a global robust sliding mode control
scheme for valve-controlled systems

(4) Providing computational experiments to validate the
control scheme and to guide the potential users in
their potential ad hoc applications

+e rest of the study is organised into five sections.
Section 1 establishes the nonlinear model of a typical valve-
controlled system. After analysis on the model variable
structure, it reformulates a more practical and unified
nonlinear model. Section 2 derives the U-model realization
of the principle model developed in Section 1, which is used
for the dynamic inversion of the valve-controlled system and
proposes a virtual nominal plant model to eliminate the
unmodeled high-frequency dynamics and achieve the per-
formance objective. Section 3 derives a global robust finite-
time controller based on U-control platform. Section 4
provides simulation studies to demonstrate the feasibility of
the proposed controller procedure, in addition to provide
guidance for potential users for their ad hoc expansions/
applications. Finally, Section 5 concludes the study.

2. Modeling of Valve-Controlled Servosystems

Figure 1 shows a typical valve-controlled system consists of
four-way spool valves and a symmetrical hydraulic actuator.
+e hydraulic oil is throttled twice from the inlet and outlet,
and then the pressure is formed in the left and right
chambers of the cylinder. +e pressure difference between
the two chambers is the working pressure, which drives the
piston for load motion. Generally, the load includes inertia,
elastic and viscous components, and other arbitrary com-
ponents can be thought of as external disturbances.

Assuming that the fluid is incompressible, it can for-
mulate the valve-controlled system as [2]

QL � Cdwxxv

����������������
1
ρ

Ps − sgn xv( 􏼁PL( 􏼁

􏽳

, (1)

QL � A _y + CtePL +
Vt

4βe

_PL, (2)

APL � m €y + Bc _y + Ky + F, (3)

where xv: the displacement of the spool, PL: the working
pressure. A: the effective area of the piston, y: the dis-
placement of the piston, βe: the elastic modulus of oil, Vt: the
total volume of the two chambers of the cylinder, m: the total
mass of the piston, Bc: the damping coefficient of the load, K:
the spring stiffness of the load, F: the arbitrary external load
acting on the piston, Cd: the flow coefficient of the throttle,
wx: the area gradient of the orifice, Ps: the supply pressure of
the oil, ρ: the density of the oil, and Cte: the total leaking
coefficient calculated by Cte � Cic + Cec in which Cic and Cec
are the internal leaking coefficient and external leaking
coefficient, respectively.

From equations (1) and (2), it gives
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A _y + CtePL +
Vt

4βe

_PL � Cdwxxv

1
ρ

Ps − sgn xv( 􏼁PL( 􏼁􏼠 􏼡

1/2

.

(4)

(3) and its derivative give the following set equations:

PL �
1
A

m €y + Bc _y + Ky + F( 􏼁, (5)

_PL �
1
A

my
...

+ Bc €y + K _y + _F􏼐 􏼑. (6)

Substituting equations (5) and (6) into equation (4)
yields

y
...

� −
Cte

b
+

Bc

m
􏼒 􏼓 €y −

A2 + CteBc + bK

bm
_y −

CteK

bm
y

−
Cte

bm
F +

1
m

_F􏼒 􏼓 + Ψ xv , y , F( 􏼁,

(7)

where Ψ(xv, y, F) � ((ACdwx

�����
(1/ρ)

􏽰
)/bm) (Ps − sgn(xv)

(1/A)(m €y + Bc _y + Ky + F))1/2xv and b � (Vt/4βe).
Choosing the state variables as

x1 � y,

x2 � _x1 � _y,

x3 � _x2 � €y,

⎧⎪⎨

⎪⎩
(8)

and assigning the control variable u � xv, it gives the state
space representation of the nonlinear dynamic model, which
will facilitate the following control system designs:

_x1 � x2,

_x2 � x3,

_x3 �
cte

b
+

Bc

m
􏼒 􏼓x3 −

A2 + cteBc + bK

bm
x2 −

cteK

bm
x1

−
cte

bm
F +

1
m

_F􏼒 􏼓 + Ψ(u , x , F),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y � x1,

(9)

where

Ψ(u, x, F) �
ACdwx

�����
(1/ρ)

􏽰

bm
Ps − sgn(u)

1
A

mx3(􏼒

+ Bcx2 + Kx1 + F􏼁􏼁
1/2

u,

(10)

and x � [x1, x2, x3]
T.

+e state space model (9) can be abbreviated as
_x1 � x2,

_x2 � x3,

_x3 � f(x) + Ψ(u, x, F) + d(F),

⎧⎪⎪⎨

⎪⎪⎩

y � x1,

(11)

where f(x) � − (Cte/b + Bc/m)x3 − ((A2 + CteBc + bK)/bm)

x2 − (CteK/bm)x1 is the linear item of the system,Ψ(u, x, F)

is a nonlinear function augmented with the control variable,
the external force, and the state vector, and
d(F) � − ((Cte/bm)F + (1/m) _F) is the disturbance related to
the external force.

Inspection of equation (10), there exists a sign function in
Ψ(u, x, F) and the load pressure difference is
sgn(u)(1/A)(mx3 + Bcx2 + Kx1 + F), which means that the
pressure gain is infinity while u tends to zero displacement of
the spool.+is is just an ideal and extreme condition. However,
this assumption is not consistent with the actual scenarios and
it has led to a variable structure and noncontinuous feature for
different polarities of the control variable. In fact, because the
radial clearance between the spool and the sleeve always exists,
the actual pressure gain is a finite value. +e experimental
pressure gain curve of the servovalve is given by Reference [2].
Alternatively, it can be deduced that when the servovalve’s
control variable changes polarity, the load pressure will change
along the pressure gain curve, not a step function. +en,
according to the characteristics of the experimental curve, this
study proposes replacing the sign function with a hyperbolic
tangent function to describe the pressure difference state, as
depicted in Figure 2, which can bring the same motion pattern
as the experimental pressure.

+en, equation (10) becomes

Ψ(u, x, F) �
ACdwx

�����
(1/ρ)

􏽰

bm
Ps − tanh(λu)

1
A

mx3 + Bcx2(􏼒

+ Kx1 + F􏼁􏼁
1/2

u,

(12)

where tanh(λu) � (eλμ − e− λμ)/(eλμ + e− λμ) and λ is a real
constant greater than 1. +e value of λ should make the
pressure gain consistent with the experimental value.
Consequently, equations (11) and (12) constitute a unified
smooth nonlinear model for valve-controlled systems.

3. Using U-Control to Separate Control System
Design andControllerOutputDetermination

3.1. U-Model Realization of Valve-Controlled Servosystem.
Usually, the continuous smooth system, including linear and
nonlinear systems, can be formulated as a polynomial

xv

ps pR

Q1 Q2

m

y

K

F

Bc

p1 p2

V1 V2

A

pL = p1 – p2

cec p1

cic pL

cec p2

Figure 1: Valve-controlled system’s structure.
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function with time-varying parameters, i.e., NARMAX
(Nonlinear Autoregressive Moving Average with Exogenous
input) model [17]. Without losing generality, consider a
Single Input Single Output (SISO) U-model for a general
discrete time nonlinear system with respect to output y(k)

and control input u(k − 1) [15]:

y(k) � 􏽘
M

j�0
λj(k)u

j
(k − 1), (13)

where u ∈ R1 is the input, y∈ R1 is the output, M is the
degree of the input, the time-varying parameter vector
λ(k) � [λ0(k), · · · , λM(k)] ∈ RM+1 is a function of past in-
puts and outputs (u(k − 2), . . . , u(k − n), y(k

− 1), . . . , y(k − n)), and k is the sampling instance.
+e input and output dynamic relationship of equation

(13) can be expressed as a map of

U: u(k − 1)⟶ y(k). (14)

Customarily, this map is called U-model realization of
the system. If the inverse of the map exists, it has

U
− 1

: y(k)⟶ u(k − 1). (15)

On this basis, a U-model-based controller framework
can be established as

􏽘
U Framework

� Φ U− 1( 􏼁, (16)

where Φ is the closed-loop control algorithm and it can be
any linear time-invariant control method. For example, for
PID control, it includes error calculation and a PID module.
U− 1 represents the inversion operation for the U-model.
Figure 3 illustrates this framework.

Because the plant amounts to the map U, if the inversion
of the U-model is accurate, the output of the controller
u(k − 1) will ensure that the actual output y(k) is equal to
the desirable output yd(k). +us, the effect of the nonlinear
characteristics on the controller design can be cancelled
ideally and the design of control algorithm is made inde-
pendent from the nonlinear system. Accordingly, all off-the-
shelf and advanced control strategies for linear systems can
be applied to a variety of nonlinear systems.

+e U-model control method brings the following
advantages. Firstly, this is a model-independent controller
design framework, which can polish the complex plant
model and freely give the system the required closed-loop
dynamic performance by various control strategies. Sec-
ondly, the traditional design of the nonlinear control
system is decomposed into control algorithm design and
real-time dynamic inversion. +ese processes can be
carried out in parallel, which greatly improves the design
efficiency and reduces the design difficulty. +irdly, this
method has versatility, that is, it is suitable for not only
nonlinear systems but also complex linear systems, and
almost all known control strategies can be applied in the
closed-loop control algorithm. At last, the interchange-
ability of the controller design is realized. For the satis-
factory control algorithm, when the plant changes only
the U-model needs to be updated to ensure the invariant
performance of the system.

However, for most nonlinear systems, it is difficult to
obtain the analytical solution by U-model. +erefore, the
realization of U-model method depends on solving the
inverse of the U-model numerically for each sampling pe-
riod, which is naturally discrete and practical for engi-
neering. So the discretization of the nonlinear plant’s model
is needed firstly. According to the characteristics of equation
(11), the first-order backward difference method is used to
discretize the system as follows:

x1(k) � x1(k − 1) + hx2(k),

x2(k) � x2(k − 1) + hx3(k),

x3(k) � x3(k − 1) + h f[x(k)] + d[F(k)] + Ψ[u(k) , x(k) , F(k)]􏼈 􏼉,

⎧⎪⎪⎨

⎪⎪⎩

y(k) � x1(k),

(17)

where h is the sampling period. Equation (17) can be seen as
a generalized U-model in the form of state equations. When
x1(k) is given, the solutions of x2(k) and x3(k) can be

derived by backstepping routines, and finally the control
variables u(k) can be obtained by solving the nonlinear
equation. For a valve-controlled system described by
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Figure 2: Load pressure difference near the zero displacement of
the spool.
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equation (17), the solution will be u(k) rather than u(k − 1)

because the functionΨ is a complex nonlinear function with
respect to u(k). Meanwhile, the U-model cannot be written
as a time-varying coefficient polynomial such as the classical
U-model. Consequently equation (17) can be regarded as an
extension of U-model, and u(k) can still be solved nu-
merically by the Newton–Raphson method as

un+1(k) � un(k) −
x3(k) − x3 un(k)􏼂 􏼃

d x3(k)􏼂 􏼃/du(k)( 􏼁
, (18)

where n is the number of iterations. According to equation
(14), in order to realize the inversion of the nonlinear model,
d[x3(k)]/du(k) is needed to be updated continuously, which
requires that the function x3(k) is first-order differentiable
with respect to u(k). According to equations (12) and (17),
this requirement can be satisfied. Because the parameters in
the expression of x3(k) are time-varying, we can firstly take a
derivative of its symbolic expression in the computer for
each sampling period and then calculate current
d[x3(k)]/du(k) and un+1(k). For example, giving a sinu-
soidal signal to a valve-controlled hydraulic system as the
desirable output yd(k), we can perform simulation
according to equations (17) and (18) with the parameters
specified by Table 1. +e output of controller u(k) and the
system response y(k) are shown in Figures 4 and 5, re-
spectively. +e simulation shows that under ideal conditions
the output of the controller u is stable and smooth after an
initial transient vibration, and the dynamic performance of
the valve-controlled system is perfectly compensated by
solving the inverse numerically.

3.2. Design of Fundamental Performance of Valve-Controlled
System. Ideally, the inverse of the nonlinear system can
accurately to eliminate the influence of the nonlinear plant
on the design of controllers. However, in reality, it is im-
possible to obtain perfect results over the full frequency
band, since there always exist high-frequency external dis-
turbance and unmodeled dynamics. +erefore, besides the
introduction of a closed-loop algorithm, it is necessary to
design a suitable filter to inhibit these unfavorable condi-
tions in the high-frequency range. In addition, it can also
cancel undesirable high-frequency excitations and noises. In
fact, this filter can be regarded as a virtual nominal plant,
which will assist in the design of the closed-loop controller
and determine the fundamental performance of the system.
Figure 6 shows the structure of U-control based on the
output feedback and the virtual nominal system.

+e virtual nominal plant is separated from the control
algorithm, which enables to specify an open-loop perfor-
mance GV for the plant within a certain range, and any
ready-made controller Gc can be adopted. Consequently, for
different nonlinear plants, an identical control strategy and
the same performance can be achieved conveniently, and the
repeated controller design process can be omitted so that the
design efficiency is greatly enhanced. +erefore, different
from the traditional model-based or model free controller
design methods, the U-model method including a virtual
nominal plant is a model-independent design scheme and
provides an interface for various algorithms and various
performances developed from model classical approaches.

Moreover, if the specified closed-loop performance is
Wb and G � GcGV is defined as the open-loop characteristic
of the entire system, we can obtain G by

G �
Wb

1 − Wb

. (19)

+en, applying G to the digital controller, the expected
dynamic performance can be achieved. Typically, valve-
controlled servosystems [2] can be considered as a third-
order linear system with the closed-loop transfer function:

Wb(s) �
1

1/ωb( 􏼁s + 1( 􏼁 1/ω2
nc( 􏼁s2 + 2ξnc/ωnc( 􏼁s + 1( 􏼁

,

(20)

whereωb is the bandwidth of the system,ωnc is the resonance
frequency, and ξnc is the damping ratio. Assuming that the
closed-loop performance Wb is the design objective,
according to equation (19) the open-loop performance G

can be expressed by

G �
1

β3s3 + β2s2 + β1s
, (21)

where β3 � 1/(ωbω2
nc), β2 � 2ξnc/(ωbω2

nc) + 1/ω2
nc, and

β1 � 1/ωb + 2ξnc/ωnc. +us, in the controller, the relation-
ship between yd and the control error er can be expressed as

􏽘

3

i�1
βiy

(i)
d (t) � er(t). (22)

After discretizing equation (22) by a certain method, the
digital controller in Figure 6 can be determined, and the
nonlinear valve-controlled servosystem will obtain the
performance of the specified three-order linear system, that
can be considered as a fundamental performance for further

w (k) u (k – 1)

Inversion of U

yd (k)

Nonlinear plant

y (k)

State detecting or 
observing

Closed loop control 
algorithm

Controller

Figure 3: U-model method frame.
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processing. In fact, Wb can be the model of any simpler
systems, even other types of transmission mechanisms, and
this flexibility will enable the valve-controlled system to
replace the other types of actuators conveniently.

4.U-Model-Based Finite-Time Controller

For the nonlinear valve-controlled servosystem repre-
sented by equations (11) and (12), the control variable
cannot be expressed explicitly, leading to difficulty for
applying general control strategies. However, by the U-
model method, the nonlinearity of the system is removed
by its inversion, which makes it possible to further im-
prove the performance of the system. For valve-controlled
hydraulic servosystems, the general requirement is fast
response and perfect tracking, but the initial state is
usually arbitrary, which often leads to violent vibration
caused by excessive control variable. +erefore, the U-
model-based finite-time control with global robustness is
proposed for valve-controlled systems.

As mentioned above, transform the nonlinear valve-
controlled servosystem into a new equivalent linear system
with dynamic performance Wb, as shown in Figure 7.

+e state variables of the new system are still defined by
equation (8), and then the state equations are

_x1 � x2,

_x2 � x3,

_x3 � −
β2
β3

x3 −
β1
β3

x2 − x1 +
1
β3

w(t),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y � x1.

(23)

Assuming that the state vector x � [x1, x2, x3]
T and the

given desirable state vector xd � [x1 d x2d, x3 d]T, where
x2 d � _x1 d and x3d � €x1 d, and the error vector can be cal-
culated by

e(t) � x − xd � e1, e2, e3􏼂 􏼃
T

, (24)

where e1 is the displacement error, e2 � _e1 and e3 � €e1.
For the valve-controlled system, the error e is taken as

the state vector to design the switching function. According
to a definition [18] and extending the method to third-order
case, the global sliding mode surface has a general form as

s � c1e1 + c2e2 + c3e3 − pf(t), (25)

where ci(i � 1, 2, 3) is the positive real constant ensuring
that c3τ2 + c2τ + c1 is a stable Hurwitz polynomial, in which
τ is the Laplace operator, and pf(t) is a forcing function,
determining the dynamic of the switching surface. For the
existence of the switching surface, pf(t) must be first-order
differentiable. Assuming that

pf(t) � c1p1(t) + c2p2(t) + c3p3(t), (26)

when the system works on the switching surface,

s � c1 e1 − p1( 􏼁 + c2 e2 − p2( 􏼁 + c3 e3 − p3( 􏼁 � 0. (27)

+at is,

s � c · [e(t) − p(t)] � 0, (28)
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Figure 4: Output of controller u(k).
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Figure 5: Desirable output yd(k) and the system response y(k).

Table 1: Parameters of simulated valve-controlled system.

Parameters Symbol Value
Total leakage coefficient Cte 2×10− 13 (m3/s/Pa)
Total volume of cylinder Vt 1.72×10− 3 (m3)
Total mass of piston m 80 (Kg)
Effective area of piston A 3.44×10− 3 (m2)
Elastic modulus of oil βe 6.9×108 (Pa)
Flow coefficient of throttle Cd 0.69
Density of the oil ρ 880 (Kg/m3)
Oil supply’s pressure Ps 21 (MPa)
Damping coefficient Bc 1000 (N/(m/s))

Parameters of switching surface
c1 4
c2 4
c3 1

Resonance frequency ωnc 20 (Hz)
Bandwidth of the system ωb 8 (Hz)
Damping ratio ξnc 0.7
Coefficient of hyperbolic tangent λ 12
Error limit D1 0.01
Error limit D2 0.1
Specified finite time T 3 (s)
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where c � [c1, c2, c3]
T, p(t) � [p1(t), p2(t), p3(t)]T, and

pf(t) � c · p(t).

Because e2 � _e1 and e3 � €e1, it should be ensured that
p2 � _p1 and p3 � _p2 � €p1 in order to satisfy equation (27).
+en, if the state vector e is needed to converge to zero in the
finite time T, equation (23) must be satisfied with the fol-
lowing boundary conditions. +at is, if t � 0, p1(0) � e1(0),
p2(0) � _p1(0) � _e1(0), p3(0) � €p1(0) � €e1(0), and _p3(0) �

p
...

1(0) � e
...

1(0). And if t � T, p1(T) � e1(T) � 0, p2(T) �
_p1(T) � 0, p3(T) � €p1(T) � 0, and _p3(T) � p

...

1(T) � 0. For
these eight equations, a sever-order polynomial can be
designed to construct p1(t)

p1(t) �
a0 + a1t + a2t

2 + a3t
3 + a4t

4 + a5t
5 + a6t

6 + a7t
7, 0≤ t<T,

0, t≥T.
􏼨 (29)

Substituting the boundary conditions into equation (29),
p1(t) can be obtained as

e1(0) + _e1(0) +
1
2

€e1(0)t
2

+
1
6

e
...

1(0)t
3

+
− 35
T4 e1(0) +

− 20
T3 _e1(0) +

− 5
T2 €e1(0) +

− 2
3T

e
...

1(0)􏼔 􏼕t
4

+
84
T5 e1(0) +

− 20
T4 _e1(0) +

10
T3 €e1(0) +

1
T2 e

...

1(0)􏼔 􏼕t5 +
− 70
T6 e1(0) +

− 20
T5 _e1(0) +

− 7.5
T4 €e1(0) +

− 2
T3 e

...

1(0)􏼔 􏼕t6

+
20
T7 e1(0) +

− 20
T6 _e1(0) +

2
T5 €e1(0) +

1
6T4 e

...

1(0)􏼔 􏼕t7, 0≤ t≤T,

0, t≤T.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(30)

So, the forcing function can be calculated as

pf(t) � c1p1(t) + c2 _p1(t) + c3 €p1(t). (31)

+e system described by equation (23) is reconstructed
by the U-model method, which is influenced by the fluc-
tuation of parameters and external disturbance. Considering
the uncertainty of the model, equation (23) can be written as

_x1 � x2,

_x2 � x3,

_x3 � f′(x) + d′(t) + g′(t)w(t),

⎧⎪⎨

⎪⎩

y � x1,

(32)

where f′(x)
� − (β2/β3)x3 − (β1/β3)x2 − x1, g′(t) � (1/β3)

[1 + Δ(t)], d′(t) represents the uncertainty caused by the
perturbations of β1, β2, and β3, and Δ(t) is the uncertainty of
the input function, related to β3. Assume these uncertainties
bounded, i.e., ‖Δ‖ ≤D1 and ‖d′(t)‖≤D2, where D1 and D2
are positive real numbers. +en, the controller can be
designed as follows:

w(t) � − β3
c1
c3

_e1 − _p1( 􏼁 +
c2
c3

€e1 − €p1( 􏼁 + f′(x) − x
...

1d − p
...

1 + ζsgn(s)􏼢 􏼣.

(33)

Differentiating equation (27) and substituting equations
(23) and (24) into it gives

u (k – 1)yd (k)

Nonlinear plant

y (k)

Gc Inversion of UGv
(Virtual nominal plant)

w (k) er (k)

Digital controller

Figure 6: U-model method including virtual nominal plant.

u (k – 1)
Nonlinear

plant

y (k)w (k) er (k)

Equivalent linear system with dynamics Wb

Digital controller

Figure 7: U-model-based equivalent system.
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_s � c1 _e1 − _p1( 􏼁 + c2 €e1 − €p1( 􏼁 + c3

· f′(x) + g′(t)w + d′(t) − x
...

1 d − p
...

1􏽨 􏽩.
(34)

+en,

s _s � s c1 _e1 − _p1( 􏼁 + c2 €e1 − €p1( 􏼁 + c3􏼈

· f′(x) + g′(t)w + d′(t) − x
...

1 d − p
...

1􏽨 􏽩􏽯.
(35)

Substituting g′(t) and equation (33) into (35) yields

s _s � s c3d′(t) + Δ c3x
...

1 d + c3p
...

1 − c1 _e1 − _p1( 􏼁 − c2 €e1 − €p1( 􏼁 − c3f′(x)􏼔 􏼕 − (1 + Δ)c3ζsgn(s)􏼚 􏼛

≤ ‖s‖ c3D2 + D1 c3x
...

1 d + c3p
...

1 − c1 _e1 − _p1( 􏼁 − c2 €e1 − €p1( 􏼁 − c3f′(x)
�����

����� − (1 + Δ)c3ζ􏼔 􏼕

≤ ‖s‖ c3D2 + D1 c3x
...

1 d + c3p
...

1 − c1 _e1 − _p1( 􏼁 − c2 €e1 − €p1( 􏼁 − c3f′(x)
�����

����� − 1 − D1( 􏼁c3ζ􏼔 􏼕 .

(36)

According to equation (36), when the switching control
coefficient

ζ ≥ 1 − D1( 􏼁
− 1

D2 + D1 x
...

1d + p
...

1 −
c1

c3
_e1 − _p1( 􏼁 −

c2

c3
€e1 − €p1( 􏼁 − f′(x)

��������

��������
􏼢 􏼣. (37)

the reaching condition s _s≤ 0 can be satisfied, which means
that the switching surface exists and the systemwill be stable.
+erefore, utilizing equations (33) and (37), a global robust
finite-time controller for the valve-controlled system can be
determined.

In order to inhibit chattering, a boundary layer with
thickness δ � 0.02 for the quasi-sliding mode is specified,
and a saturation function used for replacing the sign
function is defined as

sat(s) �

sgn(s), ‖s‖> δ,

s

δ
, ‖s‖< δ.

⎧⎪⎪⎨

⎪⎪⎩
(38)

+erefore, the nonlinear model controller from equation
(33) can be rewritten as

w(t) � − β3
c1

c3
_e1 − _p1( 􏼁 +

c2

c3
€e1 − €p1( 􏼁 + f′(x) − x

...

1 d − p
...

1 + ζsat(s)􏼢 􏼣.

(39)

5. Simulation Studies

According to the above analyses, controller (39) can guar-
antee the reachability of the switching surface. If there is no
disturbance and perturbation, the states of the system will
follow (27) all the time, since the initial state is just on the
switching surface. As the forcing function converges to zero
in the time T, the valve-controlled system will become an
error-free tracking system, which is a desirable result.
However, for valve-controlled hydraulic systems, uncer-
tainties always exist, such as fluctuation of external force,
variation of elastic modulus with temperature, and inac-
curacy of hydraulic oil density, which will firstly act on the
solution of U-model and then affect the dynamic

performance of the actual system. In addition, since digital
controllers are widely applied now, the discretization of the
control strategy will have an impact on the ultimate effect. In
order to investigate these problems, the framework of the U-
model-based finite-time control system and its simulation
scheme are established, as shown in Figure 8.

Logically, the system includes an equivalent linear sys-
tem and a global robust finite-time controller, and the
connections between the two sections are a virtual control
variable w(k) and the state feedback x(k), while the actual
physical controller should consist of the finite-time con-
troller and the digital controller within the equivalent linear
system. +erefore, this structure still embodies the U-
model’s thought of dealing with the nonlinear system in the
controller.

In the simulation, assuming that the state vector x(k) is
available in real time, the virtual control variablew(k) can be
calculated according to equation (39) and the digital con-
troller in the equivalent linear system can be calculated
according to equations (22) and (18). Exerting a standard
sinusoidal signal x1 d � sin(t) as the command input on the
system, the simulation is performed based on Simulink
platform with the sampling period of 1ms, as depicted in
Figure 9. +e parameters of the valve-controlled system are
given by Table 1, and the simulation results are shown in
Figure 10.

Simulation results show that the controller can track the
position of the accurate nonlinear model of the valve-
controlled cylinder hydraulic servosystem, and a U-model-
based global robust finite-time controller described by
Figure 8 is feasible. +e valve-controlled system under the
zero initial state can track the command signal within a
specified time, and the transient process is quite smooth.
Compared with the traditional PID controller, this method
can eliminate the phase lag, as shown in Figure 11, which is
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very important for some phase sensitive systems. In addi-
tion, this method effectively reduces the impact on the valve-
controlled system at the beginning of the movement, as
depicted in Figure 12.

On the basis of the U-model method and the proposed
virtual nominal system, the nonlinear valve-controlled
system has been redesigned as a linear system, so its con-
trollability and performance are significantly improved. For
example, the chattering of the switching function is greatly
suppressed. Simulations show that if direct global robust
finite-time control on this nonlinear valve-controlled system
without U-model method is exerted, the chattering ampli-
tude will be two orders of magnitude larger than that of the
U-model-based control system, as shown in Figure 13.
Moreover, when theU-model is adopted, the control error is
greatly reduced after reaching the specified finite time, as
shown in Figure 14.

Even so, the control error still exists in a small range and
has the same periodicity as the command signal, indicating
that the system is in a quasi-sliding mode state and the
system itself is not strictly asymptotically stable. When the
speed of the command signal increases, the phenomenon of
the state, escaping from the sliding mode surface, is more
obvious. In order to explore the essence of this issue, the
simulation assumed that the valve-controlled system is ideal
and there is no uncertainty. According to equation (34) and
supposing that

_s � c1 _e1 − _p1( 􏼁 + c2 €e1 − €p1( 􏼁 + c3

· f′(x) + g′(t)weq + d′(t) − x
...

1d − p
...

1􏽨 􏽩 � 0,
(40)

where weq is the equivalent control variable, then it gives

weq � − β3
c1

c3
_e1 − _p1( 􏼁 +

c2

c3
€e1 − €p1( 􏼁 + f′(x) − x

...

1d − p
...

1􏼢 􏼣.

(41)

After replacing w with weq to drive the ideal system in
Figure 8, run a simulation again, and the result, as shown in
Figure 15(a), shows that although the system has fulfilled the
tracking task, the value of the switching function still
fluctuates with the command signal, which means that even
if the system is under ideal conditions, its state cannot be

always maintained on the switching surface. However, since
weq is derived from equation (40), it should ensure that _s ≡ 0,
but the actual _s in the simulation is not constant, as depicted
in Figure 15(b).

+e analysis shows that the discretization of the
controller brings the derivatives of x1 d, _x1d, €x1 d, p1, _p1,
and €p1 different calculation errors, resulting in a minor
mismatch with ideal equation (40). As weq is just cal-
culated by (40), this mismatch can lead to the fluctuation
of s and make the system unable to be asymptotically
stable as expected. +erefore, this is an inherent error for
the global robust sliding mode controller. However, for
the specific application scenario of the valve-controlled
hydraulic system, the maximum dynamic error has been
restrained below 0.15% of the amplitude with the max-
imum speed of 1 m/s, which usually meets the
requirements.

6. Conclusions

(1) Contrast to the traditional model of the valve-con-
trolled hydraulic system, the new model structure
has accommodated the nonlinear dynamics and the
polarity effect of the control variable. Another in-
sight on the nonlinear dynamic model is to use
hyperbolic tangent function to approximate sign
function for the relationship between pressure dif-
ference and spool displacement. Accordingly, these
contributed make the theoretical model more con-
sistent with the actual situation and provide a uni-
versal model structure for such system analysis and
control design.

(2) By U-control design, the dynamic inversion of the
controlled valve-controlled system can be achieved
in real time, which makes the design of the control
algorithm independent from the nonlinear charac-
teristics of the system. On this basis, the proposed
virtual nominal plant can not only eliminate the
effect of the unfavorable high-frequency unmodeled
dynamics and noise but also make it possible to
adopt a ready-made control algorithm and obtain the
same performance for different nonlinear plants.

x (k – 1)

Nonlinear
plant

y (k)

x (k)

w (k)
er (k)

Digital
controller

x1d (k)

Global robust finite-time SMC

Actual physical controller

State detecting

u (k – 1)

Equivalent linear system

Figure 8: U-model-based global robust finite-time controller and simulation principle.
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Since the repeated design process can be omitted, the
design efficiency is greatly enhanced.

(3) Meanwhile, the application of the virtual nominal
plant changes the situation that the control variable
cannot be expressed explicitly in the valve-controlled
servosystem. +us, the control variable is no longer
considered as part of the uncertainty and the con-
trolled plant is more regular; consequently, the

control strategy can get better effect. With the U-
model-based finite-time control method, the valve-
controlled system can smoothly track the command
signal within the specified time and the phase lag is
eliminated, which is important for phase sensitive
systems. Moreover, because of U-model’s applica-
tion, the chattering of the system effectively relieved
and the control error greatly reduced.

Command input

Sine wave

s

yder
u

x fcn
x

Nonlinear hydraulic
system dalay

x1d

x

w

s

Global robust finite-
time controller

Solveinverse

S-function for solving inverse of U-modelG

num(z)/den(z)

fcn

ds/dt
∆u/∆t

Figure 9: Simulation diagram by Simulink.
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(4) +e discretization will cause the system state to
fluctuate near the switching surface with the speed’s
variation, resulting in a certain dynamic error.
However, for the specific application scenario of the

valve-controlled system, the dynamic error can be
maintained below 0.15% of the amplitude with the
maximum speed of 1m/s, which usually canmeet the
requirements.
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Figure 13: Smoothness of the switching function for global robust finite-time control: (a) U-model-based control and (b) direct control
without U-model.
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An echo state network (ESN) for extended state observer (ESO) and sliding mode control (SMC) of permanent magnet syn-
chronous motor (PMSM) in an electric vehicle system is investigated in this paper. For the PMSMmodel, most researches neglect
the hysteresis loss and other nonlinear factors, which reduces the accuracy of the PMSM model. We present a modified PMSM
model considering the hysteresis loss and then transform the new PMSM model to a canonical form to simplify the controller
design. In order to deal with the hysteresis loss, an ESN is utilized to estimate the nonlinearity. Considering that some states cannot
be directly obtained, an ESO with ESN is proposed to estimate unknown system states of the electric vehicle PMSM system.
Afterwards, an SMC is adopted to control the closed-loop system based on the ESO with ESN, and a double hyperbolic function
instead of the sign function is used to suppress the chattering of the SMC. +e stabilities of the observer and the controller are all
guaranteed by Lyapunov functions. Finally, simulations are presented to verify the validity of the echo state network for extended
state observer and the neural network sliding mode control.

1. Introduction

Electric vehicles are the most important new energy re-
source vehicles that attract much attention in these years.
Many researchers and factories have investigated the
electric vehicles and got some well results. Different electric
vehicles have been produced, and some have been accepted
in the market. Even though the electric vehicles already
appeared in the market, they also have a lot of problems
that need to be investigated. For example, an accurate
electric vehicle motor model is one of the important issues
that needs to be investigated more such that it can improve
the precision of the control system and the automation for
electric vehicles.

Most of the electric vehicles adopt permanent magnet
synchronous motor (PMSM), and their models have been

investigated for many years. But the electric vehicles not only
include the PMSM but also have many other subsystems
such as torque production dynamics and crankshaft dy-
namics. Na et al. [1] discussed the different models of vehicle
and designed an input observer and adaptive estimations to
approximate the unknown parameters. In order to precisely
control the tracking errors, Na et al. [2] utilized the pre-
scribed performance function to control the vehicles sus-
pensions. Wang et al. [3, 4] designed an adaptive controller
to precisely control the model of PMSM with funnel motion
control that is similar to that in literature [2]. Huang et al. [5]
proposed an approximation-free control strategy which does
not need function approximators (e.g., neural networks and
fuzzy logic systems) for the vehicles suspension [2]. Fur-
thermore, Na et al. [6] investigated the nonlinear active
suspension systems of vehicles with adaptive finite time
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fuzzy control strategy considering the input delay since the
input delay commonly appears in the suspension systems
of vehicle. And in literature [7], the autonomous vehicles
were researched with extended Kalman filter designing
minimum model error tracking control that considers the
input saturation in real vehicle systems that always con-
tains the issue of the input saturation. Compared with
many other literatures that utilized linear tyre model, Li
et al. [8] had investigated the nonlinear tyre model with
vehicle MP algorithm. Sun et al. [9, 10] investigated the
variable stiffness and damping model of magneto-
rheological (MR) vehicle suspension system. +e MR
damper is described by two Bouc–Wen hysteretic models,
and TS fuzzy approach was used to model the quarter car
system.

All the above studies investigated the vehicles’ model
or part of vehicles’ model (submodel), but these vehicle
systems are not just pure electric vehicle systems, which
also include hybrid electric vehicle systems. In pure electric
vehicle systems, the motor model is the most important
model such that it draws much attention. Many kinds of
motor can be utilized for electric vehicles, and the per-
manent magnet synchronous motors (PMSMs) are the
common motors in the vehicle systems. +e PMSM model
has been investigated for many years, and different ap-
proaches were applied for different conditions. Luo et al.
[11] proposed a field-circuit-coupled parameter adaptive
modeling method for PMSM which combined the merits
of a mathematical model and a magnetic field model. Since
the permanent magnet materials in the electric vehicles
have hysteresis losses in practice, it has been investigated in
different applications and many results were acquired.
Egorov et al. [12] investigated the hysteresis loss of the
permanent magnet using static history-dependent hys-
teresis model (HDHM) for PMSMwith ferrite magnets of a
rotor surface magnet. But in literature [13], a zero-se-
quence current hysteresis controller with space vector
pulse-width modulation was presented to solve the system
loss of the open-end winding permanent magnet syn-
chronous motor, where the loss was caused by the limited
maximum output power. Notwithstanding the hysteresis
of the PMSM is widely researched [14, 15], and it also has
much issues to be further researched such as using
mathematical hysteresis models or intelligent models to
describe the hysteresis or using an observer to estimate the
unable direct measurement hysteresis parameters. Con-
sidering the U model theory [16–19], the structure of the
model and the observer is presented under the inspiration
of the model-independent framework for the U model.
+erefore, the observer and the controller will be inves-
tigated based on the U model model-independent
framework.

Many real electric vehicle systems cannot obtain all the
model states directly, and then the observer will be utilized to
estimate the unknown states or parameters. In general, the
observer is utilized to estimate two categories of unknowns
in controlled systems: disturbances and states [4, 20–24].
Many different observers have been applied to approximate
the states or disturbances for many years. In these observers,

the extended state observer (ESO) is one of the excellent
observers and has achieved well results. ESO is firstly
proposed by Han [25], and it has been further researched by
many excellent scholars. Xue et al. [26] proposed an ESO-
based active disturbance rejection control (ADRC) to deal
with the uncertainties of the system, where the ESO gain
could automatically timely be adjusted for reducing the
estimation errors. Xue et al. [27] proved that a certain ESO
could serve as estimation through the augmented gain. Chen
et al. [28] proposed an ESO to estimate both the high-order
nonlinear system unknown states and uncertainties in order
to facilitate the controller design. Sun et al. [29] focused on
the multimotor servomechanism systems, using the ESO to
approximate the unmeasured velocity of servo motors, and
Wang et al. [30] also investigated the motor servomecha-
nism systems, but it is different to [29]. +e ESO was utilized
to estimate the unknown dynamics in the control system
(e.g., friction and disturbances) for its easy design on ac-
count of the system bandwidth. On the whole, most ESOs
are utilized to estimate the “total disturbance,” which is
regarded as the disturbance observer for the control systems.
But in this paper, we will adjust the structure of the ESO to
approximate the system states. +e adjusted structure of
ESO has designed high gain parameters that can fastly es-
timate the unknown system states and higher accuracy. In
order to simplify the ESO design and guarantee the ESO
convergence, the hysteresis nonlinearity of the PMSMmodel
and other unknown sections as “general disturbance” will be
handled by a proposed echo state network (ESN).

ESN has been utilized for many nonlinear systems for its
fewer nodes and computational requirements. Chen et al.
[31] designed an adaptive ESN control for a class of con-
strained pure-feedback nonlinear systems, but Sun et al. [32]
investigated a modified ESN dynamic surface controller for
multi-input and multioutput nonlinear systems. +ese ESNs
all have acquired well results. In additions, Wang et al.
[33, 34] investigated the prescribed performance tracking
control of nonlinear servo mechanisms with ESN, one chose
robust adaptive control and the other selected dynamic
surface control and verified by experiments. Different from
the above literatures, Wang et al. [35] researched the two-
inertia servo mechanisms using ESN and designed a pre-
scribed performance function dynamic surface control.
Wang et al. [34] considered the influence of the backlash for
the servo mechanisms. Different from [34] that utilized ESN
to dispose the backlash nonlinearities, we will adopt ESN to
deal with the unknown hysteresis nonlinear sections using
the ESO simplifying the ESO design in this paper.

Sliding mode control (SMC) is one of the excellent
control strategies which can be frequently used in practice.
We have utilized a composite control which consists of a
discrete inverse model-based control and a discrete adaptive
sliding mode control to deal with a Hammerstein system in
literature [36]. +e Hammerstein system was composed of a
linear dynamics connecting a hysteresis nonlinearity, where
the order of linear dynamics was unknown and the hysteresis
modeled by Preisach operator. +en, the effectiveness of the
sliding mode control was verified by servo motor system
experiments. In order to restrain the chattering of the sliding
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mode control, Gao et al. and Tao et al. [36, 37] adopted
double hyperbolic function tanh(·) instead of the sign(·),
which can obtain favourable reduced chattering. +e sliding
mode control is applied for many real systems. Zhao et al.
[38] applied the SMC to the multimotor driving servo
systems, and Chen et al. [39] utilized the SMC for an un-
certain spacecraft system. In the literature [7], the sliding
mode control was used for the autonomous vehicles. In this
paper, the SMC will be designed to precisely control the
proposed PMSM model system where the unknown states
are estimated by the adjusted ESO with ESN.

In this paper, we firstly consider the influence of the
hysteresis nonlinearity for the PMSM model that mostly is
neglected in the former models. +erefore, a new modified
PMSM model including the hysteresis nonlinearities is
established. Secondly, the modified PMSM model will be
transformed to a canonical form to simplify the controller
design. +en, the ESN is applied, and a new ESO will be
proposed to estimate all the states whether that can be directly
measured or not. A Lyapunov function guarantees the effec-
tiveness of the observer results. Finally, an SMC with the ESN
and the ESO is designed for this new modified PMSM model,
and another Lyapunov function guarantees all the closed-loop
signals bounded. In order to restrain the chattering of the SMC,
we chose the continuous function tanh(·) replacing the dis-
continuous function sign(·) and the simulations will verify the
effectiveness of the proposed approaches.+e contributions are
listed as follows:

(i) +e PMSM model is improved for suiting the
electric vehicle system which considers the hys-
teretic losses. Besides, the modified PMSM model is
transformed to a canonical form that can simplify
the ESO and controller design.

(ii) Different frommost ESOs of the disturbance observer,
the structure of an ESO is adjusted to estimate the
states of the modified PMSMmodel as well as the ESN
is adopted to approximate the unknown hysteretic
losses. +at not only guarantees the convergence of
ESO fastly but also simplifies the observer design.

(iii) An SMC is designed with the designed ESO for this
transformed PMSM model in electric vehicle sys-
tems and utilizes the continuous function tanh(·)

replacing the discontinuous function sign(·) to
restrain the SMC chatting.

+e rest of the paper is organized as follows: Section 2
discusses the problem formulations that give the new PMSM
model and the transformation of the canonical form. +e
introduction of ESN is provided in Section 3, and Section 4
gives the ESO design, which includes the ESN, and the
observer effectiveness is guaranteed. +e neural network
sliding mode control design is discussed in Section 5, and
Section 6 shows simulations. Section 7 concludes this paper.

2. Problem Formulations

+e electric vehicle model includes different sections,
which is composed of vehicle derive, engine, motor,

battery, rear and front wheels, and other electrical and
mechanical accessory models. In this paper, we discuss the
motor model of the vehicle with hysteresis nonlinearity.
According to reference [40], the permanent magnet syn-
chronous motor (PMSM) d − q model can be described as
follows:
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(1)

where id, iq, vd, and vq represent the motor d − q-axes cur-
rents and voltages, respectively; R andLd andLq mean the
motor resistance and d − q-axes inductances, respectively;
Kl andKt are the motor-induced voltage constant and
motor torque constant, respectively; T is the transmit torque;
and ω represents the motor speed.

From (1), it is obviously shown that the motor model
parameters are viewed as constants. But it neglects hysteresis
loss, cross coupling, eddy current loss, etc. In addition,
according to the discussion of reference [40], since the
number of rotor teeth is sufficiently high, one can assume
that Ld ≈ Lq. +en, considering the effect of the neglected
factors in former models, especially the hysteresis loss, the
model (1) is modified as

diq

dt
� −

R

Lq

iq +
ωLd

Lq

id −
Kl

Lq

ω +
1
Lq

vq + f1 iq, id􏼐 􏼑,

did

dt
� −

R

Ld

id −
ωLq

Ld

iq +
1

Ld

vd + f2 iq, id􏼐 􏼑,

T ≈ Ktiq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where f1(iq, id), f2(iq, id), andg1(iq, id) are the unknown
nonlinear smooth functions which represent the neglected
factors such as hysteresis loss in (1). We rewrite the model
(2) to the state-space form as follows:

d
dt

iq

id

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√􏽻􏽺√􏽽
x

�

−
R

Lq

ωLd

Lq

−
ωLq

Ld

−
R

Ld

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√√􏽻􏽺√√√√√􏽽
A

iq

id

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

1
Lq

1
Ld

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√􏽻􏽺√√􏽽
B

vq

vd

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +

f1 iq, id􏼐 􏼑

f2 iq, id􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√√􏽻􏽺√√√√√􏽽
f(x)

,

T

Kt􏽼􏽻􏽺􏽽
y

� iq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where
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x �

x1

x2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ �

iq

id

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦,

A �

a11 a12

a21 a22

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ �

−
R

Lq

ωLd

Lq

−
ωLq

Ld

−
R

Ld

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B �

b1

b2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ �

1
Lq

1
Ld

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

f(x) �

f1(x)

f2(x)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ �

f1 iq, id􏼐 􏼑

f2 iq, id􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(4)

Many observers and controllers require that the system
model should be in canonical form. To facilitate the observer
and control design in this paper, a set of new state variables
will be employed to transform the system model (2) into a
canonical form. Define the new system states as

z1 � x1,

z2 � _z1.
􏼨 (5)

+en, according to the equation z2 � _z1 � _x1 �

− (R/Lq)iq + (ωLd/Lq)id − (Kl/Lq)ω + (1/Lq)vq + f1(iq, id),
we have

_z2 � €z1

� −
R

Lq

z2 +
ωLd

Lq

−
R

Ld

id −
ωLq

Ld

iq +
1

Ld

vd + f2(x)􏼠 􏼡 + _f1(x)

� − ω2
􏽼√􏽻􏽺√􏽽

a1

z1 −
R

Lq􏽼√􏽻􏽺√􏽽
a2

z2 +
ω
Lq􏽼􏽻􏽺􏽽
�b

vd􏽼􏽻􏽺􏽽
u

−
ωR

Lq

id +
ωLd

Lq

f2(x) + _f1(x)

􏽼√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√􏽽
F(x)

.

(6)

In this paper, we adopt the Bouc–Wen hysteresis model
to describe the hysteresis loss of the vehicle PMSM d − q

model. +e Bouc–Wen model is given as follows:

f(x) � ς1u + ς2χ,

_χ � ϖ0 _u − ϖ1| _u||χ|
h− 1χ − ϖ2 _u|χ|

h
,

(7)

where ϖ0 > 0,ϖ1 > |ϖ2|, h> 1, χ(0) � 0, and χ � [χ1, χ2]
T ∈

R2.

Remark 1. At three-phase motor system, we have
vd �

�����
(3/2)

􏽰
Um, vq � 0, where Um represents the root-

mean-square (RMS) value of the input voltage by coordinate
transform. +en, without loss of generality, we assume vq �

0 during the control process.
+en, equation (6) can be deduced as

_z2 � a1z1 + a2z2 + b
⌣

u −
ωR

Lq

id +
ωLd

Lq

ς12u + ς22χ2( 􏼁 + ς11 _u + ς21 _χ1

� a1z1 + a2z2 + b
⌣

+
ωLdς12

Lq

􏼠 􏼡

􏽼√√√√√􏽻􏽺√√√√√􏽽
b

u −
ωR

Lq

id +
ωLd

Lq

ς22χ2 + ς11 _u + ς21 _χ1
􏽼√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√􏽽

F(x)

,

(8)

where χ1 and χ2 are defined in (7).

Remark 2. +e Bouc–Wen model is a mathematical model
for hysteresis nonlinearity, where the parameters ς1 and ς2
decide the direction of the hysteresis nonlinearity. If ϖ0 �

2,ϖ1 � 4,ϖ2 � 0.5, h � 3, ς1 � 3, and ς2 � 5, the input signal
u � 2.5 sin(1.5π); then, the curve of the Bouc–Wen model is
illustrated in Figure 1. If the parameters ς1 � − 3 and ς2 � − 5
and other parameters are not changed, the curve is illus-
trated in Figure 2. It is obviously shown that the parameters
ς1 and ς2 decide the direction of the Bouc–Wen model.

+en, the system model is transformed into the ca-
nonical form as

_z1 � z2,

_z2 � a1z1 + a2z2 + bu + F(x),

y � z1.

⎧⎪⎪⎨

⎪⎪⎩
(9)

3. Echo State Network

+e echo state network (ESN) is relatively a new recurrent
neural network (RNN) structure for complex dynamical
systems. +e structure of ESN is composed of a dynamical
recursive hidden layer and a memoryless output layer.
Because of the feedback recursive hidden layers like the
echoes, the structure of the neural network is named ESN.

ESN has easily supervised training. Compared with some
other NNs, the ESN can fastly, simply, and constructively
realize the supervised learning. In addition, without
changing all the weights between the input layer and hidden
layer, only by changing the weights from the reservoir to the
output layer, ESN can fastly obtain higher precision.

+e continuous-time leaky integrator ESN can be de-
fined as

_Ω � α − cΩ + ψ Win] + WitΩ + Wbaξ( 􏼁( 􏼁, (10)
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whereΩ represents the n-dimensional dynamic state; α> 0 is
a time constant; c is the leaking decay rate of the neuron’s set
Ω; ψ represents a given real continuous function, in this
paper, we chose the Gaussian function; and
Win ∈ Rn×m, Wit ∈ Rn×n, and Wba ∈ Rn×m are the input,
internal, and feedback weight matrices, respectively.

As suggested in [29], by choosing α � 1 and c � 1,
equation (10) is rewritten as

_Ω � − Ω + ψ Win] + WitΩ + Wbaξ( 􏼁. (11)

+en, the kernel function is chosen as the Gaussian
function and Ω is defined as
Ω(x) � [s1(x), s2(x), . . . , sl(x)] with l the neuron node
number of the ESN output layer. +e function is

si(x) � exp −
x − 9i( 􏼁

T
x − 9i( 􏼁

ρ2
􏼨 􏼩, (12)

where 9i � [9i1, 9i2, . . . , 9iq]T, i � 1, 2, . . . , l; q means the
input number; and ρ represents the width of the Gaussian
function.

Defining the output activation function Θ is chosen as,
the output of ESN is defined as

Γ � Θ(WΩ). (13)

According to the literature [29], the output activation
function Θ units had no memory so that their values at time
i + 1 depended only fractionally and indirectly on their
previous values. +us, those networks are best suited for
modeling intrinsically discrete-time systems with a com-
putational and jumpy flavor. It is difficult to use networks
with continuous dynamics. But we can define the ESNs with
continuous function so that the dynamics can be approxi-
mated by this continuous function.

For any given real continuous function G(·): Rn⟶ R

on a sufficiently large compact set Ξ and arbitrary εM, the
ESN system Γ satisfies

sup
Ω∈Ξ

‖G − Γ‖≤ εM, (14)

where G is a given real continuous function on a sufficiently
large compact set Ξ ⊂ R with the supremum εM > 0.

+en, the function G can be expressed as

G � W
∗Ω(x) + ε∗, (15)

where ε∗ ≤ εM is the ESN error.

4. Extended State Observer Design

Since the nonlinearities including hysteresis loss are con-
sidered, the controller cannot be directly designed, and the
system states need an observer. Considering the normalized
form (9), we will design an extended state observer (ESO) to
approximate the system states. Before designing the ESO, an
extended state z3 will be defined and the extended state
system model is expressed as follows:

_z1 � z2,

_z2 � z3 + bu,

_z3 � a1z1 + a2z2 + F(x).

⎧⎪⎪⎨

⎪⎪⎩
(16)

+en, the ESO is designed as
_􏽢z1 � 􏽢z2 + β1 y − 􏽢z1( 􏼁,

_􏽢z2 � 􏽢z3 + bu + β2 y − 􏽢z1( 􏼁,

_􏽢z3 � a1􏽢z1 + a2􏽢z2 + 􏽢F(x) + β3 y − 􏽢z1( 􏼁,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

where 􏽢z1, 􏽢z2, 􏽢z3, and 􏽢F(x) are the estimations of
z1, z2, z3, andF(x), respectively, and β1, β2, and β3 are the
designed high gain parameters, respectively.

Define the errors
􏽥zi � zi − 􏽢z, i � 1, 2, 3,

􏽥y � y − 􏽢y,

􏽥F(x) � F(x) − 􏽢F(x),

⎧⎪⎪⎨

⎪⎪⎩
(18)
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Figure 1: +e curve of the Bouc–Wen model with
ς1 � 3 and ς2 � 5.
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Figure 2: +e curve of the Bouc–Wen model with
ς1 � − 3 and ς2 � − 5.

Mathematical Problems in Engineering 5



where F(x) is described by the ESN. +erefore, it has
F(x) � WΩ(x) + ε and 􏽢F(x) � 􏽢WΩ(x). +en, we have
􏽥F(x) � 􏽥WΩ(x) + ε � WΩ(x) + ε − 􏽢WΩ(x), and define the
update law of 􏽥W as

_􏽥W � _􏽢W � U(􏽢eΩ(x) − ε|􏽢e| 􏽢W), (19)

where U � UT is a constant matrix, ϵ is a designed positive
constant, and 􏽢e is defined in (36).

Lemma 1. [41] 
e ESN weights 􏽢W in equation (19) are
bounded by ‖ 􏽢W‖≤ ‖ϖ‖M/ϵ, where ‖ϖ‖M is the bound of the
ESN basis function vector, i.e., ‖Ω‖≤ ‖ϖ‖M.

Proof. From the previous discussion, the ESN basis function
vector Ω are Gaussian functions so that it is bounded ob-
viously, i.e., ‖Ω‖≤ ‖ϖ‖M. We choose the Lyapunov function
candidate as

VN �
1
2U

􏽢W
T 􏽢W, (20)

and then, considering equation (19), the time derivative of
VN can be deduced as

_VN �
1
U

􏽢W
T _􏽢W

� 􏽢W
T
(􏽢eΩ(x) − ε|􏽢e| 􏽢W)

≤ − ‖ 􏽢W‖|􏽢e| ε‖ 􏽢W‖ − ‖ϖ‖M􏼐 􏼑.

(21)

According to reference [41], 􏽢W is bounded by
‖ 􏽢W‖≤ ‖ϖ‖M/ϵ and thus 􏽥W � W∗ − 􏽢W is also bounded as
‖ 􏽥W‖≤ ‖ω‖M, where ‖ω‖M � WN + (‖ϖ‖M/ϵ).

+en, considering (16) and (17) yields

􏽥z_
1 � − β1􏽥z1 + 􏽥z2,

􏽥z_
2 � − β2􏽥z1 + 􏽥z3,

􏽥z_
3 � a1 − β2( 􏼁􏽥z1 + a2􏽥z2 + 􏽥F(x).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(22)

Equation (22) can be rewritten as

_􏽥z � A􏽥z + ζ􏽥F(x), (23)

where

A �

− β1 1 0

− β2 0 1

a1 − β3 a2 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

ζ �

0

0

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(24)

Considering that the high gain parameters β1, β2, and β3
are designed, the characteristic polynomial of A is Hurwitz.
+en, given a positive definite symmetric matrix P � PT > 0,
the existing positive definite symmetric matrix Q � QT > 0
satisfies

A
T
P + PA≤ − Q. (25)

□

Remark 3. In most cases, ESO has been utilized to estimate
the generalized disturbance. But in this paper, the structure
of the ESO has been adjusted to approximate the system
states. If appropriate high gains β1, β2, and β3 are chosen, the
ESO can fastly and precisely estimate the states. Besides,
adjusting ESO can easily guarantee the convergence of the
observer.

+erefore, the following theorem holds.

Theorem 1. Considering the vehicle drive PMSM model (2),
which is transformed into canonical form (9), the unknown
nonlinearity F(x) is approximated by an ESN (15), the
normalized system (9) is extended to (16), and then, all the
signals are bounded and the states can be observed by an ESO
(17).

Proof. Considering the ESO (17) and equation (22), the
Lyapunov function candidate Vo for the state observer errors
can be designed as

Vo � 􏽥z
T
P􏽥z. (26)

Considering (15), the derivative of Vo is deduced as

_Vo � 􏽥z
T

A
T
P + PA􏼒 􏼓􏽥z + 2􏽥F(x)ζT

P􏽥z

≤ − 􏽥z
T
Q􏽥z + 2 􏽥WΩ(x)P􏽥z + 2ε,

(27)

where 􏽥W � W − 􏽢W and 􏽢W is the estimation of the ESN
weight, and the unknown nonlinearity F(x) is approximated
by ESN F(x) � WΩ(x) + ε; therefore, the estimation 􏽢F(x) is
􏽢F(x) � 􏽢WΩ(x).

According to Lemma 1 and reference [31], the error
weight of ESN satisfies 􏽥W≤ ‖w‖M, and Ω(x) is bounded, it
has Ω(x)≤ ‖ϖ‖M. Considering ε≤ εM, equation (27) is
expressed as

_Vo ≤ − 􏽥z
T

Q􏽥z + 2 wMφM

����
����λmax(P)􏽥z + 2εM

≤ − 􏽥z
T

Q􏽥z + 2 wM

����
���� φM

����
����λmax(P)􏽥z + 2εM,

(28)

where λmax(P) represents the biggest norm of the matrix P.
From Young’s inequality ab≤ ((a2 + b2)/2), it has
2‖wM‖‖φM‖λmax(P)􏽥z≤ ‖wM‖2 + ‖φ‖2 + λ2max(P) + 􏽥z2. +en,
we have

_Vo ≤ − 􏽥z
T
Q􏽥z + wM

����
����
2

+‖φ‖
2

+ λ2max(P) + 􏽥z
2

+ 2εM. (29)

We rewrite (29) as
_Vo ≤ − a

⌣

1Vo + a
⌣

2, (30)

where a
⌣ can be deduced by A

T
P + PA≤ − Q;

a
⌣

2 � ‖wM‖2 + ‖φ‖2 + λ2max(P) + 􏽥z2 + 2εM. By integrating
both sides of (30), the following equation can be obtained:

|􏽥z|≤

�����������������

Vo(0)e− a
⌣
1t + a

⌣

2/a
⌣

1􏼐 􏼑

λmax(P)

􏽶
􏽴

, (31)
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and that indicates all the signals are bounded and the ob-
server error 􏽥z is converged into a compact set around the
zero. +erefore, according to the Lyapunov theory, the
proposed ESO can estimate the system states. □

5. Sliding Mode Control Design

+is section will design a sliding mode control for the new
vehicle drive PMSM model that the hysteresis loss is de-
scribed by ESN. +e control structure of the sliding mode
control with the ESO and ESN is illustrated in Figure 3. We
firstly define a sliding mode manifold and then design the
sliding mode controller. +e stability of the control strategy
finally is demonstrated.

To design the sliding mode control, the tracking error is
defined as

e � y − yd � z1 − yd, (32)

and the sliding manifold is adopted as

s � ηe + _e, (33)

where the designed parameters η> 0 and the reference signal
yd has continual derivative.

From (32), the derivative of s can be deduced as
_s � η _e + €e. (34)

Because the tracking error is defined in (32), we have
_e � _z1 − _yd � z2 − _yd,

€e � _z2 − €yd.
(35)

We define the functions as
􏽢e � 􏽢y − yd � 􏽢z1 − yd,

􏽢s � η􏽢e + _􏽢e,

􏽥s � s − 􏽢s,

􏽥e � e − 􏽢e.

(36)

+e sliding mode controller is designed as

u �
1
b

− ηt􏽢s − 􏽢z3 − η_􏽢e + €yd − τsign(s)􏼐 􏼑, (37)

where the designed parameters ηt > 0 and 􏽢s and 􏽢e represent
the estimation of s and e, respectively. In order to decrease
the influence of the chattering, we choose 0< τ < 1.

+en, the following theorem can be obtained:

Theorem 2. For the vehicle drive PMSM model considering
the hysteresis loss (9), which extends the state to (16), the states

are observed by ESO (17); defining the sliding mode manifold
in (33) and designing the controller in (37), then, all signals in
the closed-loop are uniformly ultimately bounded (UUB).

Proof. To verify the stability of the closed loop, the Lya-
punov function is selected as

V �
1
2
s
2
. (38)

Considering the sliding manifold (33)–(35), the deriv-
ative of V is

_V � s _s

� s(η _e + €e)

� s η _e + _z2 − €yd( 􏼁( 􏼁.

(39)

Substituting _z2 � z3 + bu in (16) into (39) yields
_V � s η _e + z3 + bu − €yd􏼐 􏼑􏼐 􏼑. (40)

By the substitution of sliding mode controller (37) into
(40), the derivative of V can be deduced as

_V � s η _e + z3 − ηt􏽢s − 􏽢z3 − η_􏽢e + €yd − τsign(s) − €yd􏼐 􏼑􏼐 􏼑.

(41)

Considering (36), the derivative of V can be deduced as
_V � s η_􏽥e + 􏽥z3 − ηt􏽢s − τsign(s)􏼐 􏼑

� s η_􏽥e + 􏽥z3 − ηt(s − 􏽥s) − τsign(s)􏼐 􏼑

� − ηts
2

+ s η_􏽥e + 􏽥z3 + ηt􏽥s − τsign(s)􏼐 􏼑.

(42)

Substituting the sliding manifold (33) and 􏽢s � η􏽢e + _􏽢e in
(36) into 􏽥s yields

􏽥s � η􏽥e + _􏽥e. (43)

By the substitution of (43) into (42), we get
_V � − ηts

2
+ s η_􏽥e + 􏽥z3 + ηηt􏽥e + ηt

_􏽥e − τsign(s)􏼐 􏼑

� − ηts
2

+ s η + ηt( 􏼁_􏽥e + 􏽥z3 + ηηt􏽥e − τsign(s)􏼐 􏼑.
(44)

According to e � z1 − yd in (32), we have
􏽥e � 􏽥z1 − yd,

_􏽥e � 􏽥z2 − _yd.
(45)

Substituting (22) and (45) into (44) yields

_V � − ηts
2

+ s η + ηt( 􏼁􏽥z2 − η + ηt( 􏼁 _yd + a1􏽥z1 + a2􏽥z2 + 􏽥F(x) + ηηt􏽥z1 − ηηtyd − τsign(s)( 􏼁

� − ηts
2

+ s a1 + ηηt( 􏼁􏽥z1 + a2 + η + ηt( 􏼁􏽥z2 − ηηtyd − η + ηt( 􏼁 _yd + 􏽥F(x) − τsign(s)( 􏼁.
(46)
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Considering+eorem 1, the unknown bounded function
􏽥F(x) can be approximated by the ESN 􏽥F(x) � 􏽥WΩ
(x)≤ ‖ωM‖‖φM‖ and 􏽥z1, 􏽥z2, yd, and _yd are all bounded,
respectively. +en, defining ‖(a1 + ηηt)􏽥z1 + (a2 + η + ηt)
􏽥z2 − ηηtyd − (η + ηt) _yd + 􏽥WΩ(x)‖≤Δmax, where Δmax ≥ 0,
equation (46) satisfies

_V≤ − ηts
2

+ sΔmax − τssign(s)

≤ − ηts
2

+ sΔmax − τ|s|.
(47)

If τ|s|> 1, equation (47) can be rewritten as
_V≤ − ηts

2
+ sΔmax

� − μ + sΔmax,
(48)

where μ � ηt > 0.
If 0≤ τ|s|≤ 1, it has

_V≤ − ηts
2

+ sΔmax − τs
2

� − ηt + τ( 􏼁s
2

+ sΔmax

� − μs
2

+ sΔmax,

(49)

where μ � ηt + τ > 0.
According to Young’s inequality, sΔmax has

sΔmax ≤ (s2/2) + (Δ2max/2); then, equation (47) can be re-
written as

_V≤ − μs
2

+
s2

2
+
Δ2max
2

� − μ +
1
2

􏼒 􏼓s
2

+
Δ2max
2

.

(50)

When μ> 0.5, according to the definition of the Lya-
punov function V in (38), equation (50) can be solved

|s|≤

�����������������
(2μ − 1)V(0) + Δ2max

(2μ − 1)Δmax

􏽳

. (51)

Considering the definition of s in (33) and the bounded
(51), the margin of error e is obtained:

|e|≤

����������

s(0) +(η/ϑ)

ϑ

􏽳

, (52)

where ϑ �

�������������������������������

((2μ − 1)V(0) + Δ2max)/((2μ − 1)Δmax)

􏽱

.
+erefore, according to the Lyapunov theory, all the signals

of the closed loop are uniformly ultimately bounded. □

Remark 4. In this controller design, we chose the robust
function sign(·) to design the sliding mode control. But the
function sign(·) is a discontinuous function which can
deduce the strong chattering for the sliding mode manifold.
In order to restrain the chattering, many approaches are
utilized. In this paper, we select the continuous function
tanh(·) instead of the discontinuous function sign(·), which
can substantially restrain the chattering of the SMC. +e
simulations are demonstrated for this approach.

6. Simulations

We design the simulations with Simulink of Matlab to verify
the effectiveness of the proposed ESO and ESNSMC for the
vehicle drive motor with hysteresis nonlinearity.+e PMSM,
the ESO, and the ESNSMC parameters are selected as fol-
lows:d − axis inductance Ld and q − axis inductance Lq are
0.47mH; torque T is 96.5N · m; angular speedω is 3000 rpm;
resistance R is 0.033Ω; motor-induced voltage constant Kl is
0.147; and motor torque constant Kt is 0.72. +e high gain
parameters β1, β2, and β3 are selected as β1 � 360,

β2 � 5000, and β3 � 28500. η is chosen as 5. τ can be selected
as 0.3. In order to verify the proposed approaches, we re-
strain the errors in [− 0.5, 0.5] in the simulations.

In the section, we design two series of simulations with
different values of τsign(s). One is τsign(s) � 0.3sign(s), and
the other is selected as τsign(s) � 0.3 tanh(s). +e reason of
the design is to contrast the results of the ESNSMC to show the
effect of the chattering in the sliding mode control.

6.1. Case 1. In this section, we select τsign(s) � 0.3sign(s) in
the controller of (37) to verify the proposed ESNSMC and
ESO of this paper. +e output tracking results of y, _y, and €y

are illustrated in Figure 4, and the tracking errors are shown
in Figure 5. +e observer results of z1, z2, and z3 of the
proposed ESO are shown in Figure 6, and the observer errors
are illustrated in Figure 7. Figure 8 is the proposed ESNSMC
controller trajectory.

From Figures 4 and 6, it is obviously shown that both the
proposed ESO and the ESNSMC are well tracking the reference
signals. Based on the structure of the control strategy, the
adjusting of the observer is in the closed loop and that follow
the adjustment of the controller. +en, if the gains of ESO
β1, β2, and β3 are chosen enough higher, it can quickly ap-
proximate the states z1, z2, and z3. From Figure 6, one can
clearly find that the proposed ESO worked well, and from

Sliding
manifold 1/b

u
ηt

τsign (s)

PMSM

η s⌃
e⌃

z⌃
ESOESN

yd

y
–

–

–
–

–

Figure 3: +e structure of the controller.
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Figure 4, one can also find that the output quickly tracks the
reference signal. But from Figures 5 and 7, due to the
existence of the chattering in the sliding mode control, it
has been obviously shaking when the PMSM is veered. If we
survey Figure 8, it can be seen that the trajectory of the
proposed ESMSMC controller also has the same charac-
teristics as well as the errors of ESNSMC control results and
the ESO observer.

From Figures 4–8, one can easily find the influence of the
chattering in the proposed ESNSMC, even though the ESN
compensates the hysteresis nonlinearity. +e chattering of the
sliding mode control really degrades the precision of the
control strategy. In order to alleviate the influence of the
chattering of the ESNSMC, we chose continuous tanh(·)

function to take the place of the discontinuous sign(·) function
in the next case.
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Figure 7: +e observer errors of z1, z2, and z3 with ESO
τsign(s) � 0.3sign(s).
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ESO τsign(s) � 0.3sign(s).
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τsign(s) � 0.3sign(s).
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6.2. Case 2. In this section, the robust τsign(s) is chosen as
τsign(s) � 0.3 tanh(s). +en, Figures 9 and 10 illustrate the
output results y, _y, and €y of the proposed ESNSMC with
ESO for τsign(s) � 0.3 tanh(s), and the ESO estimates the
states z1, z2, and z3 are shown in Figure 11. Figure 12 is the
estimate errors of z1, z2, and z3 with the ESO observer. +e
controller input is illustrated in Figure 13 for the robust
τsign(s) � 0.3 tanh(s).

Compared with the control tracking results Figures 4 and
9 and the controller errors Figures 5 and 10, one can obtained
that the continuous function tanh(·) can substantially restrain

the chattering of the sliding mode control. Especially in
contrast with the tracking errors Figures 5 and 10, the in-
fluence of the chattering at the reversing processes almost is
not catched in Figure 10 with the continuous robust function
τsign(s) � 0.3 tanh(s). +e same conclusions can also be
deduced by the observer results and errors in Figures 11 and
12. Especially in contrast with Figures 7 and 12, one can find
that the maximum of the error of z3 is about 0.08 at the
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Figure 9: +e output results y, dy, and ddy of the ESNSMC with
ESO τsign(s) is replaced by 0.3 tanh(s).
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reversing processes in Figure 7 and the maximum of the error
of z3 is about 0.02 at the reversing processes in Figure 12. One
can also obtain that, in Figure 12, the maximum of errors of
z1, z2, and z3 appears at the dynamic processes with the
continuous robust function τsign(s) � 0.3 tanh(s), which are
caused by the ESN, but in Figure 8, the maximum of errors of
z1, z2, and z3 appears at the reversing processes with dis-
continuous robust function τsign(s) � 0.3sign(s), which are
caused by the chattering of the SMC.

Table 1 illustrates the tracking errors and the observer
errors with the discontinuous robust function
τsign(s) � 0.3sign(s), and the tracking errors and the ob-
server errors with the continuous robust function τsign(s) �

0.3 tanh(s) are shown in Table 2. From Tables 1 and 2, the
MAEs of [􏽥z1, 􏽥z2, 􏽥z3]

T are [2.702e− 6, 9.5797e− 4, 0.0187]T and
[2.289e− 6, 8.3078e− 4, 0.0116], respectively. It is illustrated
that the continuous robust function tanh(·) can substantially
restrain the chattering of the SMC. But considering theMAE
tracking errors [􏽥y, _􏽥y, €􏽥y]T are [0.0276, 0.0269, 0.0317]T and
[0.0775, 0.0281, 0.0312]T, respectively, the MIN tracking
errors are [0.0014, 1.8734e− 6, 1.3852e− 5] and [0.047,

7.9464e− 6, 1.473e− 5], respectively. +at means the contin-
uous robust function tanh(·) can substantially restrain the
chattering but degrade the tracking precision.

Compared with Figures 8 and 13, one can obviously find
that the dynamic processes is influenced by the ESN in
Figure 13 with the continuous robust function tanh(·) which
can well restrain the chattering of the SMC, but the dis-
continuous robust function sign(·) will result in strong
chattering and difficult to achieve stable process from
Figure 8.

7. Conclusion

A new neural network sliding mode control strategy was
designed for PMSM of electric vehicles in this research.
Firstly, a modified PMSM model considering hysteresis
losses was proposed. Since the existence of the hysteresis
nonlinearity complicated the PMSM model, a transformed
canonical form was deduced to simplify the controller.
Because most electric vehicle system states could not be
measured directly, an ESO was adopted to estimate all the
states including the indirectly obtained states, and the
hysteresis nonlinearity was approximated by an ESN. Fi-
nally, we designed a sliding mode control based on the ESO
results with the ESN in the closed loop to precisely control
the electric vehicle PMSM systems, and the chattering of the
SMC was restrained by tanh(·). Two different Lyapunov
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Figure 13: +e trajectory of the ESNSMC controller τsign(s) is
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Table 2:+e tracking errors and the observer errors with the robust
τsign(s) � 0.3 tanh(s).

Variables MAE Max Min
􏽥y 0.0775 0.5 0.047
􏽥y_ 0.0281 0.5 7.9464e− 6

€􏽥y 0.0312 0.5 1.473e− 5

􏽥z1 2.2891e− 6 8.3371e− 6 0
􏽥z2 8.3078e− 4 0.0032 0
􏽥z3 0.0116 0.0698 0
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Figure 12: +e observer errors of z1, z2, and z3 with ESO τsign(s)

is replaced by 0.3 tanh(s).

Table 1:+e tracking errors and the observer errors with the robust
τsign(s) � 0.3sign(s)

Variables MAE Max Min
􏽥y 0.0276 0.5 0.0014
􏽥y_ 0.0269 0.5 1.8734e− 6

€􏽥y 0.0317 0.5 1.3852e− 6

􏽥z1 2.702e− 6 9.9556e− 6 0
􏽥z2 9.5797e− 4 0.0035 0
􏽥z3 0.0187 0.0763 0
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functions guaranteed the observer validity and the controller
effectiveness. +e simulations demonstrated that the pro-
posed observer and controller can achieve a good perfor-
mance and all the signals were uniformly ultimately
bounded.
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